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Improving assessment quality in professional
higher education: Could external peer review of
items be the answer?
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Abstract: Summative assessment in professional higher education is important for
student learning and making sound decisions about advancement and certification.
Despite rigorous pre-test quality assurance procedures, problematic assessment
items are always discovered post-test. This article examines the implementation of
external peer review of items by clinicians in a six-year undergraduate medical
programme. The purpose of the article is to identify to what extent clinicians
consider multiple choice items to be acceptable for use in examinations, and what
comments they provide on items they believe should be revised or not be used at
all. 170 clinicians were recruited and reviewed 1353 multiple choice questions.
Results showed that one out of five items reviewed were not approved. There were
three main reasons for not approving items: (i) relevance of item content, (ii)
accuracy of item content and (iii) technical item writing flaws. The article provides
insight into a promising quality assurance procedure suitable for in-house exam-
inations in professional higher education.
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1. Introduction
Professional higher education strives to teach students the competencies they will need in their
future professions. This encompasses both subject-specific and generic competencies that prepare
students for the complex problems of today’s workplace, as well as life-long learning and devel-
opment (Baartman, Bastiaens, Kirschner, & Van der Vleuten, 2006; Van der Vleuten, Schuwirth,
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Scheele, Driessen, & Hodges, 2010). Developing high quality summative assessment is important
for both student learning and sound advancement decisions. In the field of medicine, both
employers and patients rely on medical schools’ ability to certify that students have the knowl-
edge, skills and attitudes necessary to practice medicine safely.

Summative assessment in undergraduate medical education can be in-house examinations
prepared by academic staff involved in teaching, or national examinations generally prepared by
licensing organisations. Test items in national examinations are usually written and extensively
reviewed by subject-specific test committees trained in item writing. National examinations also
provide an arena for relevant stakeholders to engage in the process of assessment design, content
and standards for entry into practice (Melnick, 2009). Such measures typically result in high quality
assessment, but they come at a high cost (Melnick, 2009). Although the use of national licensing
examinations in medicine is likely to increase, the majority of examinations are in-house (Swanson
& Roberts, 2016). Therefore, developing quality assurance procedures that can be implemented for
in-house settings with fewer resources is important.

Written assessments make up a large part of assessments in medical education, along with
assessments that cover other important competencies, such as communication, professionalism
and clinical skills. Despite the fact that multiple choice questions (MCQs) have many advantages
and disadvantages, they remain the most frequently used assessment method in medicine
(Wallach, Crespo, Holtzman, Galbraith, & Swanson, 2006). They are efficient for use in large groups
of examinees as they can be administered in a relatively short period of time and are easily
computer scored (Downing & Yudkowsky, 2009). Additionally, MCQs can test a large breadth of
knowledge as well as higher-level cognitive reasoning (Downing & Yudkowsky, 2009; Schuwirth &
Van Der Vleuten, 2004). There are best practice principles for writing effective MCQs, and violating
these standards is termed item writing flaws (IWFs) (Case & Swanson, 1998; Haladyna, Downing, &
Rodriguez, 2002). IWFs reduce assessment validity by introducing the systematic error of con-
struct-irrelevant variance, and have been shown to occur frequently in in-house examinations
(Downing, 2005; Jozefowicz et al., 2002).

Quality assurance procedures around test item development and administration is necessary for
high quality assessment (Van der Vleuten et al., 2010). These include faculty development pro-
grammes on proper item writing and blueprinting, review of items through internal review com-
mittees and psychometric evaluation, as well as student feedback. Item writing workshops have
been shown to improve quality of MCQs in terms of difficulty and item discrimination, and reduces
the frequency of IWFs (Abdulghani et al., 2015). Several studies have documented the effect of in-
house peer review of MCQs (Abozaid, Park, & Tekian, 2017; Malau-Aduli & Zimitat, 2012; Wallach
et al., 2006).

In our medical programme, MCQs are subject to review similar to that of the Maastricht
model (Verhoeven, Verwijnen, Scherpbier, & Schuwirth, 1999). The departments write items
based on a blueprint for the end-of-year examinations, and are entered into a web-based item
bank. A multidisciplinary review committee (examination committee) reviews items for con-
tent, clarity and IWFs. In addition, one or two senior students are asked to comment on the
examination draft. However, despite rigorous review, we still discover problematic items
through post-test item analyses and student comments, as is experienced by other institutions
(Verhoeven et al., 1999).

In an attempt to reduce the number of problematic items discovered post-test, we developed an
additional review process suitable for in-house examinations in professional higher education. We
were interested in consulting front line practitioners in the field, inviting them to share their
thoughts on examination items through external, double-blinded peer review of MCQs in an
undergraduate medical programme. The aim was to explore the following research questions:
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(1) To what extent are items considered approved, needing revision or rejected by clinicians?

(2) What comments are provided by clinicians on items considered needing revision or rejected?

(3) To what extent are items changed by the item writer or examination committee following
external peer review?

2. Materials and methods

2.1. The medical curriculum and assessment programme
The six-year undergraduate medical programme at the Norwegian University of Science and
Technology (NTNU) is integrated and problem-based, featuring one oral and one written summa-
tive examination at the end of each year (Ware & Vik, 2009). Written examinations consist of
100–120 single best answer MCQs and several modified essay questions (MEQs). The examinations
are pass or fail with a cut-off score of 65%.

2.2. The intervention: external peer review of MCQs
Clinicians as reviewers were recruited with the following inclusion criteria: (a) at least two
years of postgraduate training, (b) not completed postgraduate training, although this did not
apply to specialists in general practice, (c) does not teach at or write items for the faculty.
These criteria were chosen because we considered junior doctors and general practitioners to
be qualified to judge whether the content followed recommended clinical guidelines and
practice, and its relevance for medical students. All reviewers were required to sign
a research consent form and asked to complete a questionnaire on personal background
information (Table 1). The study was approved by the Norwegian Centre for Research Data
(project number: 45229).

In all, 172 reviewers were recruited, of which two reviewers later withdrew. Recruitment started
among colleagues perceived to be highly professionally competent, and continued as snowball
sampling in which reviewers recommended their own colleagues. Clinicians were recruited for
a period of three years, and the annual work-load was estimated to be two hours. They received no

Table 1. Characteristics of reviewers

Age
Mean, years (min, max) 32 (27, 63)

Gender

Female, n (%) 75 (49.7)

Male, n (%) 76 (50.3)

Position

General practitioner, n (%) 8 (5.3)

Junior doctor, n (%) 135 (89.4)

Mean number of months approved in specialist
training (SD)

29.2 (16.2)

PhD student or researcher, n (%) 3 (2.0)

Other, n (%) 5 (3.3)

Workplace

GP surgery, n (%) 19 (12.6)

District hospital, n (%) 67 (44.4)

University hospital, n (%) 61 (40.4)

Other, n (%) 4 (2.6)

Response rate: 151 (88%) responded to the questionnaire.
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financial compensation for reviews, but were registered as external employees and given access to
the university’s resources, including IT facilities. We aimed at recruiting clinicians from multiple
hospitals and GP surgeries, from different counties in Norway (n = 18), with a background from
various medical schools (n = 13) and in various specialities (n = 33).

The external peer review was implemented as an additional step in the quality assurance
procedure already in place (Figure 1). The items had been reviewed and approved by the multi-
disciplinary review committee prior to the external peer review. Items were sorted by subject and
distributed to reviewers specialising in the topic covered by that item. For subjects that did not
have a clear link to a medical specialty, items were pooled and divided between all reviewers. The
reviewer and item writer did not know each other’s identity. Each reviewer received one to ten
items, and each item was assessed by only one reviewer. The whole review process, including
distribution of items and completing the review, was carried out by way of a web-based item bank
which could be accessed from home. Reviewers had two weeks to complete their review.

The reviewers received limited training with regards to item writing and reviewing. They were sent
written information on the MCQ format and the review process, along with the item writing guide-
lines. Before the correct option was revealed to reviewers, they had to answer each item. Reviewers
were asked to consider the questions’ relevance, whether the correct option undoubtedly is the best
option and the suitability of the explanation of the correct option. They had to indicate whether an
item should be approved, revised prior to use, or rejected. If an item was deemed as needing revision
or rejected, reviewers were asked to provide a comment. The reviews were disclosed to the item
writers, who decided whether to revise or delete the item, or leave it unchanged. If an item was left
unchanged, a comment explaining their decision had to be provided to the examination committee.
The examination committee made the final decision on whether items should be included in the
examination, and could also make changes to or delete items.

2.3. Data collection and analysis
Summative MCQs administered to students in Year 1, 2, 3 and 6 for the academic year of 2015/
2016, in addition to previously used MCQs from Year 4, were externally reviewed. This study uses
a mixed method approach, with both qualitative and quantitative data to answer the research
questions. The following data were registered: Review decision, reviewer comments and whether
the item was changed or deleted by the item writer/examination committee. The main part of this
study focuses on a qualitative analysis of reviewers’ comments to answer the second research
question. Reviewers’ comments were analysed using Systematic Text Condensation (STC) accord-
ing to Malterud’s description (Malterud, 2012). STC is a descriptive cross-case analysis used to
capture significant themes in the empirical material. The analysis started by reading through all

Figure 1. External, double-
blinded peer review. The green
box indicates where the exter-
nal peer review was incorpo-
rated in the item review
process previously in use.
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reviewers’ comments to get an overall impression of the material and preliminary themes.
Meaningful text representing reviewers’ reasons for disapproving items was coded into the main
themes, adding new themes as they became apparent. In the third step, subthemes within main
themes were identified and the contents of each group were condensed into an artificial quote.
Lastly, the content of each group was summarised in generalised descriptions and illustrated by
selected quotes. All comments were read and themes discussed by three authors (SSS, VG, BL) to
widen the analytic space. Quotes were translated, and edited only to improve readability.

3. Results

3.1. Review decisions
Of the 1353 items that were externally reviewed, 282 (20.8%) were not considered approved. Of
these, 229 (16.9%) were judged as needing revision and 53 (3.9%) were rejected by reviewers
(Table 2). Item writers and examination committees made changes to 115 (40.8%) of disapproved
items. Of these, 96 (34.0%) were revised and 19 (6.7%) were deleted. In total, 8.5% of all the items
reviewed were changed following external review.

3.2. Reviewer comments
Reviewers’ comments fell within three main themes, each with three subthemes: content relevance
(level of difficulty, importance of content, and cognitive level), content accuracy (missing informa-
tion, content errors, and uncertainty about professional content) and technical flaws (spelling and
language, structure, and lack of explanation of correct option).

3.2.1. Content relevance
The relevance of item content for medical students was a frequent reason for disapproving items.
This included the level of difficulty, importance of content and cognitive level tested by the item.

Level of difficulty: Many reviewers commented that the item content was too difficult for under-
graduates. Some remarked that the knowledge asked for was too in-depth, whereas others wrote
that the content would be better suited in graduate medical education. One reviewer wrote: “This
topic has far more relevance in specialist training than in final undergraduate examinations.” Only
three items were disapproved by reviewers on the basis of being too easy. One reviewer stated that
the content should be presumed knowledge, and therefore unnecessary to ask about in an
examination.

Importance of content: Some reviewers commented that the topic covered by items was
peripheral as opposed to core areas of the curriculum, and others remarked that the item covered
rare symptoms and diseases, and therefore unlikely to be encountered by junior doctors. One such
comment was: “The item is irrelevant, and this type of detailed knowledge cannot be deemed
essential for clinical practice.” Irrelevance for later clinical practice was a frequent reason for not
approving items.

Table 2. Review decision. Review decision and subsequent changes made to items by item
writer/examination committee

Review decision Total
Approved Revision needed Rejected

Unchanged, n n/a 125 42 1238

Revised, n n/a 90 6 96

Deleted, n n/a 14 5 19

Total, n 1071 229 53 1353
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Cognitive level: Many items were disapproved because they only tested recall of knowledge.
Reviewers commented that such facts would either not be relevant in clinical practice or when
needed can be looked up in the literature, as illustrated by the following two quotes: “A very
narrow question that only tests students’ ability to recall knowledge,” and “the question should be
more comprehensive, enabling students to use their reasoning skills to a greater extent.” This
applied especially to items asking for numbers or percentages, for example prevalence of disease.

3.2.2. Content accuracy
The accuracy of the item content was also commonly remarked by reviewers. These comments
related to items that were missing key bits of information, had errors in the content or items where
reviewers were unsure about the accuracy of the content.

Missing information: Most comments on content accuracy related tomissing information in the stem
or options, as exemplified by the quote: “There is not enough information in the stem to provide a good
and unambiguous answer.” In a few cases, reviewers specified that certain details were missing,
thereby making more than one option correct. In one such item, the reviewer wrote: “It should be
specified in the stem that this applies for children with a birth weight above 2.5 kg. For children with
low birth weight, option C is the correct answer.”Many reviewers commented that the stem or options
did not provide information that would normally be present in a real clinical situation, making the item
hypothetical rather than realistic: “The item should include more information such as temperature,
heart rate and blood pressure, which you would have access to in a real clinical situation.”

Content errors: Reviewers also came across content errors, some of which related to improbable
symptoms or findings. Other items were based on outdated guidelines or classification systems.
The following quotes illustrate typical examples of errors:

“The question asks for a probable diagnosis in a patient with a broad complex tachycardia with
a ventricular rate that fitswellwith an atrial flutterwith 2:1 conduction.Most patientswith a broad
complex tachycardia and previous history of MI will have ventricular tachycardia, but not at this
ventricular rate … If the ventricular rate is changed to a higher rate, the answer will be correct.”

“The classification used for endometrial hyperplasia is outdated based on WHO guidelines … ”

Uncertainty about professional content: Several reviewers expressed uncertainty about the accu-
racy of the content. This included uncertainty about whether the content was in line with updated
guidelines or current literature, or whether the stem and option were realistic or had missing
information, such as: “[I am] unsure whether 15% is right. I have found 20–30% in the literature,”
and “I am unsure whether the correct option complies with national guidelines … ”

3.2.3. Technical flaws
Item writing flaws that related to language or structure of the items, here termed technical flaws,
were often commented by reviewers.

Spelling and language: In some items, spelling mistakes and typographical errors were pointed
out. A few reviewers commented that abbreviations, eponyms and dialect words should be
avoided for clarity, as in this case: “Eponyms such as Conn’s syndrome should be avoided.”
Other comments related to imprecise wording in the stem and question, long and information
dense options, response options with lists of shuffled words, and negative wording. These com-
ments can be summarised in the following quote: “Some students might answer this incorrectly
because they are confused by the question.”

Structure: Reviewers commented that some items had superfluous stems or did not have stems
at all. Other comments pertained to clues as to which option was correct, for example gramma-
tical clues or longest option being correct.
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Explanation of correct option: Many items lacked an explanation of the correct option. Where an
explanation was provided, reviewers often requested that explanations be more in-depth or to a larger
degree explain certain concepts of the item. Some reviewers commented that distractors should also
have an explanation of what did notmake this the best option, thereby increasing the learning potential
of the item.

4. Discussion
In this study, we implemented external double-blinded peer review of MCQs for in-house examinations.
Results showed that of the 1353 items reviewed, 20%of itemswere either rejected or judged as needing
revision by reviewers. Subsequently, changesweremade to 40%of disapproved items,which constitutes
almost 10% of the total number of MCQs that were reviewed. Relevance and accuracy of item content,
as well as technical item writing flaws, were the three main reasons for disapproving items for use.

The double-blinded peer review system ensures that review is not biased by gender, affiliation or
seniority, and that reviews can be honest and without fear of retaliation (Shaw, 2015). In higher
education, a limitation of internal review can be a reluctance to criticise colleagues, especially when
the individualwriting that item is considered anexpert on the topic (Jozefowicz et al., 2002). In this study,
we chose to use junior doctors and general practitioners as reviewers. We asked that they review items
on the basis of being clinicians, thereby providing a practitioner’s perspectivewhich draws on experience
and tacit knowledge. There may be advantages of using junior doctors and general practitioners rather
than content experts. Their generalist perspective may contrast that of experienced academic staff
responsible for teaching and developing test items, who may overestimate the importance of learning
the details in their field (Mcleod & Steinert, 2015). Indeed, standard setting studies have demonstrated
that expert judges tend to set unrealistically high passing scores, which could indicate that they expect
too much of novice learners (Kane, Crooks, & Cohen, 1999). However, by allowing item writers to decide
whether to change the item following review, experts remained responsible for itemcontent. In thisway,
reviewsprovided input on itemcontent, rather thana final say. Assessment authenticity and validitymay
increasewhen content is informed both by experienced academic staff and front line clinicians’ perspec-
tive on what is important to know (American Board of Internal Medicine, 2016).

Content relevance emerged as one of themain themes in reviewers’ comments on disapproved items.
Reviewers commented thatmany itemswere too difficult to be appropriate in an undergraduate setting,
demanding knowledge that was too in-depth or that concerned rare conditions. Another aspect was the
importance of the content tested, with reviewers commenting that items were irrelevant for clinical
practice or that items only tested recall of knowledge, as opposed to application and reasoning. This
finding is in line with Koens, Rademakers, and Ten Cate (2005) who found that although test items were
designed by item writers to assess core medical knowledge, many were judged as testing non-core
knowledgeby clinicians. Theoccurrenceof test itemsof low relevancemay reflect differingviewsonwhat
constitutes relevance (Janssen-Brandt, Muijtjens, & Sluijsmans, 2017; Koens, Custers, & Ten Cate, 2006;
Koens et al., 2005). In order to reach a more consistent and accurate interpretation of the relevance,
Janssen-Brandt et al. (2017) suggest using a rubric of five criteria: 1) medical knowledge (requires study
and understanding of medicine), 2) ready knowledge (cannot be looked up quickly), 3) incidence in
practice (how often knowledge is needed in practice) 4) prevalence or high-risk (needed for high-
prevalence or high-risk situations), and 5) foundation in the medical curriculum. The link between test
content and professional practice is especially important in professional higher education in order to
make sound inferences about licensing and certification, and irrelevant content is therefore a major
threat to test validity (Downing, 2002; Norcini & Grosso, 1998).

Another main theme from reviewers’ comments was content accuracy. While most comments
related to lack of sufficient information, leaving items too imprecise to identify one best option,
others related to errors in the content. These ranged from uncertainties about the accuracy of the
professional content to content errors, such as items that were based on outdated guidelines or
classification systems. The rapid growth of medical knowledge poses a challenge to deciding and
updating curriculum and assessment content. Additionally, if items contain information that is
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medically inaccurate, the testing effect may increase the likelihood of students remembering
erroneous information (Rohrer & Pashler, 2010). This may be especially relevant when storing
items in an item bank for reuse on later examinations, running the risk of items becoming
outdated in a short period of time (Sadaf, Khan, & Ali, 2012).

The lastmain theme that emerged from the peer reviewencompass technical aspects of MCQs, such
as errors relating to structure, clues, language and spelling, and items missing an explanation of the
correct option. Poorly written MCQs may be falsely more difficult or easy, and be differentially confus-
ing for different subgroups of students, thereby decreasing the fairness of the assessment (Downing,
2002; McCoubrie, 2004; Tarrant & Ware, 2008). Although important, technical aspects could probably
be equally or better reviewed by strengthening in-house review. By reducing the frequency of IWFs, in-
house peer review has been shown to improve psychometric properties of examinations (Abozaid
et al., 2017; Malau-Aduli & Zimitat, 2012; Wallach et al., 2006).

Feasibility of the peer review process was important for implementation in an in-house setting,
with fewer financial and staff resources available. The number of items reviewed in one year is
approximately the number of MCQs needed yearly for examinations and reassessment in our
programme. A small annual work load per reviewer and an IT solution that enabled reviewers to
work from home were essential for recruiting reviewers as they received no financial compensa-
tion. Furthermore, the IT solution (our web-based item bank) supported the entire review process,
including distribution of items to reviewers, review, distributing reviewer comments to item writers
and editing items, thereby minimising administrative costs.

The novelty of this study is the implementation of quality assurance of MCQs that is new to an
in-house setting. External review could be suitable for other professional higher education pro-
grammes, where front-line practitioners can provide useful input on assessment content. In this
study, external reviewers received limited training in item writing guidelines and were asked to
assess items on the basis of being clinicians. The qualitative data give insight into why junior
doctors and general practitioners thought many items should be revised or not be used in
examinations. In order to see whether external peer review can affect measures such as reliability
and item discrimination, the authors suggest future studies should look into psychometric effects,
in addition to its long-term effects on item quality.

5. Conclusions
This study showed that external, double-blinded peer review of MCQs can be implemented for in-
house examinations. Approximately one in five items were rejected or judged as needing revision
and of these, two in five items were later changed by the item writer. There were three main
reasons for not approving items for use: (i) Relevance of item content, (ii) accuracy of item content,
and (iii) technical item writing flaws. Using front-line practitioners to review examination content
may lead to more relevant and accurate items, increasing the validity of summative assessments.
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