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Abstract— cal approach mainly focused on increasing the capacity avail-

In this paper we study two major sources of packets delay in able for voice services, so as to cope with the explosive growth
the GSM/GPRS wireless network, at Base Station and at GGSN jjy the number of subscribers. Today, the need for an increased
node. Fisrt, for the former one, we present an analytical model to t ity i bined with th tf id
study the performance of channel sharing schemes to support both System capacity 1S C_Om, ine W', e, requestior a wiaer spec-
circuit switched voice and packet data services in a GSM/GPRS trum of telecommunication services, in order to be able to offer
network. We study three channel sharing schemes: H)xed shar- data services in addition to plain telephony. This will pave the
ing in which cell channels are statically partitioned into two sets way to the introduction of wireless multimedia services for mo-
one for voice calls and the other for data traffic; 2)partial sharing bile users, including voice, data and images. While the perfor-

in which nq;.channels are reserved for data while the remain- mance of cellular telecommunication networks offering mobile
ing N — na.toChannels are shared by voice and data with pre- g

emptive priority for voice calls; and 3) complete sharingn which ~ t€lephony services has been investigated [2][3][4] under several
all the channels shared by voice and data with preemptive prior- different operating conditions, the same cannot be said of net-

ity to voice calls. We investigate several key issues such as callorks offering a variety of services in particular voice and data
blocking rate and mean packet delay for different cell loads with services to mobile users.

the data source modeled by a Markov Modulated Poisson Process . . )
(MMPP). We validate the mathematical model through simula- First, in this paper, for the packet delay occured at the

tions and quantify the impact of the data source model and the BTS(base stations), three different sharing schemes have been
voice call load on the mean packet delay for different channel shar- studied at MAC/RLC layer between the mobile terminals and
ing schemes. Secondly, for another souce causing delay, we presenfhe base station. Besides, the effect of data source pattern
th_e analytical mpdel to quantlfy the benefit of replicated (_BGSN and the voice call load on mean data packet delay is also
with load balancing architecture.Our results show that replicated . . -
GGSN architecture with load balancing policy can significantly re- Investigated. We develop an analytical model based on the
duce the packet delay even when the total GGSN capacity remains GSM/GPRS MAC/RLC layer. We provide detailed solution
constant. for the analytical model. Based on the analytical model, We
have investigated several key QoS issues and their relationship,
channel sharing schemes, the offered load and the characteris-
|. INTRODUCTION tics of the data traffic. We verify the analytical model using
The second generation GSM (Global System for Mobil@mulation results. Our results quantify the impact of the shar-
communications) mobile systems have been introduced into iRg scheme, data source pattern and the voice call load on the
commercial market for over a decade. The number of globaean packet delay.
subscribers of GSM has reached to over 860 million, which ac-Second, in GPRS network, two nodes are added to the
counts 78% for the total wireless subscriber in the world by bstandard GSM system: the Gateway GPRS Gateway Support
ginning of year 2002 [1]. Before year 2001, most the servicéde (GGSN) and the Serving GPRS Support Node (SGSN).
provided by the GSM carriers were circuit-switched based buiihhe GGSN acts as a gateway between the Internet (and other
upon a basic data rate service of 9.6 Kbps. With the rapid d@GSNs) and a provider’s private GPRS network . The GGSN’s
ployment of IP and IP based services, wireless carriers hawain function is to tunnel packets from outside networks (other
now introduced new data services based on packet-switchi@§RS networks and the Internet) to the SGSN currently serving
technigues. GPRS (General Packet Radio Service) with matkie mobile. It does this through an IP based GRPS backbone.
mum data rate 170 Kbps and EDGE (Enhanced Data for Glolbalthis paper, We propose a load balance scheme to improve the
Evolution)(384 Kbps) are two well defined and mature teclQ0S of data traffic at the GGSN nodes. By defining the model,
nologies that are currently being deployed. We provide the numerical analysis of the mean packect delay to
In the design of the first and second generation cellular mghow the improvement of QoS by this scheme.
bile telephony systems (such as ETACS (Enhanced Total Acdn section§ll, We give an overview of GSM/GPRS-the net-
cess Communication System) and GSM in Europe), the techwierk architecture, the protocol layers and the radio interface.
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Based on the these, we address the sources of the packect dalaiing and tunnelling packets, screening messages, and count-
in GSM/ GPRS network. In sectidjtll-A We describe the ana- ing packets.
Iytical model and the underlying assumptions of the MAC/RLC 2) Protocol Architecture : A layered protocol structure is
layer at BTS. The analytical and simulation results are digdopted for the transmission and signaling planes in GPRS
cussed in sectiofjlll-A.5. The GGSN nodes with balancing (Figure 2). The subnetwork dependent convergence protocol
policy is introduced in sectioflll-B.1 which gives the archi- (SNDCP) serves as a mapping of the characteristics of the un-
tecture and routing protocol. The modelling analysis and resuttsrlying network such as IP. Mobility management function-
are presented in secti@hil-B.2. In §IV We present the related ality is supported by the GPRS mobility management (GMM)
literature. Finally in sectiofV We draw the conclusion and and session management (SM) layers. The logical link con-
outline the future research. trol (LLC) layer provides a logical link between the MS and
the SGSN and manages reliable transmission while at the same
time supporting point-to-point and point-to-multipoint address-
Il. GSM/GPRSNETWORK ing. The radio link control (RLC), medium access control
A. GSM/GPRS Overview (MAC), and GSM RF (radio frequency) layers control the radio
. . . . link, the allocation of physical channels and radio frequency.
1) System Architecture GPRS is considered as a service 9 .C PDUs (packet data units) between the MS and the SGSN

feature of GSM [12]. Figure 1 illustrates the logical architecturé ;
of a GSM network supporting GPRS. GPRS has minor imp are relayed at the BSS. The base station system GPRS protocol

- . o SSGP) layer handles routing and QoS between the BSS and
onthe eX|st.|ng GSMBSS (Base St_atlon System) ”.‘a"'”g 't. €% SGSN. The GPRS tunneling protocol (GTP) is the basis for
to reuse existing component and links without major mOd'f'C?l]nnel signaling and user PDUS between the SGSN and GGSN
tions. This is possible because GPRS uses the same frequenc e . N
bands and hopping techniques, the same TDMA frame StrEfgu_rbfher description can be found in the paper [12]. On the phys

A

ture, the same radio modulation and burst structure as GSM'@MM L e e e
new functional component called packet control unit (PCU) was
added to the BSS in the GPRS standard to support the hand|ifg® [~1---=-==r-mmsrmmmermmmomomm oo oo | P
of data packets. The PCU (not shown in Figure 1) is pIacedSNDCP s Relay N
logically between the BSS and the GPRS NSS (Network Sub- et o
System). Unlike the voice circuit connections however, con- ¢ |------mmmmmmmmmmnonn -] e
nections in GPRS have to be established and released between Ry S I
the BSS and the MS (Mobile Station) only when data need to ™ [7777] ne ssp [T B by
be transported over the air interface. This allows several GPRS Nefwork Nefwork
users can share the same channel which dramatically increast¢ | | ™¢ | suee 7777 ke | 2 777 R
the bandWIdth efﬁCienCy' GSMRF 77777 GSMRF GSMRF =77 7| Llbis L1 [ 71 Al
Um Gb Gn G
MS BSS SGSN GGSN

Fig. 2. GPRS protocol architecture.

ical layer, GSM uses a combination of FDMA and TDMA for
multiple access. Two frequency bands 45 MHz apart have been
reserved for GSM operatior@90 — 915MHz for transmission
from the mobile station, i.e., uplink, ari85 — 960 MHz for
transmission from the BTS, i.e., downlink. Each of these bands
of 25 MHz width is divided into 124 single carrier channels
of 200 kHz width. A certain number of these frequency chan-
Wk nels, the so-called cell allocation, is allocated to a BTS, i.e.,
SEs to a cell [10]. Each of the 200 kHz frequency channels car-
ries eight TDMA channels by dividing each of them into eight
time slots. The eight time slots in these TDMA channels form
a TDMA frame. Each time slot of a TDMA frame lasts for a
duration of 156.25 bit times and, if used, contains a data burst.
The GPRS NSS can be viewed as an overlay network ens@irburst is a period of RF carrier which is modulated by a data
ing the link between mobile users and data networks. GPR8urce. It therefore represents the physical content of a timeslot.
introduces a new functional element to the GSM infrastructufetimeslot is divided into 156.25 symbol periods. For GMSK
as shown in Figure 1: GPRS support node (GSN) which camdulation a symbol is equivalent to a bit. For 8PSK modula-
be either a serving-GSN (SGSN) or a gateway-GSN (GGSNipn one symbol corresponds to three bits. The time slot lasts
GGSN provides interworking with external packet-switchetl5/26ms = 576.9us; so a frame takes 4.613 ms. The recur-
networks, publishing subscriber addresses, mapping addressas;e of one particular time slot defines a physical channel. A

IP-Based "
[
i Backbones
. Voice E

- = data

Fig. 1. GSM/GPRS system overview.
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GSM mobile station uses the same time slots in the uplink 825 bits with duration of 18.452 ms. Based on the definition
in the downlink. The channel allocation in GPRS is differerf the normal burst(NB), the data bits for a radio block is 456
from the original GSM. GPRS allows a single mobile station tbits. The mean throughput under coding scheme 4(CS-4) of a
transmit on multiple time slots of the same TDMA frame (mulPDCH equals td56/(4.613x52) = 22.8kbps[9]. One PDTCH
tislot operation). This results in a very flexible channel allocas mapped onto one physical channel. Up to eight PDTCHs,
tion: one to eight time slots per TDMA frame can be allocatedith different timeslots but with the same frequency parame-
for one mobile station. Moreover, uplink and downlink are akers, may be allocated to one MS at the same time.

located separately, which efficiently supports asymmetric data

traffic (e.g., Web browsing). B. Source of Delay

~3) Channel mapping and allocation algorithmsn conven-  girst the data traffic is asymmetric at the wireless channels
tional GSM, a channel is permanently allocated for a particulghich means the down link traffic volume is much higher than
user during the entire call period (whether data is transmittgeh e in the uplink. In this paper, we consider the delay
or not). In contrast to this, in GPRS the channels are only aysed by the down link channel. Besides, the circuit-switched
located when data packets are sent or received, and they e traffic will compete with packet-switched data packets for
released after the transmission. For bursty traffic this resultsii{s source-limited wireless channels at BTS, this will cause to
a much more efficient usage of the scarce radio resources. Wity \worse delay of the down link data packets. Second, we
this principle, multiple users can share one physical channel.4n, see in figure 1, the incoming packets from the PDN(Packet
Traffic channels (TCHSs) are intended to carry either encodgg g Network) such as Internet to the GPRS network will go
speech or user data in circuit switched mode. All traffic Cha'fhrough GGSN node. One GGSN is related to several SGSN.
nels are bi-directional Multiple packet data traffic channels caf\ssN node will tunnel the data packects to relatavie SGSN
be allocated to the same MS. A PDTCH/F corresponds t0 thgges which maintain the mobility management of mobile sta-
resource allocated to a single MS on one physical chanfgls in different routing area (RA). The aggregated data traffic
for user data transmission. Due to the dynamic multiplexgithin one RA is usually different with the one in the other
ing onto the same physical channel of different logical chaga in which case will cause different traffic load on SGSN
nels, a PDTCH/F using GMSK modulation carries informatiog,g GGSN nodes. The GGSN with high traffic load will cause
at an instantaneous bit rate ranging from @8 kbit/s. A more packet delay than the one with low traffic load. For real-
PDTCH/F using 8PSK modulation carries information (includyme multimedia application in wirless network, packet delay is
ing stealing symbols) at an instantaneous bit rate ranging frofyjor issue of QoS. In the following sections, we will study the

01069.6 kbit/s [11]. _ ~ delay quantitively by modeling and analysis.
The physical channel dedicated to packet data traffic is called

a Packet Data _Channel (PDCH). Packet dgta traffic ch_annels 1. M ODELLING & D ISCUSSION
(PDTCH?'s) are intended to carry user data in packet switched . .

mode. Itis a channel allocated for data transfer. In the multisfot MAC/RLC layer Sharing Algorithm

operation, one MS may use multiple PDTCHSs in parallel for in- In this paper, we study the following three channel shar-
dividual packet transfer. Different packet data logical channdRg policies to address the delay occured at the wireless chan-
can occur on the same physical channel (i.e. PDCH)[9]. nels:

A cell supporting GPRS may allocate physical channels fore Fixed Sharing: In fixed sharing, theV cell channels are
GPRS traffic. The PDCHs are taken from the common pool Statically partitioned into two parts - one is use by the voice
of all channels available in the cell. Thus, the radio resources calls and the other by the data traffic.
of a cell are shared by all GPRS and non-GPRS mobile sta« Partial Sharing: In partial sharingng.:. channels are
tions located in this cell. The mapping of physical channels reserved for data traffic while the rest of the channels
to either packet switched (GPRS) or circuit switched (conven- (N — n4a4:a) are shared by both the voice call and data
tional GSM) services can be performed dynamically (capacity traffic. Voice call has higher (preemptive) priority over the
on demand principle), depending on the current traffic load, the data packets. Thus, if all the channels are busy, an incom-
priority of the service, and the multislot class. According to the  ing voice call will preemptively acquire a channel used for
current demand, the number of channels allocated for GPRS data traffic, if the number of channels used by the data
(i.e., the number of PDCHSs) can be changed. Physical channels traffic is is more tham. If channels are available, a data
not currently in use by conventional GSM can be allocated as “call” will acquire a free channel based on first come first
PDCHs to increase the quality of service for GPRS. When there  serve(FCFS)
is a resource demand for services with higher priority, PDCHse Complete Sharing: In complete sharing, all the channels
can be de-allocated. are shared by voice calls and data traffic. Thus partial shar-

The mapping of logical channels onto physical channels has ing is same as complete sharing witf,:, = 0.
two components: mapping in frequency and mapping in time. Those three different policies have different effects on the de-
The mapping in frequency is based on the TDMA frame nunfay of the packets which is described in the following sections.
ber and the frequencies allocated to the BTS and the mobile stal) Model and Analysis:The analytical model developed in
tion. The mapping in time is based on the definition of complékis section is based on the following assumptions.
multiframe structures on top of the TDMA frames. Four con- a) We model the downlink of a single cell in cluster of seven
secutive TDMA frames form one block. One radio block has cells. We assume the rates at which subscribers move
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in and out of the cell are the same and hence there i®gpressed as p(c,i,a). To obtain the state probabilities we need
fixed number of users in the cell. We consider the cell tw solve
consists of one TRX (ie. 8 channels).

b) We assume that the SNR and BER ratio are ideal and
hence there are no re-transmissions at the VRICC rQ = 0 ®)
layer. , i , where Q is the generator of the underlying Markov chain of
¢) The arrival of voice calls are modelled as Poisson Profe system. Furthermore

d)

cesses with negatively exponential distribution with mean

arrival rate)\, and mean service rate The offered load °

due to voice call is represented By, /v Erlang. The Zézl =1 (6)
mean call duration is assumed to be 180 seconds. =0

The data source is modelled by Markov Modulated Poigghere z; (i > 0) is a vector of the steady probabil-
son Process (MMPP) with two states - a high state andi@ of level i in the state transition diagram ang =
low state. The mean duration in the high and low Stat?ﬁ(i,n,o),p(i,n,m,p(i,n+1,o),p(i,n+1,1), L PNL0) PN,
arel/r; and1/ry, respectively. In the high state pack-

ets are generated with a mean rate)\gf pkts/sec and

corresponding rate in the low statels pkts/sec. The P=(20,21,20: " Zi) Zig15 Zig2r ") (7
MMPP is specified by the infinitesimal generator matrix ois defined in Equation (7).

Qusarpp and rate matrixA shown in equation (1) and 3) Analysis For Partial and Complete Sharing Schemes:

(2), respectively. We introduce two other parameters Iane system can be treated as a CTMC (Continuous Time
describe the MMPP data source, namely, the average i

. . arkov Chain) process. The CTMC describing this queueing
rivalrate of data packets,,, and the degree of burStIneSSmodel is a QBD(quasi-birth-death model) process [8]. Accord-

denoted by5. These are defined in equation(3) and (4)'ing to Neut's theory [6] and the algorithm in [7], the steady state

“ry 1o probability of CTMC can be solved by exploiting the matrix-
Quupp = ( R ) (1)  geometric properties.
>\0 0 BO AO 0
A = ( 0 A ) ) B A Ag
_ 0 Ay A; - 8
) ) Q 0 0 A (8)
Aaw L o+ —2 3 C
9 To —|— T1 0 To —|— T1 ( )
The Q matrix can be expressed as shown above. According
A to the queueing model iglll-A.2, we can get each element of
B = (4) matrix Bg, By, Ag, A1, A5 each of which has dimension of

)\avg
2(N-n+1) X 2(N-n+1).

The service rate for data packet;is We assume that

data sources are TCP sources with each TCP segment z; = z R 9
512 bytes long. We use coding scheme CS-4 with data
rate of 22.8 kbps. Thus, the mean data call duration is
512 % 8/22.8ms. Both the arrival and service rates are
negatively exponentially distributed. The mean data traf- From [6], we can get equation (9)(10). Using the global bal-

Z; = iORiilv 1 = 1a27"" (10)

2

fic load isA..4 /1 Erlang. ance equation (5), we get the following results;
f) We assume an infinite buffer for data packets and an Er-
lang loss model for voice calls.
) . ) Q=0 = ["'aéia§i+17§i+27"']QZO
2) Queueing Model For Partial and Complete Sharing Algo- = Z Aotz ALz 0As =0 (11)

rithms : For complete and partial sharing schemes, the system

can be described by a three dimension state transition diagram
as shown in Figure 3. Each state is represented by a vextor (

21 (R2A2 + R1A1 + ROAO) = Q (12)

i, @) where is the number of data packets in the system (ifEquation (12) can only be true when eithgr= 0, or when the
cluding the ones in service and the ones in the queue buiferjjuadratic equation within parentheses eqoalSincez; # 0,

is the number of channels that can be used by data pa(aketﬁje latter must be the case, and the maRithus follows from
is the MMPP state of the source. Given total N channels, Nhe following matrix quadratic equation:

channels are being used by voice calls in partial and complete

sharing schemes. In partial sharing> n4aeta, Ndata IS the R?A; +R'A; +RYA, = 0. (13)

nur_nber of reseryed data channels. As long as the t_otal Erlangm Equation (13) we can derive

(voice and data) is less than the cell channel capacity, the sys-

tem will reach to a steady state where each state’s probability is R = —(Ag+R?A5)A[! (14)
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Fig. 3. state transit diagram

Now, taking as a first guesR (0) = 0, we can get the next calls according to Erlang’s B formula which is denoted as
guessR (1) = AgA;'. We obtain successively obtain bettei3(m, \,/v) = B(m, p) and is given by:
approximations oR as follows:

_ __p"/ml
R(k+1) = —(Ag+R2(k)As) AT, k=12 pm = Blm.p) = ST /! (19)
(15)
The iteration stops whefiR (k + 1) — R (k) || < e Inthis  For simplicity, we normalized the voice and data traffic by the
study we choose = 1E—32. From the global balance equatiorcell channel capacity which is given 6%, /v + Aaug/1)/N.

we can derive 4) Analysis For Fixed Sharing Algorithm:For fixed shar-
ing algorithm, the total channels in a cell are splitting into two
(20,21) ( go ) = 0. (16) parts; One part is allocated for voice traffic and the other part
L for data traffic exclusivelyN = n,4ice + ndata, the voice calls

Also, since equation (16) is not full rank, the normalizatioare modeled as &/ | M|n.,0ice |nvoice queue. Blocking rate for
equation (5) has to be used to arrive at a unique solution:  voice calls is still be represented by Equation (19). The data
- - - qa!ls now are modeled asl M PP|M |ngata queue. The in-

Z 2l = ozl 4>zl =zl 4z, Z R )1 finitesimal generaFdD has the form of a Qua§| Bllrth and Death'
— == = - J (QBD) process with complex boundary which is expressed in

equation (20).
= zl+z,I-R)'1=1 (17) q (20)

Once the matriXR and the boundary vectap andz; are
known, we can obtain the average number of data packets in
the queue and in serviceZ [N] denotes the mean number of
packets in the system (in queue + in service) and is given by Q =

By Boi 0 0

B A Ay O

0 A, | A A, - (20)
0 0 A, A .-

E[N] = ) izl
=1 éz = gOQRia T = 1u 27 Tt (21)
= z(I-R)’1 (18)
The average number of data packets in the queue is Bo:
E[Ny] = E[N] — Aaug/1t- The mean packet delay B[] = (2015202, 21) | Az = 0. (22)

E [Ny] /Aavg- We can also get the blocking rate for the voice A,
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2000

By Bo B
(5017102751) ( B10 A1 + RAQ - (Qa Q) (23) ool \

r1=0.001
voice load=0.262

We can solve the above equations to get :

E[Ng = Zi&)zRil = 202 (Z ZRL) 1

=0 =0

1000 -

MMPP
burstiness=3.67
k=5

Mean Packet Delay (ms)

500 -
Poisson
burstiness=1
k=1

— 2z (ROI-R)7)L (24)

We can also obtain the mean packet delay

E [W] =E [Nq] //\twg-

5) Results and DiscussionsiVe first study the partial shar-
Ing S.Ch?me Withaat, = 1. For the voice call, th? Oﬁ.ered Fig. 5. The Mean packet delay as a function of the burstiness of data packet
load is fixed at6.2% of the total cell channel capacity (i.e., 8and arrival rathgy (N =8, n=1, B=1.0, 3.67, 55 A\,/v/N =
channels). With fixed voice load, we increase the data packes2).
arrival rate. As shown in Figure 4, the simulation results almost

exactly match the analytical results.

T L L L L L
0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
normalized cell load

2000

— transit rate 1
O simulation
— transit rate 2
O simulation

1500 -

0=1/1e5 IS
ri=1/1e4

packet delay vs cell load in a cell with 8 channels
T T T T

9000

T T T T
— analysis
8000 - © simulation ]

7
=
=z
o}
3
© 1000 - =
r0=0.0001 g
7000 - 1=0.001 A o
voice load=0.262 8
guarded data channel=1 £ r0=1/1e4
5 6000 4 r1=1/1e3

o
=]
o
<]
T

IS
o
o
]
T

Mean Packets Delay (m

, .
3000~ 0.6 0.65 0.7

L
0.3 0.35 0.4 0.45 0.5 0.
normalized cell load

2000 -

1000 -

Fig. 6. Mean packet delay as a function of MMPP transition rate and arrival
ratedqgog(N =8, n=1, \,/v N =0.262).

L I L L L L L L
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
normalized cell load

Fig. 4. Mean packet delay as a function of the normalized cell Idad£  keep the same burstined3, but with different transition rate
8, n=1 A/v/N =0262). for the MMPP data source. The results show that the dura-
tion time(1/rg, 1/r1) for the MMPP has an effect on the mean
From Figure 4 we can see that when the offered voice call apacket delay. When the duration time in each state is small, the
data traffic load reaches 65% of the cell channel capacity, thackets can be more “evenly” distributed in the time domain,
mean packet delay increases rapidly. This is quite critical fétereby reducing the delay. This effect is shown in Figure 6.
real time multimedia application, such as real audio or video In Figure 7, we fix both the load of voice call and data traffic
which require a small delay. The analytical tool developed gnd change the minimum number of reserved channels for data
this paper can be useful to determine when to expand the aediffic. For ease of comparison, we normalize the delay and
capacity. blocking rate with the sum of all the corresponding results for
Second, we investigate the packet mean delay as a functéifierent number of reserved channels. The results show that
of the burstinessB, of the data source. In this analysis, wéf there are more reserved channels for data traffic, the mean
compare he different data source patterns. One is a Poispacket delay is reduced. But the tradeoff is obvious; with more
process in whiclB = 1, the other two are MMPPs, each withreserved channels, the voice call blocking rate is higher. Given
differentB. We fixed the voice calls load while increasing the requirement of voice call blocking rate and the average packet
data stream packets arrival rate. Figure 5 shows that with difelay, it is then possible to determine if a specific partition will
ferent burstiness, the packet delays are different. The larger Hatisfy both the requirements. If no partition can satisfy the
burstiness, the more delay. requirements, then channel capacity must be increased. This
We also considered the impact of the transition rates of tpeovides the motivation for the wireless network provider to
MMPP source on the packet delay. We fix the voice call loadpnsider the algorithms studied in this paper to guarantee QoS
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Packet Delay vs Call Blocking Rate Mean packet delay vs cell load in a cell of 8 channels
T T T

0.8 2000 T T T T T

— normalized mean packet delay
- = normalized voice call blocking rate , —e— voice load= 0.4
—— voice load= 0.3

1500 -

0.6

o
o

1000 [~

normalized value
o
B

o
w

Mean Packet Delay (ms)

0.2

0.1

a 5 0.3 0.35 0.4 0.45 0.5 0.55
reserved channel for data calls Normalized cell load

Fig. 7. Effect of minimum number of channels reserved for data on the mdaig. 9. Effect of voice call load on the mean packet delay(2)£ 8, n =
packetdelay§y =8, n =1,2,3...7, A,/v/N =03, Aavg/n/N= 1, A\y/v/N =0.3, 04).

2000 T T
—— complete sharing U o
both to th i Il and data traffi ©_ paniat sna !
[0} O the voice call an ata traitfic. - — partial sharing o1
©  simulation I
fixed sharing ,
1600 ° ati -
Mean packet delay vs cell load in a cell of 8 channels simulation /
2000 T T /
/ o
- o/ :
o /
£ /
= 1200 -
& voice block rate= 0.3% — /’ §
a
1500 4 3 , o
S = 0, 7/
voice load = 30% cell load 8 voice block rate= 0.9%
- = L . 4
z i 800 4
=
8 o
‘T 1000 —
K
g voice load = 40% cell load a00F . il
5 .
=
(e}
2 ™ voice block rate= 14.5%
500~ b o o —me =877 ‘ ‘ ‘ ‘
0.3 0.35 0.4 0.45 05 0.55 0.6 0.65 0.7
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° .
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Fig. 10. Comparison of mean packet delay for different channel sharing poli-
cies). N = 8, \y/v/N = 0.3).

MMPP data packet arrival rate

Fig. 8. Effect of voice call load on the mean packet delay(f)£ 8, n =

L Ao/v/N =03, 0.4). sively for data traffic. As mentioned, earlier, in complete shar-

ing schemeng,;,, = 0. Under the same parameters of the

In Figure 8, we investigate the effect of voice call load oflata traffic, voice traffic, we can see that total-sharing policy
the mean delay of data packet. We choose different GSM voigas the voice block rate 0.3% , 0.9% for partial-sharing and
loads in the cell, 30% and 40% respectively, reserved the satded% for fixed-sharing. As we can see, even though the fixed-
number of channels for data while increasing the data pack@ring policy has the minimum mean packet delay, the tradeoff
arrival rate. The results show that voice load has significaifithigher voice blocking rate which is not acceptable in real net-
effect on the packet delay. This can be explained by that vois@rk. While partial-sharing and complete-sharing policy both
call has higher priority over data packet. Even with the sanfi@ve a small blocking rate( less than 1%), but the former one
reserved channels for data, more voice calls imply less numii@s pretty good QoS performance than the late one.
of channels available for data traffic. In the partial or complete By above analysis, we estimated the data packet delay at
sharing scheme, the voice call load has serious effect on M&C/RLC layer of the GSM/GPRS system. The data source
QoS of the data traffic. pattern ( degree of Burstiness, transition rate etc) and the voice

In Figure 9, at the same cell load of 55%, packet delay @l load will both have the effect on the delay of the data
almost double in voice load 40% case than the case when flaeket. If we also consider SNR rartio and channel interfer-
voice load is 30%. ences in the radio air interface, we probably get a worse BER

Finally, we compare the partial sharing scheme with thmurve related to these issues. For Internet application, such as
fixed-sharing and complete sharing schemes. For the fixed shiaEP/IP, the error-prone wireless environment will cause pack-
ing scheme we consider the case when total cell channels ergto re-transmit to get the data recovered from error. This will
split into two equal parts; one part with 4 channels exclusivefurther increase the latency of the packets. These delays will
for voice calls and the other part also with 4 channels exclsignificantly impact the end-user’s browsing experience. Mo-
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bile operators must tackle this problem or face further questions
about the usability of the mobile Internet. The combination of

high latency and variable latency (jitter) leads to the slowdowy, s sosN oSS
or possible failure of Internet applications and unsuccessful de- |
livery of web content. |

Load Banlancer external PDN

SNDCP PDU
(TTLI, NSAPI,PDP PDU)

Context: TTLI+NSAPI —> GGSN+TID

L. . . GTP PDU (TID, PDP PDU)
B. GGSN nodes distribution Algorithm O Context; TID —» PP context (PDP Address)
| |
‘ } PDP PDU
YT
= P
| / — PDP PDU
e ol - PSTMASDN =
{Ec § .". emMsc o S Context: PDP Address —> TID —> SGSN+TID
frscr WOTES,
{ - = :‘ GTP PDU (TID, PDP PDU)
. F | L
--------- [ HLR TCPA Cverlay Context: TID —=> TLLI + NSAPI + RAI + CI
o ol Netwoyk
HR | | HL SNDCP PDU
L \ HLR (TILI, NSAPIPDP PDU)
-)\¥_‘// Ty

PDN
(2.g., Inteml,
Infranef)

St

{  IP-Based )
GPRS

Backbone

Fig. 12. Data traffic routing in GPRS network of replicated GGSNs

Upon a location update, the SGSN will simply multicast the lo-
cation update message to all the GGSNs. An SGSN can then
query any of the GGSNs to determine user state information.
Fig. 11. GSM/GPRS system with load balancing at GGSN nodes. The message flow is shown in Figure 12. Note that, since the
load balancer takes the place of the "original” GGSN, outside
1) Architecture of GGSN Nodes with balancing scheme networks such as the Internet will have no knowledge of the in-

The network configuration is shown in Figure 11. As ment_ernal configuration of the GGSN cluster. GGSNs can be added

tioned before, the GGSN is the ingress point into the GP % |rae:;g\r/?s;ﬁseg;§ dn\?vig:gsse:r'vgr;g;gsé:; Sﬁgmf)va;;he load
network. All packet-switched traffic to and from mobiles in the '
provider’'s network is routed through the GGSN. State informa- 2K K
tion for all users is maintained in the GGSN, as well as contex
information for all open connections. So while the GGSN ca o
not be considered an "active agent”, it clearly requires more
processing power than a normal router, and therefore can be-
come a bottleneck under high load. As the number of GPRS 2(N-k)
users is expected to increase dramatically, a replicated GGSN N
architecture can be implemented to transparently provide scal-
ability and fault-tolerance to the GPRS network. There are
many issues to be resolved in creating a replicated GGSN ar-
chitecture. First, the GGSN maintains state information for mo- Level m
biles in the network. This information will now be replicated, N
and will need to be kept coherent across all copies. Second,
load balancing is critical to the stability and efficiency of the
replicated system. Finally, the replicated architecture should be
transparent to outside networks (the Internet). . N -

In aF: replicated GGSN architecgure, incomir)lg packets destiﬁg' Bt
for a GPRS mobile will first reach the load balancer. The load
balancer will have a hash table of open sessions. It will hash the2) Model and Analysis:In this paper, We study the perfor-
destination address and port number, and determine the raugnce of data flow for the downlink that is from the sources
the packet should take (i.e. which GGSN is currently servirtg GGSN, from GGSN to mobile user. The overall queueing
the user). If there is no hash entry, one will be created, andrendel is consisting two sources, and four GGSN nodes (N=4).
new GGSN will be assigned to the user, using a load-balancifge source can be modeled as a two states MMPP (Markov
scheme. This scheme can be simple as simple maintaininiyladulated Poisson Process). When in ON state, packets are
counter of how many open connections each GGSN has ganerated according to a Poisson process with Xatpack-
choosing the one with the least number of open connectioess/sec, there are no packets generated in OFF state, so the
More complex methods of load balancing, such as having eaxh = 0 here in the model, which is IPP (Interrupted Poisson
GGSN report their load or throughput can also be implementd®tocesses), a special case of MMPP. The source turns on with
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can be found by solving the equations (5) (6). Following the
same math analysis from the former section, the mean packet
delay can be obtained as:

N . i N —
EW] = szole:mZ”(DR)l

49 =0 avg i=0
’ Lo N _92
,,,,, = k}\avgféoz (R (I-R) ) 1 (26)

To and From level 1
3) Results and Discussion8y adopting three different dis-

tribution policies, We compare the mean packet delay by in-

T creasing the incoming data sources arrival rate. The analyti-

’ cal result is shown in Figure 16. As we can see the complete-

distribution has the best result in terms of mean packet delay

Fig. 14. State diagram of level 0 to level 1 while the non-distribution scheme has the worst performance.

It verifies that replicated GGSN architecture with appropriate

load balancing can improve the QoS in terms of reducing the
delay at the GGSN nodes.

Level O

non—distribution

—&— partialdistribution
—&— complete—distribution

To and From level m+1
—~—

—_—
To and From level m—-1

Level m H.-

Mean packet delay at tagged GGSN (ms)

Fig. 15. State diagram of level m to another level (m+1 or m-1)

150 L L L L L L L L L
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

ratea and turns off with ratg. Each GGSN has the capacity

of u packets/sec with an infinite queue. We study one of the _ _ _ .
tagged GGSN whose level state diagram is shown in Figure fg 16. Mean packet delay with three different load balancing policies
14 and 15. The state is defined as (m, b, a), mis the packet in the

tagged GGSN node, b is the number of On-source transmitting

packets to the tagged GGSN node, a is the number of source IV. RELATED LITERATURE

On-source transmitting packets to the rest of the GGSNs. Thgy, [3], the authors developed a model for two different types

transition rates of, andy, are defined as: of circuit-switched calls, fresh calls and handoff calls. It uses
the static channel allocation algorithm. Only analytical results
Nk k are presented. In [4], the authors analyze the GPRS network for
Mm=—5 A, 2= A. (25)  circuit-switched calls and packet switched GPRS data sessions.
The model is based on a five dimensional limited state space
We represent three different distribution algorithms by thehich is quite complicated. The author provide the both the an-
value of k. If k& = 4, it is the non-distribution policy, all the alytical and simulation results on some QoS parameters, such as
packets are routed to the tagged GGSN nodg.=# 1, itis the blocking rate and throughput but not the mean data packet de-
complete-distribution policy in which all the source packets ateay. In [5], the author studies several partition models based on
evenly distributed among all the GGSN nodes. WHile £ > aloss GPRS system. The results are simulation based and does
1, this the partial-distribution policy in which source packetaddress the mean packet delay. All these authors do not give an
are unevenly distributed among the GGSN nodes. analysis on the GGSN nodes’s delay effects which caused by
The infinitesimal generator Q can be drawn from the statebalanced data source loads.
diagram. It has the form like in Equation (20). The steady-stateln our paper, We use a different analytical technique to model
vector of Markov chaip = (2q, 2y, 29, *, 24, 2441, Zi42,---)  the channel allocation schemes. Using computer simulation We
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verified our model to be correct. Besides, our primary focus is
on the QoS of the MAC/RLC layer and of GSM/GPRS network

, specifically on the mean packet delay. We also investigated
the effects of data source characteristics and voice calls load
effects on the mean packet delay. Besides, the mean packet
delay at GGSN nodes has been studied by analysis which is not
discussed by the above papers.

V. CONCLUSIONS

In this paper, we study the delay sources across the
GSM/GPRS network. First, We use a continuous time Markov
chain model to analyze the GSM/GPRS MAC/RLC layer func-
tion and compare the performance of three different channel
allocation algorithms. Using simulation, We verified our ana-
lytical model. Our results show that both the data source char-
acteristics such as degree of burstiness and MMPP state transi-
tion rate, and the voice call load impact the mean packet delay.
The degree of impact is dependent on the channel allocation
algorithm. The technique developed in this paper provides a
straight-forward way for the wireless carrier to determine when
to expand the cell channel capacity or adjust the channel al-
location algorithm. Besides, by adopting different load shar-
ing policies, we can improve to a some degree the QoS for the
data traffic. Second, We provide a analytical model to study
the mean packet delay occurs at the GGSN nodes. By choosing
different load balancing policies, the results show the QoS can
be improved. Further study is underway to develop new algo-
rithms that can support different QoS to different classes of data
stream.
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