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Abstract—
In this paper we study two major sources of packets delay in

the GSM/GPRS wireless network, at Base Station and at GGSN
node. Fisrt, for the former one, we present an analytical model to
study the performance of channel sharing schemes to support both
circuit switched voice and packet data services in a GSM/GPRS
network. We study three channel sharing schemes: 1)fixed shar-
ing in which cell channels are statically partitioned into two sets
one for voice calls and the other for data traffic; 2)partial sharing
in which ndatachannels are reserved for data while the remain-
ing N − ndatachannels are shared by voice and data with pre-
emptive priority for voice calls; and 3) complete sharingin which
all the channels shared by voice and data with preemptive prior-
ity to voice calls. We investigate several key issues such as call
blocking rate and mean packet delay for different cell loads with
the data source modeled by a Markov Modulated Poisson Process
(MMPP). We validate the mathematical model through simula-
tions and quantify the impact of the data source model and the
voice call load on the mean packet delay for different channel shar-
ing schemes. Secondly, for another souce causing delay, we present
the analytical model to quantify the benefit of replicated GGSN
with load balancing architecture.Our results show that replicated
GGSN architecture with load balancing policy can significantly re-
duce the packet delay even when the total GGSN capacity remains
constant.

I. I NTRODUCTION

The second generation GSM (Global System for Mobile
communications) mobile systems have been introduced into the
commercial market for over a decade. The number of global
subscribers of GSM has reached to over 860 million, which ac-
counts 78% for the total wireless subscriber in the world by be-
ginning of year 2002 [1]. Before year 2001, most the services
provided by the GSM carriers were circuit-switched based built
upon a basic data rate service of 9.6 Kbps. With the rapid de-
ployment of IP and IP based services, wireless carriers have
now introduced new data services based on packet-switching
techniques. GPRS (General Packet Radio Service) with maxi-
mum data rate 170 Kbps and EDGE (Enhanced Data for Global
Evolution)(384 Kbps) are two well defined and mature tech-
nologies that are currently being deployed.

In the design of the first and second generation cellular mo-
bile telephony systems (such as ETACS (Enhanced Total Ac-
cess Communication System) and GSM in Europe), the techni-

cal approach mainly focused on increasing the capacity avail-
able for voice services, so as to cope with the explosive growth
in the number of subscribers. Today, the need for an increased
system capacity is combined with the request for a wider spec-
trum of telecommunication services, in order to be able to offer
data services in addition to plain telephony. This will pave the
way to the introduction of wireless multimedia services for mo-
bile users, including voice, data and images. While the perfor-
mance of cellular telecommunication networks offering mobile
telephony services has been investigated [2][3][4] under several
different operating conditions, the same cannot be said of net-
works offering a variety of services in particular voice and data
services to mobile users.

First, in this paper, for the packet delay occured at the
BTS(base stations), three different sharing schemes have been
studied at MAC/RLC layer between the mobile terminals and
the base station. Besides, the effect of data source pattern
and the voice call load on mean data packet delay is also
investigated. We develop an analytical model based on the
GSM/GPRS MAC/RLC layer. We provide detailed solution
for the analytical model. Based on the analytical model, We
have investigated several key QoS issues and their relationship,
channel sharing schemes, the offered load and the characteris-
tics of the data traffic. We verify the analytical model using
simulation results. Our results quantify the impact of the shar-
ing scheme, data source pattern and the voice call load on the
mean packet delay.

Second, in GPRS network, two nodes are added to the
standard GSM system: the Gateway GPRS Gateway Support
Node (GGSN) and the Serving GPRS Support Node (SGSN).
The GGSN acts as a gateway between the Internet (and other
GGSNs) and a provider’s private GPRS network . The GGSN’s
main function is to tunnel packets from outside networks (other
GPRS networks and the Internet) to the SGSN currently serving
the mobile. It does this through an IP based GRPS backbone.
In this paper, We propose a load balance scheme to improve the
QoS of data traffic at the GGSN nodes. By defining the model,
We provide the numerical analysis of the mean packect delay to
show the improvement of QoS by this scheme.

In section§II, We give an overview of GSM/GPRS-the net-
work architecture, the protocol layers and the radio interface.
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Based on the these, we address the sources of the packect delay
in GSM/ GPRS network. In section§III-A We describe the ana-
lytical model and the underlying assumptions of the MAC/RLC
layer at BTS. The analytical and simulation results are dis-
cussed in section§III-A.5. The GGSN nodes with balancing
policy is introduced in section§III-B.1 which gives the archi-
tecture and routing protocol. The modelling analysis and results
are presented in section§III-B.2. In §IV We present the related
literature. Finally in section§V We draw the conclusion and
outline the future research.

II. GSM/GPRSNETWORK

A. GSM/GPRS Overview

1) System Architecture :GPRS is considered as a service or
feature of GSM [12]. Figure 1 illustrates the logical architecture
of a GSM network supporting GPRS. GPRS has minor impact
on the existing GSM BSS (Base Station System) making it easy
to reuse existing component and links without major modifica-
tions. This is possible because GPRS uses the same frequency
bands and hopping techniques, the same TDMA frame struc-
ture, the same radio modulation and burst structure as GSM. A
new functional component called packet control unit (PCU) was
added to the BSS in the GPRS standard to support the handling
of data packets. The PCU (not shown in Figure 1) is placed
logically between the BSS and the GPRS NSS (Network Sub-
System). Unlike the voice circuit connections however, con-
nections in GPRS have to be established and released between
the BSS and the MS (Mobile Station) only when data need to
be transported over the air interface. This allows several GPRS
users can share the same channel which dramatically increase
the bandwidth efficiency.

Fig. 1. GSM/GPRS system overview.

The GPRS NSS can be viewed as an overlay network ensur-
ing the link between mobile users and data networks. GPRS
introduces a new functional element to the GSM infrastructure
as shown in Figure 1: GPRS support node (GSN) which can
be either a serving-GSN (SGSN) or a gateway-GSN (GGSN).
GGSN provides interworking with external packet-switched
networks, publishing subscriber addresses, mapping addresses,

routing and tunnelling packets, screening messages, and count-
ing packets.

2) Protocol Architecture : A layered protocol structure is
adopted for the transmission and signaling planes in GPRS
(Figure 2). The subnetwork dependent convergence protocol
(SNDCP) serves as a mapping of the characteristics of the un-
derlying network such as IP. Mobility management function-
ality is supported by the GPRS mobility management (GMM)
and session management (SM) layers. The logical link con-
trol (LLC) layer provides a logical link between the MS and
the SGSN and manages reliable transmission while at the same
time supporting point-to-point and point-to-multipoint address-
ing. The radio link control (RLC), medium access control
(MAC), and GSM RF (radio frequency) layers control the radio
link, the allocation of physical channels and radio frequency.
LLC PDUs (packet data units) between the MS and the SGSN
are relayed at the BSS. The base station system GPRS protocol
(BSSGP) layer handles routing and QoS between the BSS and
the SGSN. The GPRS tunneling protocol (GTP) is the basis for
tunnel signaling and user PDUS between the SGSN and GGSN.
Further description can be found in the paper [12]. On the phys-
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Fig. 2. GPRS protocol architecture.

ical layer, GSM uses a combination of FDMA and TDMA for
multiple access. Two frequency bands 45 MHz apart have been
reserved for GSM operation:890 − 915MHz for transmission
from the mobile station, i.e., uplink, and935 − 960 MHz for
transmission from the BTS, i.e., downlink. Each of these bands
of 25 MHz width is divided into 124 single carrier channels
of 200 kHz width. A certain number of these frequency chan-
nels, the so-called cell allocation, is allocated to a BTS, i.e.,
to a cell [10]. Each of the 200 kHz frequency channels car-
ries eight TDMA channels by dividing each of them into eight
time slots. The eight time slots in these TDMA channels form
a TDMA frame. Each time slot of a TDMA frame lasts for a
duration of 156.25 bit times and, if used, contains a data burst.
A burst is a period of RF carrier which is modulated by a data
source. It therefore represents the physical content of a timeslot.
A timeslot is divided into 156.25 symbol periods. For GMSK
modulation a symbol is equivalent to a bit. For 8PSK modula-
tion one symbol corresponds to three bits. The time slot lasts
15/26ms = 576.9µs; so a frame takes 4.613 ms. The recur-
rence of one particular time slot defines a physical channel. A
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GSM mobile station uses the same time slots in the uplink as
in the downlink. The channel allocation in GPRS is different
from the original GSM. GPRS allows a single mobile station to
transmit on multiple time slots of the same TDMA frame (mul-
tislot operation). This results in a very flexible channel alloca-
tion: one to eight time slots per TDMA frame can be allocated
for one mobile station. Moreover, uplink and downlink are al-
located separately, which efficiently supports asymmetric data
traffic (e.g., Web browsing).

3) Channel mapping and allocation algorithms:In conven-
tional GSM, a channel is permanently allocated for a particular
user during the entire call period (whether data is transmitted
or not). In contrast to this, in GPRS the channels are only al-
located when data packets are sent or received, and they are
released after the transmission. For bursty traffic this results in
a much more efficient usage of the scarce radio resources. With
this principle, multiple users can share one physical channel.

Traffic channels (TCHs) are intended to carry either encoded
speech or user data in circuit switched mode. All traffic chan-
nels are bi-directional Multiple packet data traffic channels can
be allocated to the same MS. A PDTCH/F corresponds to the
resource allocated to a single MS on one physical channel
for user data transmission. Due to the dynamic multiplex-
ing onto the same physical channel of different logical chan-
nels, a PDTCH/F using GMSK modulation carries information
at an instantaneous bit rate ranging from 0 to22.8 kbit/s. A
PDTCH/F using 8PSK modulation carries information (includ-
ing stealing symbols) at an instantaneous bit rate ranging from
0 to69.6 kbit/s [11].

The physical channel dedicated to packet data traffic is called
a Packet Data Channel (PDCH). Packet data traffic channels
(PDTCH’s) are intended to carry user data in packet switched
mode. It is a channel allocated for data transfer. In the multislot
operation, one MS may use multiple PDTCHs in parallel for in-
dividual packet transfer. Different packet data logical channels
can occur on the same physical channel (i.e. PDCH)[9].

A cell supporting GPRS may allocate physical channels for
GPRS traffic. The PDCHs are taken from the common pool
of all channels available in the cell. Thus, the radio resources
of a cell are shared by all GPRS and non-GPRS mobile sta-
tions located in this cell. The mapping of physical channels
to either packet switched (GPRS) or circuit switched (conven-
tional GSM) services can be performed dynamically (capacity
on demand principle), depending on the current traffic load, the
priority of the service, and the multislot class. According to the
current demand, the number of channels allocated for GPRS
(i.e., the number of PDCHs) can be changed. Physical channels
not currently in use by conventional GSM can be allocated as
PDCHs to increase the quality of service for GPRS. When there
is a resource demand for services with higher priority, PDCHs
can be de-allocated.

The mapping of logical channels onto physical channels has
two components: mapping in frequency and mapping in time.
The mapping in frequency is based on the TDMA frame num-
ber and the frequencies allocated to the BTS and the mobile sta-
tion. The mapping in time is based on the definition of complex
multiframe structures on top of the TDMA frames. Four con-
secutive TDMA frames form one block. One radio block has

625 bits with duration of 18.452 ms. Based on the definition
of the normal burst(NB), the data bits for a radio block is 456
bits. The mean throughput under coding scheme 4(CS-4) of a
PDCH equals to456/(4.613∗52) = 22.8kbps[9]. One PDTCH
is mapped onto one physical channel. Up to eight PDTCHs,
with different timeslots but with the same frequency parame-
ters, may be allocated to one MS at the same time.

B. Source of Delay

First, the data traffic is asymmetric at the wireless channels
which means the down link traffic volume is much higher than
the one in the uplink. In this paper, we consider the delay
caused by the down link channel. Besides, the circuit-switched
voice traffic will compete with packet-switched data packets for
the source-limited wireless channels at BTS, this will cause to
even worse delay of the down link data packets. Second, we
can see in figure 1, the incoming packets from the PDN(Packet
Data Network) such as Internet to the GPRS network will go
through GGSN node. One GGSN is related to several SGSN.
GGSN node will tunnel the data packects to relatavie SGSN
nodes which maintain the mobility management of mobile sta-
tions in different routing area (RA). The aggregated data traffic
within one RA is usually different with the one in the other
RA, in which case will cause different traffic load on SGSN
and GGSN nodes. The GGSN with high traffic load will cause
more packet delay than the one with low traffic load. For real-
time multimedia application in wirless network, packet delay is
major issue of QoS. In the following sections, we will study the
delay quantitively by modeling and analysis.

III. M ODELLING & D ISCUSSION

A. MAC/RLC layer Sharing Algorithm

In this paper, we study the following three channel shar-
ing policies to address the delay occured at the wireless chan-
nels:
• Fixed Sharing: In fixed sharing, theN cell channels are

statically partitioned into two parts - one is use by the voice
calls and the other by the data traffic.

• Partial Sharing: In partial sharing,ndata channels are
reserved for data traffic while the rest of the channels
(N − ndata) are shared by both the voice call and data
traffic. Voice call has higher (preemptive) priority over the
data packets. Thus, if all the channels are busy, an incom-
ing voice call will preemptively acquire a channel used for
data traffic, if the number of channels used by the data
traffic is is more thann. If channels are available, a data
“call” will acquire a free channel based on first come first
serve(FCFS)

• Complete Sharing: In complete sharing, all the channels
are shared by voice calls and data traffic. Thus partial shar-
ing is same as complete sharing withndata = 0.

Those three different policies have different effects on the de-
lay of the packets which is described in the following sections.

1) Model and Analysis:The analytical model developed in
this section is based on the following assumptions.

a) We model the downlink of a single cell in cluster of seven
cells. We assume the rates at which subscribers move
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in and out of the cell are the same and hence there is a
fixed number of users in the cell. We consider the cell to
consists of one TRX (ie. 8 channels).

b) We assume that the SNR and BER ratio are ideal and
hence there are no re-transmissions at the MAC/RLC
layer.

c) The arrival of voice calls are modelled as Poisson pro-
cesses with negatively exponential distribution with mean
arrival rateλv and mean service rateν. The offered load
due to voice call is represented byλv/ν Erlang. The
mean call duration is assumed to be 180 seconds.

d) The data source is modelled by Markov Modulated Pois-
son Process (MMPP) with two states - a high state and a
low state. The mean duration in the high and low states
are1/r1 and1/r0, respectively. In the high state pack-
ets are generated with a mean rate ofλ1 pkts/sec and
corresponding rate in the low state isλ0 pkts/sec. The
MMPP is specified by the infinitesimal generator matrix
QMMPP and rate matrixΛ shown in equation (1) and
(2), respectively. We introduce two other parameters to
describe the MMPP data source, namely, the average ar-
rival rate of data packets,λavg and the degree of burstiness
denoted byB. These are defined in equation(3) and (4).

QMMPP =
( −r0 r0

r1 −r1

)
(1)

Λ =
(

λ0 0
0 λ1

)
(2)

λavg =
r1

r0 + r1
λ0 +

r0

r0 + r1
λ1 (3)

B =
λ1

λavg
(4)

e) The service rate for data packet isµ. We assume that
data sources are TCP sources with each TCP segment
512 bytes long. We use coding scheme CS-4 with data
rate of 22.8 kbps. Thus, the mean data call duration is
512 ∗ 8/22.8ms. Both the arrival and service rates are
negatively exponentially distributed. The mean data traf-
fic load isλavg/µ Erlang.

f) We assume an infinite buffer for data packets and an Er-
lang loss model for voice calls.

2) Queueing Model For Partial and Complete Sharing Algo-
rithms : For complete and partial sharing schemes, the system
can be described by a three dimension state transition diagram
as shown in Figure 3. Each state is represented by a vector (c,
i, a) wherec is the number of data packets in the system (in-
cluding the ones in service and the ones in the queue buffer),i
is the number of channels that can be used by data packets,a
is the MMPP state of the source. Given total N channels, N-i
channels are being used by voice calls in partial and complete
sharing schemes. In partial sharingi ≥ ndata, ndata is the
number of reserved data channels. As long as the total Erlang
(voice and data) is less than the cell channel capacity, the sys-
tem will reach to a steady state where each state’s probability is

expressed as p(c,i,a). To obtain the state probabilities we need
to solve

pQ = 0 (5)

where Q is the generator of the underlying Markov chain of
the system. Furthermore,

∞∑

i=0

zi1 = 1 (6)

where zi (i ≥ 0) is a vector of the steady probabil-
ity of level i in the state transition diagram andzi =
(p(i,n,0), p(i,n,1), p(i,n+1,0), p(i,n+1,1), · · · , p(i,N,0), p(i,N,1))

p = (z0, z1, z2, · · · , zi, zi+1, zi+2, · · ·) (7)

p is defined in Equation (7).
3) Analysis For Partial and Complete Sharing Schemes:

The system can be treated as a CTMC (Continuous Time
Markov Chain) process. The CTMC describing this queueing
model is a QBD(quasi-birth-death model) process [8]. Accord-
ing to Neut’s theory [6] and the algorithm in [7], the steady state
probability of CTMC can be solved by exploiting the matrix-
geometric properties.

Q =




B0

B1

0
0
...

A0 0 · · ·
A1 A0 · · ·
A2 A1 · · ·
0 A2 · · ·
...

...
. . .




(8)

TheQ matrix can be expressed as shown above. According
to the queueing model in§III-A.2, we can get each element of
matrix B0,B1,A0,A1,A2 each of which has dimension of
2(N-n+1) x 2(N-n+1).

zi = zi−1R (9)

zi = z0R
i−1, i = 1, 2, · · · . (10)

From [6], we can get equation (9)(10). Using the global bal-
ance equation (5), we get the following results;

pQ = 0 ⇒ [· · · , zi, zi+1, zi+2, · · ·
]
Q = 0

⇒ ziA0 + zi+1A1 + zi+2A2 = 0
(11)

z1

(
R2A2 + R1A1 + R0A0

)
= 0. (12)

Equation (12) can only be true when eitherz1 = 0, or when the
quadratic equation within parentheses equals0. Sincez1 6= 0,
the latter must be the case, and the matrixR thus follows from
the following matrix quadratic equation:

R2A2 + R1A1 + R0A0 = 0. (13)

From Equation (13) we can derive

R = −(A0 + R2A2)A−1
1 (14)
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Fig. 3. state transit diagram

Now, taking as a first guessR (0) = 0, we can get the next
guessR (1) = A0A−1

1 . We obtain successively obtain better
approximations ofR as follows:

R (k + 1) = − (
A0 + R2 (k)A2

)
A−1

1 , k = 1, 2, · · ·
(15)

The iteration stops when‖R (k + 1) −R (k) ‖ < ε. In this
study we chooseε = 1E−32. From the global balance equation
we can derive

(z0, z1)
(

B0

B1

)
= 0. (16)

Also, since equation (16) is not full rank, the normalization
equation (5) has to be used to arrive at a unique solution:

∞∑

i=0

zi1 = z01 +
∞∑

i=1

zi1 = z01 + z1

( ∞∑

i=0

Ri

)
1

= z01 + z1 (I−R)−1 1 = 1. (17)

Once the matrixR and the boundary vectorz0 andz1 are
known, we can obtain the average number of data packets in
the queue and in service.E [N ] denotes the mean number of
packets in the system (in queue + in service) and is given by

E [N ] =
∞∑

i=1

izi1

= z1 (I−R)−2 1 (18)

The average number of data packets in the queue is
E [Nq] = E [N ]− λavg/µ. The mean packet delay isE [W ] =
E [Nq] /λavg. We can also get the blocking rate for the voice

calls according to Erlang’s B formula which is denoted as
B(m,λv/ν) = B(m, ρ) and is given by:

pm = B(m, ρ) =
ρm/m!∑m
j=0 ρj/j!

(19)

For simplicity, we normalized the voice and data traffic by the
cell channel capacity which is given by(λv/ν + λavg/µ)/N .

4) Analysis For Fixed Sharing Algorithm:For fixed shar-
ing algorithm, the total channels in a cell are splitting into two
parts; One part is allocated for voice traffic and the other part
for data traffic exclusively.N = nvoice + ndata, the voice calls
are modeled as aM |M |nvoice|nvoice queue. Blocking rate for
voice calls is still be represented by Equation (19). The data
calls now are modeled as aMMPP |M |ndata queue. The in-
finitesimal generatorQ has the form of a Quasi Birth and Death
(QBD) process with complex boundary which is expressed in
equation (20).

Q =




B00 B01

B10 A1

0 A2

0 0
...

...

0 0 · · ·
A0 0 · · ·
A1 A0 · · ·
A2 A1 · · ·
...

...
.. .




(20)

zi = z02R
i, i = 1, 2, · · · . (21)

(z01, z02, z1)




B01

A1

A2


 = 0. (22)
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(z01, z02, z1)
(

B01 B01

B10 A1 + RA2

)
= (0, 0) . (23)

We can solve the above equations to get :

E [Nq] =
∞∑

i=0

iz02R
i1 = z02

( ∞∑

i=0

iRi

)
1

= z02

(
R (I−R)−2

)
1. (24)

We can also obtain the mean packet delay
E [W ] = E [Nq] /λavg.
5) Results and Discussions:We first study the partial shar-

ing scheme withndata = 1. For the voice call, the offered
load is fixed at26.2% of the total cell channel capacity (i.e., 8
channels). With fixed voice load, we increase the data packets
arrival rate. As shown in Figure 4, the simulation results almost
exactly match the analytical results.
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From Figure 4 we can see that when the offered voice call and
data traffic load reaches 65% of the cell channel capacity, the
mean packet delay increases rapidly. This is quite critical for
real time multimedia application, such as real audio or video
which require a small delay. The analytical tool developed in
this paper can be useful to determine when to expand the cell
capacity.

Second, we investigate the packet mean delay as a function
of the burstiness,B, of the data source. In this analysis, we
compare he different data source patterns. One is a Poisson
process in whichB = 1, the other two are MMPPs, each with
differentB. We fixed the voice calls load while increasing the
data stream packets arrival rate. Figure 5 shows that with dif-
ferent burstiness, the packet delays are different. The larger the
burstiness, the more delay.

We also considered the impact of the transition rates of the
MMPP source on the packet delay. We fix the voice call load,

0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
0

500

1000

1500

2000

normalized cell load

M
ea

n 
Pa

ck
et

 D
el

ay
 (m

s)

Poisson
burstiness=1
k=1 

MMPP           
burstiness=3.67
k=5            

MMPP          
burstiness=5.5
k=10          

r0=0.0001       
r1=0.001        
voice load=0.262

Fig. 5. The Mean packet delay as a function of the burstiness of data packet
and arrival rateλavg (N = 8, n = 1, B = 1.0, 3.67, 5.5 λv/ν/N =
0.262).
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Fig. 6. Mean packet delay as a function of MMPP transition rate and arrival
rateλavg(N = 8, n = 1, λv/ν N = 0.262).

keep the same burstiness,B, but with different transition rate
for the MMPP data source. The results show that the dura-
tion time(1/r0, 1/r1) for the MMPP has an effect on the mean
packet delay. When the duration time in each state is small, the
packets can be more “evenly” distributed in the time domain,
thereby reducing the delay. This effect is shown in Figure 6.

In Figure 7, we fix both the load of voice call and data traffic
and change the minimum number of reserved channels for data
traffic. For ease of comparison, we normalize the delay and
blocking rate with the sum of all the corresponding results for
different number of reserved channels. The results show that
if there are more reserved channels for data traffic, the mean
packet delay is reduced. But the tradeoff is obvious; with more
reserved channels, the voice call blocking rate is higher. Given
a requirement of voice call blocking rate and the average packet
delay, it is then possible to determine if a specific partition will
satisfy both the requirements. If no partition can satisfy the
requirements, then channel capacity must be increased. This
provides the motivation for the wireless network provider to
consider the algorithms studied in this paper to guarantee QoS
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Fig. 7. Effect of minimum number of channels reserved for data on the mean
packet delay (N = 8, n = 1, 2, 3 . . . 7, λv/ν/N = 0.3, λavg/µ/N =
0.4).

both to the voice call and data traffic.
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Fig. 8. Effect of voice call load on the mean packet delay(1) (N = 8, n =
1, λv/ν/N = 0.3, 0.4 ).

In Figure 8, we investigate the effect of voice call load on
the mean delay of data packet. We choose different GSM voice
loads in the cell, 30% and 40% respectively, reserved the same
number of channels for data while increasing the data packet
arrival rate. The results show that voice load has significant
effect on the packet delay. This can be explained by that voice
call has higher priority over data packet. Even with the same
reserved channels for data, more voice calls imply less number
of channels available for data traffic. In the partial or complete
sharing scheme, the voice call load has serious effect on the
QoS of the data traffic.

In Figure 9, at the same cell load of 55%, packet delay is
almost double in voice load 40% case than the case when the
voice load is 30%.

Finally, we compare the partial sharing scheme with the
fixed-sharing and complete sharing schemes. For the fixed shar-
ing scheme we consider the case when total cell channels are
split into two equal parts; one part with 4 channels exclusively
for voice calls and the other part also with 4 channels exclu-
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Fig. 9. Effect of voice call load on the mean packet delay(2) (N = 8, n =
1, λv/ν/N = 0.3, 0.4 ).
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Fig. 10. Comparison of mean packet delay for different channel sharing poli-
cies). (N = 8, λv/ν/N = 0.3).

sively for data traffic. As mentioned, earlier, in complete shar-
ing schemendata = 0. Under the same parameters of the
data traffic, voice traffic, we can see that total-sharing policy
has the voice block rate= 0.3% , 0.9% for partial-sharing and
14.5% for fixed-sharing. As we can see, even though the fixed-
sharing policy has the minimum mean packet delay, the tradeoff
is higher voice blocking rate which is not acceptable in real net-
work. While partial-sharing and complete-sharing policy both
have a small blocking rate( less than 1%), but the former one
has pretty good QoS performance than the late one.

By above analysis, we estimated the data packet delay at
MAC/RLC layer of the GSM/GPRS system. The data source
pattern ( degree of Burstiness, transition rate etc) and the voice
call load will both have the effect on the delay of the data
packet. If we also consider SNR rartio and channel interfer-
ences in the radio air interface, we probably get a worse BER
curve related to these issues. For Internet application, such as
TCP/IP, the error-prone wireless environment will cause pack-
ets to re-transmit to get the data recovered from error. This will
further increase the latency of the packets. These delays will
significantly impact the end-user’s browsing experience. Mo-
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bile operators must tackle this problem or face further questions
about the usability of the mobile Internet. The combination of
high latency and variable latency (jitter) leads to the slowdown
or possible failure of Internet applications and unsuccessful de-
livery of web content.

B. GGSN nodes distribution Algorithm

Fig. 11. GSM/GPRS system with load balancing at GGSN nodes.

1) Architecture of GGSN Nodes with balancing scheme :
The network configuration is shown in Figure 11. As men-
tioned before, the GGSN is the ingress point into the GPRS
network. All packet-switched traffic to and from mobiles in the
provider’s network is routed through the GGSN. State informa-
tion for all users is maintained in the GGSN, as well as context
information for all open connections. So while the GGSN can-
not be considered an ”active agent”, it clearly requires more
processing power than a normal router, and therefore can be-
come a bottleneck under high load. As the number of GPRS
users is expected to increase dramatically, a replicated GGSN
architecture can be implemented to transparently provide scal-
ability and fault-tolerance to the GPRS network. There are
many issues to be resolved in creating a replicated GGSN ar-
chitecture. First, the GGSN maintains state information for mo-
biles in the network. This information will now be replicated,
and will need to be kept coherent across all copies. Second,
load balancing is critical to the stability and efficiency of the
replicated system. Finally, the replicated architecture should be
transparent to outside networks (the Internet).

In a replicated GGSN architecture, incoming packets destine
for a GPRS mobile will first reach the load balancer. The load
balancer will have a hash table of open sessions. It will hash the
destination address and port number, and determine the route
the packet should take (i.e. which GGSN is currently serving
the user). If there is no hash entry, one will be created, and a
new GGSN will be assigned to the user, using a load-balancing
scheme. This scheme can be simple as simple maintaining a
counter of how many open connections each GGSN has an
choosing the one with the least number of open connections.
More complex methods of load balancing, such as having each
GGSN report their load or throughput can also be implemented.

Context: TID −> TLLI + NSAPI + RAI + CI✠

SGSNBSSMS

✠ Context: TTLI+NSAPI −> GGSN+TID 

GGSNs Load Banlancer external PDN

SNDCP PDU
(TTLI, NSAPI,PDP PDU)

✠

SNDCP PDU

PDP PDU

Context: TID −> PDP context (PDP Address)

✠

PDP PDU

Context: PDP Address −> TID −> SGSN+TID 

SNDCP PDU

(TTLI, NSAPI,PDP PDU)

(TTLI, NSAPI,PDP PDU)

GTP PDU (TID, PDP PDU)

GTP PDU (TID, PDP PDU)

Fig. 12. Data traffic routing in GPRS network of replicated GGSNs

Upon a location update, the SGSN will simply multicast the lo-
cation update message to all the GGSNs. An SGSN can then
query any of the GGSNs to determine user state information.
The message flow is shown in Figure 12. Note that, since the
load balancer takes the place of the ”original” GGSN, outside
networks such as the Internet will have no knowledge of the in-
ternal configuration of the GGSN cluster. GGSNs can be added
or removed as the need arises. Only list of GGSNs at the load
balancer is affected when a server is added or removed.
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Fig. 13. State transition diagrams within one level

2) Model and Analysis:In this paper, We study the perfor-
mance of data flow for the downlink that is from the sources
to GGSN, from GGSN to mobile user. The overall queueing
model is consisting two sources, and four GGSN nodes (N=4).
The source can be modeled as a two states MMPP (Markov
Modulated Poisson Process). When in ON state, packets are
generated according to a Poisson process with rateλ1 pack-
ets/sec, there are no packets generated in OFF state, so the
λ2 = 0 here in the model, which is IPP (Interrupted Poisson
Processes), a special case of MMPP. The source turns on with
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rateα and turns off with rateβ. Each GGSN has the capacity
of µ packets/sec with an infinite queue. We study one of the
tagged GGSN whose level state diagram is shown in Figure 13,
14 and 15. The state is defined as (m, b, a), m is the packet in the
tagged GGSN node, b is the number of On-source transmitting
packets to the tagged GGSN node, a is the number of source
On-source transmitting packets to the rest of the GGSNs. The
transition rates ofγ1 andγ2 are defined as:

γ1 =
N − k

N
λ, γ2 =

k

N
λ. (25)

We represent three different distribution algorithms by the
value of k. If k = 4, it is the non-distribution policy, all the
packets are routed to the tagged GGSN node. Ifk = 1, it is the
complete-distribution policy in which all the source packets are
evenly distributed among all the GGSN nodes. While4 > k >
1, this the partial-distribution policy in which source packets
are unevenly distributed among the GGSN nodes.

The infinitesimal generator Q can be drawn from the state
diagram. It has the form like in Equation (20). The steady-state
vector of Markov chainp = (z0, z1, z2, · · · , zi, zi+1, zi+2, · · ·)

can be found by solving the equations (5) (6). Following the
same math analysis from the former section, the mean packet
delay can be obtained as:

E [W ] =
N

kλavg

∞∑

i=0

iz02R
i1 =

N

kλavg
z02

( ∞∑

i=0

iRi

)
1

=
N

kλavg
z02

(
R (I−R)−2

)
1. (26)

3) Results and Discussions:By adopting three different dis-
tribution policies, We compare the mean packet delay by in-
creasing the incoming data sources arrival rate. The analyti-
cal result is shown in Figure 16. As we can see the complete-
distribution has the best result in terms of mean packet delay
while the non-distribution scheme has the worst performance.
It verifies that replicated GGSN architecture with appropriate
load balancing can improve the QoS in terms of reducing the
delay at the GGSN nodes.
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Fig. 16. Mean packet delay with three different load balancing policies

IV. RELATED L ITERATURE

In [3], the authors developed a model for two different types
of circuit-switched calls, fresh calls and handoff calls. It uses
the static channel allocation algorithm. Only analytical results
are presented. In [4], the authors analyze the GPRS network for
circuit-switched calls and packet switched GPRS data sessions.
The model is based on a five dimensional limited state space
which is quite complicated. The author provide the both the an-
alytical and simulation results on some QoS parameters, such as
blocking rate and throughput but not the mean data packet de-
lay. In [5], the author studies several partition models based on
a loss GPRS system. The results are simulation based and does
address the mean packet delay. All these authors do not give an
analysis on the GGSN nodes’s delay effects which caused by
unbalanced data source loads.

In our paper, We use a different analytical technique to model
the channel allocation schemes. Using computer simulation We
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verified our model to be correct. Besides, our primary focus is
on the QoS of the MAC/RLC layer and of GSM/GPRS network
, specifically on the mean packet delay. We also investigated
the effects of data source characteristics and voice calls load
effects on the mean packet delay. Besides, the mean packet
delay at GGSN nodes has been studied by analysis which is not
discussed by the above papers.

V. CONCLUSIONS

In this paper, we study the delay sources across the
GSM/GPRS network. First, We use a continuous time Markov
chain model to analyze the GSM/GPRS MAC/RLC layer func-
tion and compare the performance of three different channel
allocation algorithms. Using simulation, We verified our ana-
lytical model. Our results show that both the data source char-
acteristics such as degree of burstiness and MMPP state transi-
tion rate, and the voice call load impact the mean packet delay.
The degree of impact is dependent on the channel allocation
algorithm. The technique developed in this paper provides a
straight-forward way for the wireless carrier to determine when
to expand the cell channel capacity or adjust the channel al-
location algorithm. Besides, by adopting different load shar-
ing policies, we can improve to a some degree the QoS for the
data traffic. Second, We provide a analytical model to study
the mean packet delay occurs at the GGSN nodes. By choosing
different load balancing policies, the results show the QoS can
be improved. Further study is underway to develop new algo-
rithms that can support different QoS to different classes of data
stream.
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