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ABSTRACT
Chalcopyrite (CuFeS2) is an antiferromagnetic semiconductor with promising magnetic and electrical properties, although these properties
are not yet completely understood. The structural, magnetic, and electronic properties of bulk CuFeS2 were studied via first-principles plane-
wave pseudopotential calculations based on density functional theory (DFT) using DFT+U and hybrid functional B3LYP methodology. The
temperature-dependent structural, thermal, and mechanical properties of tetragonal CuFeS2 were also investigated via density functional
perturbation theory. Furthermore, the structural parameters, elastic constants, bulk and shear moduli, volume expansion, and specific heats
as a function of temperature were evaluated. Tetragonal CuFeS2 was found to exhibit negative thermal expansion behavior at temperatures
lower than 100 K. A comprehensive comparison of the various calculated parameters with earlier published studies is also presented along
with available experimental data and used as a basis to critically discuss the various properties of CuFeS2.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5084308

I. INTRODUCTION

Chalcopyrite (CuFeS2) is the main commercial source of cop-
per and accounts for the majority of copper reserves worldwide.1
Owing to its electrical, structural, and, in particular, band gap prop-
erties, CuFeS2 is considered an interesting compound with numer-
ous semiconductor applications, such as in optical devices,2 photo-
diodes,3 spintronic devices,4 and thin-film intermediate-band solar
cells.5

CuFeS2, an antiferromagnetic semiconductor, crystallizes in a
tetrahedral structure with space group I4̄2d (D12

2d).6 The magnetic
and electrical properties of CuFeS2 have not yet been completely
elucidated and a detailed understanding of its complex antiferro-
magnetic behavior, including its structure, bonding, and magnetic
and electronic properties, would be of immense value. Three differ-
ent experimental measurements of the magnetic moment per Fe ion
oriented along the crystallographic c axis, namely, 3.85, 3.42, and
3.88 µB, have been reported in three different works.7–9 Similarly, a
diverse range of values have been reported for the electronic band

gap, including approximately 0.5 eV,10–13 2.6 eV from conductiv-
ity measurements using the four-point method,14 and approximately
0.33–0.6 eV from recent infrared absorption measurements, which
all reveal the semiconducting behavior of this material.15 The elec-
trical conductivity, Seebeck coefficient, and thermal conductivity
of CuFeS2 were recently calculated using first-principles calcula-
tions16,17 and it was found that the electronic structure of CuFeS2
governs the behavior of the Seebeck coefficient of this material.
The lattice constants were measured via X-ray diffraction experi-
ments as a = b = 5.28918 (5.286)19 Å and c = 10.42318 (10.410)19 Å.
These properties are summarized in Table I. Computationally,
CuFeS2 is difficult to model using density functional theory (DFT)
with simple local or semilocal functionals such as the local den-
sity approximation (LDA) and generalized gradient approximation
(GGA), which are not reliable approximations for studying the prop-
erties of CuFeS2.20–24 It is apparent that the properties of CuFeS2
are sensitive to the correct treatment of on-site electronic inter-
actions, and neither LDA nor GGA are able to provide accurate
treatment. The basis of this failure is insufficient description of the
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TABLE I. Lattice parameters (a, c, and c/a), Cu–S and Fe–S distances (dCu–S and dFe–S), band gaps (Eg), and magnetic moments (ms) for bulk CuFeS2: Results of previous
studies.

a (Å) c (Å) c/a dCu–S (Å) dFe–S (Å) Eg (eV) ms (µB) Reference

5.289 10.423 1.971 2.302 2.257 - - - - - - Hall & Stewart18 (X-ray diffraction)
5.286 10.410 1.969 2.299 2.256 - - - - - - Kratz & Fuess19 (X-ray diffraction)

3.85a aDonnay et al.7 (neutron diffraction)

Experiment and
- - - - - - - - - - - - - - - - - - 3.42b bWoolley et al.8

theory (Xα method)
3.88c cHamajima et al.9 (Xα method)

0.50a
aGoodman & Douglas;10 aAustin et al.;12

aBoltaks & Tarnovski;11 aPearce et al.13

- - - - - - - - - - - - - - - 2.60b - - - bTeranishi14

0.33–0.60c cEngin et al.15

Computation

5.265 10.534 2.001 2.305 2.256 - - - 3.17 Łażewski et al.21 (GGA-PW91)
4.955 9.851 1.988 - - - - - - - - - - - - Zhou et al.22 (LDA)
5.08 10.003 1.969 - - - - - - - - - - - - Zhou et al.22 (GGA-PBE)

5.141 10.031 1.951 - - - - - - - - - - - - Zhou et al.22 (LDA+U; Ueff = 3 eV)
5.315 10.424 1.961 - - - - - - 0.55 3.64 Zhou et al.22 (GGA+U; Ueff = 3 eV)

5.452b 10.710b 1.964b 2.395b 2.301b 1.82a,b 3.8a aConejeros et al.23 (B3LYP & PBE+U; Ueff = 4.3 eV)
3.93b bMartínez-Casado et al.24 (B3LYP)

0.1 de Oliveira & Duarte25 (GGA-PW91)

strong Coulomb repulsion between 3d electrons localized on ions.20

Generally, DFT leads to underestimation of the band gap values
of semiconductors compared to values determined using electron
spectroscopy.21,25 From earlier computational studies,22,23 it was
found that the DFT+U25 methodology using the optimal effective
Hubbard U characterizes the on-site Coulomb repulsion between
3d electrons by incorporating an additional energetic penalty for
delocalization and hence provides a reasonably precise descrip-
tion of the measured electron energy loss spectra, lattice constants,
cohesive energies, and elastic moduli. Furthermore, it was found
that hybrid-exchange density functionals, such as Lee–Yang–Parr
(B3LYP),27,28 afford a more accurate description of the properties
of CuFeS2. Recently, the structural properties, band gap values,
and magnetic properties of CuFeS2 were studied using the B3LYP
functional and the results displayed good agreement with experi-
ments;23,24 however, employing hybrid functionals is very computa-
tionally demanding and infeasible for studying larger systems such
as surfaces. The results of the previous works are summarized in
Table I.

In the present work, the hybrid-exchange B3LYP functional
and DFT+U methodology were employed with the aim of study-
ing the crystal structure and electrical and magnetic properties of
CuFeS2. In previous works,22,23 different Hubbard correction terms
of 3.0 and 4.3 eV were determined; however, all of the proper-
ties of CuFeS2 (lattice constants, band gap value, and magnetic
moment) were not simultaneously taken into account while deter-
mining the optimal U value. In addition, the obtained properties of
CuFeS2 were based on calculations for a single unit cell (1×1×1),
although it was concluded that a 2×2×1 supercell might lead to more

accurate atomic interactions in all directions.21 In the current study,
the DFT+U methodology was employed to attain a deeper under-
standing of the structural and electrical properties of CuFeS2 by con-
sidering different properties simultaneously to determine the opti-
mal Hubbard correction term. The analysis was performed for both
1×1×1 and 2×2×1 supercells to examine the influence of the super-
cell size on the selection of the optimal U value. The present study
aims to clarify the ambiguity regarding the U value that exists in the
literature, and we additionally report the structural parameters, elas-
tic constants, bulk and shear moduli, volume expansion, and specific
heats as a function of temperature. This work provides an important
foundation for future studies involving the prediction and elucida-
tion of the mechanical strength, stability, and phase transitions of
CuFeS2.

II. METHODOLOGY
Spin-polarized periodic DFT calculations were performed

using the Vienna Ab initio Simulation Package (VASP) with a
plane-wave basis set.29–32 Electronic exchange and correlation were
approximated using the hybrid-exchange B3LYP27,28 functional for
only a single unit cell (1×1×1) containing 16 atoms, because this has
been demonstrated as a reliable functional to describe the geometry,
energetics, and electronic properties of bulk CuFeS2.23,24

To investigate the influence of the supercell size on the struc-
tural, electronic, and magnetic properties, a 2×2×1 supercell con-
taining 64 atoms was also considered, which in principle should
more accurately approximate the atomic interactions in all direc-
tions. The DFT+U26 methodology with the formalism of Dudarev
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FIG. 1. Schematic depictions of the CuFeS2 bulk structure: (a) a 1×1×1 supercell, (b) side view of a 2×2×1 supercell, and (c) top view of a 2×2×1 supercell. The red, blue,
and yellow spheres represent the Cu, Fe, and S atoms, respectively. The S atoms are repeated at the edges owing to the periodic boundary conditions.

et al.27 was applied for both supercells to capture the strong cor-
relation effect of 3d electrons that is required for a more accurate
description of the transition metals Cu and Fe. To obtain a set of
energies for the magnetic states similar to that calculated using the
hybrid-exchange B3LYP functional, a Hubbard correction term (i.e.,
the Ueff value)26 was selected for the localized 3d electrons of Cu
and Fe, where Ueff = U − J is the difference between the Coulomb
U and exchange J parameters. The GGA using the Perdew–Burke–
Ernzerhof (PBE) functional33,34 was applied for the exchange corre-
lation in all calculations. Calculations including a Hubbard term for
the Fe atoms were performed with various Ueff values in intervals of
1 eV up to 9 eV with a constant Hubbard term for the Cu atoms.
Calculations with different Hubbard terms for the Cu atoms with
Ueff values up to 6 eV were also performed; however, no significant
changes were observed in either the resulting relative energies of the
considered states or the atomic populations.

A conjugate gradient scheme was applied with iterative relax-
ation of the atomic positions with residual forces acting on the atoms
of 0.01 eV/Å and a total energy convergence of 10−6 eV per unit cell.
A very small Fermi smearing of 0.01 was employed for this semi-
conductor (i.e., CuFeS2), because extrapolation of the total energy to
absolute zero is only valid for metals with a continuous density of
states (DOS) at the Fermi level.35

To find an accurate match of the calculated bulk and electronic
structures as well as the magnetic properties with the experiments,
the unit-cell geometry was first created using the Atomic Simulation
Environment,36 as depicted in Fig. 1. The atomic structures were also
visualized using VESTA.37

Next, different plane-wave cutoff energies and k-point grids
were examined to achieve a total energy convergence of 1 meV.
Based on the obtained results, the energy convergence criterion was
fulfilled with an energy cutoff of 550 eV and a 4×4×2 Monkhorst–
Pack31 k-point mesh for the Brillouin zone sampling of the 1×1×1
supercell of CuFeS2. This plane-wave cutoff was kept constant
throughout the calculations; however, the number of k points was
varied with the unit-cell size. The Brillouin zone of the 2×2×1 super-
cell was sampled using a 4×4×4 Monkhorst–Pack31 k-point mesh.
The electronic DOSs were calculated by employing relatively dense
8×8×4 and 8×8×8 Monkhorst–Pack31 k-point meshes for the 1×1×1
and 2×2×1 supercells, respectively.

The thermal properties and temperature-dependent lattice con-
stants of CuFeS2 were studied via first-principles phonon cal-
culations performed using density functional perturbation the-
ory.38,39 The phonon dispersions were calculated using the
PHONOPY code40,41 within the 2×2×1 supercell with a 4×4×4
Monkhorst−Pack31 k-point mesh. We also employed the quasi-
harmonic approximation (QHA)42 to calculate the temperature-
dependent properties of CuFeS2. For the calculation of phonon
properties, the energy convergence criterion was set to 10−8 eV
to ensure sufficient accuracy of the generated force constants. The
Helmholtz free energy F for a given temperature and volume was
computed using F(T,V) = EDFT(V) + Fvib(T,V), where EDFT(V) is
the DFT total energy and Fvib(T,V) is the vibrational free energy.
The full details were reported by Togo et al.40–42

III. RESULTS AND DISCUSSION
A. Crystal structure and properties

CuFeS2 possesses a tetrahedral structure with a unit cell of
I4̄2d symmetry containing 16 atoms (four Cu, four Fe, and eight S),
whereas a 2×2×1 supercell consists of 64 atoms (16 Cu, 16 Fe, and
32 S). The optimized structures of the unit cell and 2×2×1 supercell
are depicted in Fig. 1. The properties of CuFeS2 were calculated for
the antiferromagnetic (AFM) structure phase, which was found to
be the most stable (lowest energy) magnetic solution for this sys-
tem23 and is in reasonable agreement with experiments,7,8 where
CuFeS2 was antiferromagnetic with the magnetic moments of the Fe
centers directed along the c axis. In this lowest-energy AFM state,
the spin directions of the Fe atoms alternate between each layer
perpendicular to the crystallographic c axis, as shown in Fig. 1.

The DFT calculation results of the lattice parameters, mag-
netic moments (ms), and band gap values (Eg) for both cells are
listed in Tables II and III. The results of previous theoretical and
experimental studies are summarized in Table I.

From the previous computational studies performed (Table I),
as mentioned in Sec. I, the LDA and GGA functionals were
found not to be reliable approximations for studying the vari-
ous properties of CuFeS2. Comparison of the experimentally mea-
sured lattice parameters with the values obtained from the previous
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TABLE II. Lattice parameters (a, c, and c/a), Cu–S and Fe–S distances (dCu–S and
dFe–S), band gaps (Eg), and magnetic moments (ms) for the 1×1×1 supercell of bulk
CuFeS2: Comparing the quantities calculated using DFT+U with different Ueff values
and B3LYP.

Ueff a (Å) c (Å) c/a dCu–S (Å) dFe–S (Å) Eg (eV) ms (µB)

0 5.285 10.422 1.972 2.310 2.247 - - - 3.07
1 5.285 10.421 1.972 2.300 2.256 0.16 3.29
2 5.286 10.418 1.971 2.293 2.262 0.43 3.46
3 5.286 10.419 1.971 2.284 2.272 0.62 3.59
4 5.286 10.418 1.971 2.279 2.277 0.69 3.70
5 5.286 10.418 1.971 2.275 2.280 0.75 3.80
6 5.297 10.374 1.959 2.271 2.285 0.74 3.89
7 5.266 10.497 1.993 2.270 2.286 0.78 3.98
8 5.275 10.532 2.003 2.270 2.285 0.78 4.08
9 5.256 10.538 2.005 2.270 2.286 0.84 4.19

B3LYP 5.287 10.414 1.970 2.305 2.252 1.85 3.8

studies employing these exchange-correlation functionals also
reveals this unsuitability of these functionals, although the GGA
functionals PBE (in the work of Zhou et al.22) and PW91 (in the
work of Łażewski et al.21) afforded more reliable results compared to
the LDA functional (in the work of Zhou et al.22). Furthermore, in
the work of Łażewski et al.,21 even a 2×2×1 supercell (using PW91)
could not accurately describe the structure of CuFeS2, although it
was closer to the experimental findings than the results of Zhou
et al.22 performed using a 1×1×1 supercell (using PBE). However,
the results of Zhou et al. demonstrate that employing the DFT+U
methodology using the GGA functional PBE for a 1×1×1 super-
cell with Ueff = 3 eV could provide a significant improvement
with respect to the estimated lattice constants.22 Surprisingly, the
results of Martínez-Casado et al. demonstrated greater deviation
from the experimental findings when using the hybrid-exchange
B3LYP functional.24

In the current study, a greater improvement in the opti-
mized lattice parameters was observed upon employing the hybrid-
exchange B3LYP functional or DFT+U methodology using the PBE

TABLE III. Lattice parameters (a, c, and c/a), Cu–S and Fe–S distances (dCu–S and
dFe–S), band gaps (Eg), and magnetic moments (ms) for the 2×2×1 supercell of bulk
CuFeS2: Comparing the quantities calculated using DFT+U with different Ueff values.

Ueff a (Å) c (Å) c/a dCu–S (Å) dFe–S (Å) Eg (eV) ms (µB)

0 5.285 10.423 1.972 2.310 2.246 - - - 3.07
1 5.285 10.422 1.972 2.299 2.257 0.14 3.30
2 5.285 10.421 1.972 2.291 2.265 0.43 3.46
3 5.285 10.421 1.972 2.285 2.271 0.61 3.59
4 5.285 10.421 1.972 2.279 2.277 0.69 3.70
5 5.286 10.419 1.971 2.275 2.280 0.75 3.80
6 5.290 10.402 1.966 2.272 2.284 0.73 3.88
7 5.278 10.449 1.980 2.270 2.285 0.76 3.98
8 5.261 10.518 1.999 2.270 2.286 0.76 4.08
9 5.256 10.539 2.005 2.271 2.285 0.83 4.19

functional compared to the previous theoretical studies. No signifi-
cant changes in the lattice parameters were identified for Ueff values
less than 6 eV; however, the obtained results started to deviate from
the experimental values for Ueff values greater than 6 eV (Tables II
and III). Our results for Ueff = 3 eV were found to be more consistent
with the experimental values compared to the work of Zhou et al.22

using the same Ueff and exchange-correlation functional values. This
improvement may be attributable to the fact that we employed a
denser k-point mesh of 4×4×8 and a higher energy cutoff of 550 eV
compared to the 3×3×4 k-point mesh and energy cutoff of 440 eV
used in the work of Zhou et al.,22 which were insufficient to accu-
rately represent the electronic structure. In the present study, we did
not observe any significant differences between the optimized lat-
tice parameters of the 1×1×1 and 2×2×1 supercells, mainly for Ueff
values less than 6 eV (Tables II and III).

B. Magnetic properties
To evaluate the magnetic properties of CuFeS2, as stated in

Sec. I, the different magnetic states of the supercells, namely, the
AFM and ferromagnetic (FM) phases, were first analyzed, and the
AFM configuration was found to be the lowest-energy (ground)
state. Next, the spin configurations corresponding to the AFM
phases were initially assigned to the Fe atoms (as the most stable spin
arrangement) in the conventional supercells, as depicted in Fig. 1.
As can be seen, the directions of the spins of the Fe atoms alternated
between each layer perpendicular to the crystallographic c direction.
This magnetic configuration is in excellent agreement with experi-
ments7,8 and previously published computational studies,21,24 where
CuFeS2 was predicted to be antiferromagnetic with the magnetic
moments of the Fe centers directed along the c axis.

Experimentally, there exists a discrepancy in the reported liter-
ature regarding the value of the effective magnetic moment for the
Fe atoms. Donnay et al. reported a value of 3.85 µB based on neu-
tron diffraction measurements of natural mineral samples (Exper-
iment A),7 whereas Wooley et al. disclosed a value of 3.42 µB for
the synthetic material (Experiment B).8 In addition, Hamajima et al.
calculated a value of 3.88 µB using the Xα method (Experiment
C).9 These experimentally measured values are listed in Table I and
indicated by horizontal dashed lines in Fig. 2. Similarly, previously
published computational studies evaluating the magnetic properties
of the AFM ground state of CuFeS2 have reported different val-
ues of the spin density ranging from 3.17 to 3.93 µB.21,24 Łażewski
et al. reported an Fe spin moment of 3.17 µB based on pure DFT
using the GGA functional PW91.21 Although this value is similar
to the range of magnetic moments observed experimentally (i.e.,
3.42–3.88),7–9 it is known that pure DFT provides an incorrect
description of CuFeS2 owing to the nonzero self-interaction errors
of DFT and the delocalization of electrons in this material. Zhou et
al. reported an Fe spin moment of 3.64 µB based on DFT+U using
the GGA functional PBE with aUeff value of 3 eV,22 which is closer to
the experimental values.7–9 Values of 3.8 and 3.93 µB were obtained
from DFT-B3LYP calculations by Conejeros et al.23 and Martínez-
Casado et al.,24 respectively. Conejeros et al. also calculated the same
value of 3.8 µB based on DFT+U using the GGA functional PBE with
a Ueff value of 4.3 eV.23

The results of the present study are in accordance with both
previous experimental and computational studies. DFT-B3LYP
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FIG. 2. Magnetic moment (ms) of the Fe atoms as a function of Ueff. Experimental
values from previous works and the value calculated using B3LYP in this study are
indicated by horizontal dashed lines.

calculations afforded an Fe spin moment of 3.8 µB for both super-
cells (blue horizontal dashed line in Fig. 2), which is identical to the
value obtained by Conejeros et al.23 As the hybrid-exchange B3LYP
functional is very computationally expensive for larger systems such
as surfaces, we investigated whether the same value of the magnetic
moment could be obtained using a reasonable external Hubbard U
parameter. Consequently, various Ueff values for the Fe atoms in
intervals of 1 eV up to 9 eV were applied with a constant Hubbard
term for the Cu atoms. We did not observe any significant changes
in either the resulting relative energies of the considered states or
the atomic populations using different Hubbard terms for the Cu
atoms.

Figure 2 shows the variation of the magnetic moment of the
Fe atoms observed for different Ueff values, where an insignificant
value of 0.005 µB was obtained for the Cu atoms. As can be seen, the
difference between the results obtained for the 1×1×1 and 2×2×1
supercells was negligible. A magnetic moment of 3.59 µB for the Fe
atoms was observed for Ueff = 3 eV, in contrast to the value of 3.64
µB reported by Zhou et al. using the same value of Ueff (see Tables I
and II and Fig. 2).22 This small difference may be attributable to the
denser k-point grids and greater plane-wave cutoff energy applied
in the present study. We obtained the same value as that calculated
using DFT-B3LYP by adopting Ueff = 5 eV; however, a Ueff value of
4.3 eV was applied by Conejeros et al. to obtain the same result.23

We repeated our calculations with this Ueff value, but no significant
changes were observed in any of the parameters compared to theUeff
value of 4 eV (see Tables I and II and Fig. 2).

C. Electronic band structure
The electronic band structure was calculated after perform-

ing high-accuracy self-consistent electronic calculations to optimize
the structures with 4×4×2 and 2×2×2 k-point grids for the 1×1×1
and 2×2×1 supercells, respectively. To calculate the electronic band
structure with high accuracy, self-consistent field calculations were
performed using denser k-point grids of 16×16×8 and 8×8×8 for
the 1×1×1 and 2×2×1 supercells, respectively. The band gap values

FIG. 3. Variation of the band gap (Eg) of CuFeS2 as a function of Ueff. The
horizontal dashed lines and green region indicate the range of experimental
values.

calculated using different Ueff values are plotted in Fig. 3. The results
revealed almost the same band gap for both the 1×1×1 and 2×2×1
supercells and a very small deviation was observed for Ueff values
exceeding 5 eV. This deviation may be attributable to the differ-
ent lattice constants obtained for the two supercells (see Tables II
and III).

As can be seen from Fig. 3, no band gap was observed at
Ueff = 0 eV and the band gap of the system opened upon increasing
the Ueff value with a shift of the d states beyond the Fermi energy
(see Fig. 4). Both the band gap (Eg) and magnetic moment (ms)
increased with increasing Ueff (Figs. 2 and 3). The DFT-calculated
electronic DOS and partial densities of states (PDOSs) for the Cu,
Fe, and S atoms of the optimized ground state of CuFeS2 are pre-
sented in Fig. 4. As can be seen, Fe orbitals generally occupied the
conduction band, whereas the valence band was mostly dominated
by Cu orbitals.

FIG. 4. Density of states (DOS) of CuFeS2 calculated via DFT. The total DOS
is indicated by the black line and the partial densities of states (PDOSs) for
the Cu, Fe, and S atoms are indicated by the red, blue, and green lines,
respectively.
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The reported experimental values of the band gap do not pro-
vide a clear consensus, making the band gap a poorly understood
property of CuFeS2; however, all of the previous experimental works
predicted CuFeS2 to be a semiconductor. Although a value of 0.5 eV
was measured for the band gap of CuFeS2 (Experiment A),7–9 as
indicated by the horizontal dashed line in Fig. 3, Teranishi et al.
reported a value of 2.6 eV.14 Recently, values ranging between 0.33
and 0.6 eV were reported by Engin et al. (Experiment B),15 as indi-
cated by the green region in Fig. 3. Previously published computa-
tional studies evaluating the electrical properties of the AFM ground
state of CuFeS2 have also identified different values for the band

gap.21–25 It is known that the B3LYP functional is generally more
reliable for estimating the electronic band gap than pure DFT using
LDA or GGA functionals, which tend to underestimate the band
gap.23,24 Edelbro et al. predicted CuFeS2 to be conducting on the
basis of LDA calculations,43 whereas GGA-PW91 calculations per-
formed by de Oliveira and Duarte25 indicated that CuFeS2 is a semi-
conductor with an indirect band gap of 0.1 eV. Zhou et al. predicted
a larger value of 0.55 eV for the band gap using DFT+U with Ueff
= 3 eV.22 Furthermore, a band gap of 1.82 eV was predicted using the
B3LYP functional by Conejeros et al.23 and Martínez-Casado et al.,24

which is inconsistent with the previous computational studies using

FIG. 5. Densities of states (DOSs) of CuFeS2 calculated via DFT+U (Ueff = 5 eV) (left) and B3LYP (right). The total DOS is indicated by the black line, and the partial densities
of states (PDOSs) for the Cu, Fe, and S atoms are indicated by the red lines. The projected DOSs over the d orbitals, p orbitals, and s orbitals are indicated by the blue,
orange, and green lines, respectively.
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different treatments for electronic exchange and correlation. In the
present study, the calculated band gap value was 1.80 eV using the
B3LYP functional, which is in excellent agreement with the previous
studies that applied the same electronic exchange and correlation
functions.

The results of the present study show that the lattice parameters
(Tables I and II), ms (Fig. 2), and Eg (Fig. 3) increased with increas-
ing Ueff, and increasing the value of Ueff beyond 5 eV caused these
properties to start deviating from the experimental values. As men-
tioned above, in the present study, applying a Ueff of 5 eV led to a
predicted magnetic state similar to that calculated using the hybrid
B3LYP functional; however, the band gap predicted with this Ueff
value was 0.75 eV, which is less than the value of 1.8 eV predicted
using B3LYP. The calculated DOSs and PDOSs for the Cu, Fe, and
S atoms of the optimized ground state of CuFeS2 for these two elec-
tronic exchange and correlation functions are plotted in Fig. 5. The
general trend for the various orbitals was the same for B3LYP and
DFT+U, despite the different band gaps, and in agreement with the
computational study by Conejeros et al.23 A more detailed analysis
of the PDOSs revealed that the contributions of the Cu(4s), Fe(4s),
and S(3s) orbitals were insignificant in the vicinity of the Fermi level
for both B3LYP and DFT+U. It can be clearly observed that the con-
duction band was mainly dominated by the Fe(3d) orbitals, whereas
the valence band was mostly composed of the Cu(3d) orbitals for
both B3LYP and DFT+U.

D. Thermodynamic properties
Phonon properties typically vary with changing volume

because the crystal potential is an anharmonic function of volume.41

In this study, the thermal properties were calculated under the
framework of the QHA, which takes into account this anharmonic
volume dependence of phonon properties during the calculation of
thermodynamic properties. However, the harmonic approximation
is simply applied at each volume, with a pressure value of zero and a
Gibbs energy equal to the Helmholtz free energy.

As stated in Sec. II, in the QHA, the Helmholtz free energy
F(V,T) is calculated using F(V,T) = E(V) + Fvib(V,T), where
E(V) is the static energy from DFT calculations and Fvib(V,T)
is the vibrational free energy, which is obtained using Fvib(V ,T)

= kBT∑ log{2sinh( hωv(q,V)
2kBT

)}, where ωv(q,V) is the phonon fre-
quency at a fixed volume V and a given vector q.

In this study, the total Helmholtz free energy was calculated
for several volumes (from 97%V to 103%V) around the equilib-
rium volume to comprehensively investigate the influence of tem-
perature on the volume. The magnetic transition from AFM to FM
was evaluated for these volumes and the results of the ground-state
energy confirmed that this transition did not occur when the equi-
librium volume was compressed to 97%V or expanded to 103%V.
The total Helmholtz free energy was calculated for these volumes
over the same temperature ranges (from 0 to 300 K) and temper-
ature steps (10 K). After calculating the free energies, they were
fitted using the Birch–Murnaghan equation.44,45 The optimal vol-
ume at each temperature was determined on the basis of the min-
imum Helmholtz free energy. The optimal geometry fitted using the
Birch–Murnaghan equation44,45 would theoretically afford very pre-
cise estimates of the lattice parameters. Finally, the thermal expan-
sion properties were obtained using PHONOPY code under the
QHA.

Within the framework of the QHA, the theoretical calculations
may accurately capture the experimental results at low tempera-
tures if the structure is stable; however, the influence of anharmonic
terms increases with increasing temperature. At higher tempera-
tures, the calculated results may start to deviate from the experimen-
tal measurements despite being qualitatively consistent. Therefore,
the quartic anharmonic terms should be taken into consideration
to more accurately study the thermal behavior of any structure at
temperatures exceeding 300 K.

E. Negative thermal expansion behavior
The calculated Helmholtz free energy as functions of volume

and temperature is plotted in Fig. 6(a), in which each blue line fitted
using the Birch–Murnaghan equation corresponds to a particular
temperature. The minimum Helmholtz free energies, indicated by
red circles, correspond to the optimal volumes from 0 to 300 K.
The variation of the optimal volume with temperature is plotted
in Fig. 6(b). The results clearly demonstrate the negative thermal
expansion behavior of tetragonal CuFeS2 at low temperatures, where

FIG. 6. Computed negative thermal expansion behavior of tetragonal CuFeS2. (a) Helmholtz free energy as functions of volume and temperature (0 to 300 K in 20 K steps).
The closed blue circles indicate the calculated values and the solid curves represent the fitting results. The closed red circles indicate the energy minima of the curves and
the corresponding equilibrium volumes. (b) Temperature dependence of the unit-cell volume. (c) Temperature dependence of the lattice parameters a and c.
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the unit-cell volume decreased continuously with increasing tem-
perature from 0 K, such that the volume reached a minimum value
at approximately 100 K. Positive thermal expansion behavior was
observed at temperatures exceeding 100 K.

To calculate the lattice parameters at each temperature, it is
necessary to minimize the Helmholtz free energy functions with the
deformation strain (ζ) instead of volume. This is mainly required
because volume is a multiple-variable function of the lattice parame-
ters for low-symmetry crystals and it is infeasible to directly calculate
the lattice parameters owing to the difficulty associated with min-
imizing multiple-variable functions. The details were explained by
Shao et al.46 In this study, the lattice parameter a (=b) was calcu-
lated by applying a (ζ, ζ, 0, 0, 0, 0) configuration tensor to the lattice
vectors with ζ values between ±3% in increments of 0.5%. Next, the
Helmholtz free energy was calculated for each value of ζ at vari-
ous temperatures and minimized with respect to ζ to calculate the
equilibrium deformation strain ζ0

T . The lattice parameter a can be
calculated using aT = ζ0

Ta0, where a0 is the optimal lattice parame-
ter at 0 K obtained via first-principles geometry optimization and aT
is the equilibrium lattice parameter at a given temperature. Finally,
the lattice parameter c can be directly obtained from the relation-
ship between the optimal volume (VT) and aT at a given temperature
using cT = VT/(aT)2.

Figure 6(c) shows the variation of the equilibrium lattice
parameters of CuFeS2 with temperature. As can be seen, the opti-
mal lattice parameters a and c were 5.309 Å and 10.432 Å, respec-
tively, at 0 K. Both lattice parameters decreased to a minimum value
with increasing temperature and then started to increase at higher
temperatures. It is interesting to note that the two lattice parame-
ters reached their corresponding minima at two significantly differ-
ent temperatures, namely, approximately 90 and 125 K for lattice
parameters a and c, respectively.

F. Heat capacity
PHONOPY code under the QHA was used to calculate the tem-

perature dependence of the isobaric heat capacity Cp(T) of CuFeS2,
as plotted in Fig. 7. The measured values of Cp(T) reported by Robie
et al. for synthetic samples at temperatures ranging from 6.3 to
303.5 K are also plotted for the purposes of comparison.47 Compar-
ison of these results revealed that the calculated values of Cp were in
good agreement with the experimentally measured values at temper-
atures below 200 K, whereas the two sets of results gradually deviated
at temperatures exceeding 200 K owing to the lattice anharmonicity
at higher temperatures, as mentioned in Sec. III D.

G. Temperature-dependent elastic constants
The temperature dependence of the elastic constants of CuFeS2

was calculated from the phonon DOS using the QHA, in which
isothermal elastic constants can be considered as strain derivatives
of the Helmholtz free energy using the following formula:

F[X(ζ);T] = E[X(ζ)] + Fvib[X(ζ);T], (1)

where E[X(ζ)] is the total energy of the specific deforming config-
uration and Fvib[X(ζ);T] is the vibrational Helmholtz free energy
calculated from the phonon DOS using the QHA. The details were
reported by Shao et al.46 and Wen et al.48

FIG. 7. Calculated temperature dependence of the isobaric heat capacity Cp

compared with the experimental data reported by Robie et al.44

There are seven independent elastic constants, namely, c11,
c22, c33, c44, c66, c12, and c13, where c11 = c22. To calculate the
temperature-dependent elastic constants of tetragonal CuFeS2, six
sets of deformed crystals were constructed to obtain six sets of the
Helmholtz free energy F[X(ζ);T] curves with respect to the strain
ζ at a given temperature. We selected (ζ, −ζ, ζ2/(1−ζ2), 0, 0, 0),
(ζ, ζ2/(1−ζ2), −ζ, 0, 0, 0), (ζ, ζ, 0, 0, 0, 0), (ζ, 0, ζ, 0, 0, 0), (ζ2/(1−ζ2),
0, 0, 2ζ, 0, 0), and (0, 0, ζ2/(1−ζ2), 0, 0, 2ζ) as the six deforma-
tion modes. It is worth noting that the Helmholtz free energy is
only a function of strain ζ at a given temperature for fixed defor-
mation modes; hence, the minimum of the Helmholtz free energy
function with respect to variable ζ is the equilibrium Helmholtz
free energy at that temperature. Next, the six Helmholtz free energy
densities per unit-cell volume with respect to the normal strain ζ
were calculated for temperatures ranging from 0 to 300 K in incre-
ments of 50 K. The corresponding second-order strain derivatives
of the Helmholtz free energy per unit-cell volume were derived with

TABLE IV. Calculated elastic constants (cij , GPa), bulk modulus (B, GPa), and shear
modulus (G, GPa) for tetragonal CuFeS2 at 0 K and 0 GPa, alongside other theoretical
results obtained under the same thermodynamic conditions and experimental data
recorded at 10 and 300 K and 0 GPa.

Computation at 0 K Experiment49

Present study Łażewski et al.21 Zhou et al.22 10 K 300 K

c11 103.5 89.8 106.7 213.5 205.0
c33 102.2 94.1 103.2 433.8 422.4
c44 32.6 25.5 29.3 58.8 56.5
c66 30.6 27.8 25.2 122.5 116.2
c12 73.4 61.3 77.5 101.3 96.1
c13 77.1 66.9 78 31.1 29.8
B 84.9 73.6 87.1 129.6 124.6
G 22.6 19.8 21.0 85.2 82.0
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FIG. 8. Elastic constants of CuFeS2 as a function of temperature: (a) c11 and c33, (b) c44 and c66, (c) c12 and c13.

ζ values between ±3% in increments of 0.5% by polynomial fitting of
these Helmholtz free energies (the corresponding curves are given as
Fig. S1 in the supplementary material). Furthermore, the isothermal
elastic constants were calculated by solving the following system of
linear equations providing the correlation between the second-order
strain derivatives and the linear combination of isothermal elastic
constants:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cT11 + cT22 − 2cT12 = DT
1

cT11 + cT33 − 2cT13 = DT
2

cT11 + cT22 + 2cT12 = DT
3

cT11 + cT33 + 2cT13 = DT
4

4cT44 = DT
5

4cT66 = DT
6

(2)

where DT
1 ...DT

i ...DT
6 are the second-order strain derivatives of the

Helmholtz free energy under the six deformation modes, and
cT11...cTij ...cT66 are the elastic constants at a given temperature and zero
pressure. The energy of the unit cell is a function of both volume
and deformation strain. In these calculations, volume-conserving
deformations were applied to calculate the shear elastic constants c44
and c66. This was expected to permit highly accurate calculation of
the elastic constants because the energy of the deformed unit cell
depends only on distortion and not volume. The calculated elastic
constants (cij), bulk modulus (B), and shear modulus (G) of CuFeS2
at 0 K and 0 GPa are presented in Table IV, alongside other theoret-
ical results obtained under the same thermodynamic conditions21,22

and experimental data recorded at 10 and 300 K and 0 GPa.49 The
elastic constants calculated in the present study are consistent with
the previously reported theoretical results21,22 and in better agree-
ment with those reported by Zhou et al., in which the DFT+U
methodology using the GGA functional PBE was employed.22 How-
ever, the calculated elastic constants were significantly lower than
the experimental values.51 It was concluded by Łażewski et al.21

and Zhou et al.22 that the very high values of the reported experi-
mental elastic constants are unusual and may not adequately repre-
sent the pseudocubic elastic behavior of ternary compounds such as
CuFeS2.

The values of B and G were obtained from the calculated cij
values using the Voigt–Reuss–Hill approximation.50 A B value of

91±15 GPa was also reported in a pressure-dependent X-ray diffrac-
tion study of tetragonal CuFeS2.51 This only available experimental
measurement of the bulk modulus is comparable with the values
estimated from the elastic constants. B values of 73.6 and 87.1 GPa
were estimated from the calculated elastic constants by Łażewski
et al.21 and Zhou et al.,22 respectively, where the latter value is in
closer agreement with the experimental value of 91±15 GPa. The
B value of 84.9 GPa obtained in the present study is also in satis-
factory agreement with the experimental value. The experimentally
measured elastic constants yielded B values of 129.6 and 124.6 GPa
at 10 and 300 K, respectively, which clearly deviate from the exper-
imental value. G values of 19.8 and 21.0 GPa were estimated from
the calculated elastic constants by Łażewski et al.21 and Zhou et al.,22

respectively, which are similar to the value of 22.6 GPa obtained in
the present study.

As stated above, the phonon DOS using the QHA provides the
ability to calculate the temperature dependence of the elastic con-
stants. Plots showing the variation of all of the elastic constants
of CuFeS2 as a function of temperature are presented in Fig. 8.
All of the elastic constants decreased with increasing temperature,

FIG. 9. Estimated bulk and shear moduli as a function of temperature.
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although the rate of change varied. The results clearly revealed that
c11 decreased relatively rapidly with increasing temperature from
103.5 GPa at 0 K to 95.5 GPa at 300 K, such that it was equal to
c33 at 150 K and less than c33 at temperatures exceeding 150 K.

The temperature dependences of the bulk and shear moduli
were also estimated from the calculated elastic constants, as plot-
ted in Fig. 9. Both moduli decreased with increasing temperature,
from 84.9 to 78.6 GPa for B and from 22.6 to 21.2 GPa for G as the
temperature was increased from 0 to 300 K.

IV. CONCLUSIONS
We have applied different DFT-based methodologies to inves-

tigate the structural, magnetic, and electrical properties of tetrag-
onal CuFeS2. The structural properties, elastic constants, bulk and
shear moduli, volume expansion, and specific heats as a function of
temperature have been calculated. In addition to the hybrid B3LYP
functional, the DFT+U methodology was employed with system-
atic variation of the U parameter for the Fe atoms in the range of
0–9 eV in 1 eV intervals and a constant Hubbard term for the Cu
atoms to determine the structural parameters, magnetic moment,
and band gap in improved agreement with experimental data. It was
found that these properties were not significantly affected by vari-
ation of the Hubbard term for the Cu atoms. Ueff values of 1 to 5
afforded very good agreement with the experimentally obtained lat-
tice parameters, while further increasing Ueff led to deviation from
the experimental data. The most reasonable match with the exper-
imental magnetic moment was obtained using Ueff values of 4 or
5 eV; moreover, the magnetic moment calculated using the hybrid
B3LYP functional was found to be identical to that calculated using
DFT+U with a Ueff value of 5 eV. The electronic structure and
band gap of CuFeS2 have not been accurately determined previ-
ously and a large difference was observed between the values calcu-
lated using the hybrid B3LYP and DFT+U methods. As the hybrid
B3LYP functional is very computationally demanding and inappro-
priate for large systems such as surfaces, the results indicate that
the DFT+U methodology with a Ueff value of 5 eV, which afforded
the same magnetic moment as the hybrid B3LYP functional, is
the most robust methodology for analyzing larger systems such as
CuFeS2.

The present work also provided the temperature-dependent
elastic constants of CuFeS2 by combining the quasi-static approxi-
mation to elasticity and the quasi-harmonic phonon approximation
to volume expansion. Examination of the temperature-dependent
properties of CuFeS2 revealed the occurrence of negative thermal
expansion behavior at temperatures lower than 100 K. This pro-
vides theoretical evidence to support the possible use of tetragonal
CuFeS2 as a new negative thermal expansion material that warrants
further attention. The obtained elastic constants were in very good
agreement with previous theoretical studies performed at 0 K. All
of the calculated temperature-dependent elastic constants decreased
with increasing temperature, although the rate of change varied, and
c11 decreased relatively rapidly with increasing temperature such
that it became equal to c33 at 150 K and less than c33 at temper-
atures exceeding 150 K. Finally, PHONOPY code under the QHA
was also used to calculate the temperature dependence of the iso-
baric heat capacity Cp(T) of CuFeS2, and the calculated values were
in good agreement with experimental results for temperatures below

200 K, whereas the deviation between the two sets of results grad-
ually increased at temperatures above 200 K owing to the lattice
anharmonicity at higher temperatures.

SUPPLEMENTARY MATERIAL

See supplementary material for the polynomial fitting curves of
the Helmholtz free energy per unit-cell volume for the six deforma-
tion modes with strain values (ζ) between±3% in increments of 0.5%
are provided.
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