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Abstract

Ship intelligence has been a hot topic in recent years. Hoacloeve autonomous maneuvers in a
complex marine environment in a safe, efficient, and low-cosnner is a fundamental task that ocean
engineers face. This paper presents a two-stage trajeptamping scheme to address the minimum-
time maneuvering problem in close-range encounters. Thense is robust and versatile, as it can deal
with the complex spatial variability, such as sea curretatesconstraints, marine traffic, and physical
constraints, of close-range maneuvering. In the first stagdirected graph with variable length is
generated according to the sea current distribution. A fwamesearch is applied on the graph to explore
the reachability, the cost of state constraints, and theafi€ollision. After a discrete solution has been
found, the second stage involves searching for a smootHi@oluA Bézier curve based parameter
optimization approach is proposed to get rid of limited nmgvidirections in the directed graph and
explore around the discrete path. The result will be a npéiral, smooth path. The proposed scheme
has been tested to solve the Zermelo's ship steering prodtehseveral other close-range maneuvering
problems. The results demonstrate that the scheme is efficiegenerating smoothed minimum-time

trajectories for surface vessels when maneuvering in gi@msge encounters.
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NOMENCLATURE

Ship position and orientation.

Ship surge speed and total speed.

The thrust direction of the ship and the maximum angularargi®f the thrust.
The travel time to reach the final state.

Sea current velocity and direction.

The changes of velocity magnitude and angle of sea current.

Node’s interval and its maximum connection length.

The state of the own ship.

The set of the static and dynamic obstacles.

The dimension of the own ship, the static obstacle and thamyjsobstacle.
Vertex format ofD,y, D, and D,.

The array of clearance distances of the static and dynanstacles.

The position of the static and dynamic obstacles.

The velocity and orientation of the dynamic obstacles.

The cost function for initial and final states.

The time constant used ifi.

The radius defined i/;;.

Position control parameters for the connection point amdcintrol point.
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. INTRODUCTION

Interest in developing advanced vessels that have indelig and are capable of executing
different levels of autonomy for maritime operations hasréased in recent years. The term
“levels of autonomy” is often used to describe the degree hickvthe vessel can act on its
own. Autonomy can range from a vessel being completely oblatt by human, to being fully
autonomous and without any interaction from humans. In soases, subtasks of a maritime
operation can be fully autonomous. For example, ship néeigan the open sea can be nearly
fully autonomous, while passing narrow waters is more {ikelrequire close human supervision
and decision making, or even full human-operation.

To pave the way for autonomous ships, economic, regulatodytechnological factors need
to be brought together to build up the requisite level of siiglligence. The autonomy of
modern marine vessels is steadily increasing through glyanteracting subsystems, including
trajectory planning, motion prediction, and thrust alkbma. These subsystems may be dedicated
to a specific, primary objective of the vessel or be part ofghaeeral essential ship operations.
Because it is challenging to achieve full autonomy for geln@i@itime operations, the industry
has been focusing on developing intelligent subsystemsgecific maritime operations, such
as the autonomous docking system from Rolls-Royce Marine A&rjdl Wartsila [2], and the
AUTOSEA project by Kongsberg Maritime [3]. This paper foeaon the maneuver subsystem
in line with that trend.

As the basis of autonomous ships, how to generate effectjectories is of great importance,
especially for complex maneuvering scenarios. Recently, ttaritime industry increasingly
demands surface vessels that can maneuver in close-ramgatinog areas, such as dynamic
positioning for wind turbine installation, towing boatsnarrow channels, and ship-ship docking
for loading/unloading. The limited working space, the fiosing, and the heading requirements
for operations and the marine traffic nearby constitute aptexspatial environment. In addition,
the presence of uncertainty, especially the environmeggLlrbations like wind, wave, and sea
current, increases maneuvering complexity [4].

In such a context, planning an optimal trajectory before atorsomous maneuver in the
close-range operating area is necessary, which incre&ggssafety to some extent. Indeed,
path planning has generated extensive interest for yehr3Ii@ primary goal of path planning

is to find a sequence of way points that connect the initial gredfinal configuration under
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certain physical constraints like acceleration limitatievhile optimizing goals, e.g., searching
for energy-efficient [6], time-optimal [7] or shortest patf8].

In general, solving a planning problem requires defining eodstructing a countable state
space and conducting efficient searches according to cestderia [5]. Work on this subject
dates back to the 1970s. Notable results include the patdietid method [9] and the elastic band
method [10]. However, these methods often reach a localnmim and are not easy to extend
to deal with complex constraints. Later work proposed sarggbased planning [11], [12], a
method using certain heuristics to discover and improvésomh-free paths. These algorithms
can satisfy complex constraints but take exponential seme. As a branch of path planning,
graph-based searepproaches such as the Dijkstra’s algorithm and4halgorithm have proven
efficient for solving path planning problems in a low-dimemal space [13], [14]. However,
the smoothness of thgraph-basedolutions depends on the discretized level of the stateespac
Coarse discretization improves the computational effigidng results in insufficiently smooth
paths. Therefore, researchers have sought smoothingdiegies, such as splines, polynomials,
and the Ezier curve[l15], [16].There are also lattice-based planners that use control Imode
primitives to search in state space [17], [18]. Such plasiaes suitable for complex scenarios, but
have a relatively low re-planning rate due to computati@oahplexity. To reduce the computation
time, a preferred solution is to use hierarchical approsdi&], where a high-level planner,
such as the designed planner in this paper, runs at a lonaretplg frequency to search for the
optimal trajectory within the entire domain, followed by mimnfrequency low-level planner to
deal with the local changes in the environment [I)r those path planning problems that can
be represented as a set of parameters, evolutionary meithddding generic algorithm (GA)
[20] and particle swarm optimization [21], plus reinforoemh learning [22], are applicable.
Recent work has proposed ways of utilizing optimization tetbgies for path planning based
on proper assumptions, including the gradient decent rdefp8|, the stochastic optimization
[24], the dynamic programming principle[25], and the omlmontrol method [26], [27], [28].

Regarding trajectory optimization for marine vehicles, toastant need to increase economic
feasibility under the premise of the vehicle’s safety maids various implementations of vehicle
routing systems [29]. Minimizing the travel time for velaslthat are subject to weather constraint
has attracted particular interest. Investigations haveegdly assumed that vehicles use constant
engine power as they sail, while varying their headings tovio a time-optimal path. Both

discrete and continuous solutions are available. FormastaSoulignac et al. proposed a Dijkstra-
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like algorithm using symbolic wavefront expansion to searoth the path and the departure time
for minimizing the travel time and verified the method in thegence of a time-varying flow

field [30]. Zeng et al. utilized a B-spline-based quantumipkerswarm optimization technique to

minimize travel time while maintaining simultaneous aatitime for all the participating vehicles

[31]. Rhoads et al. characterized the minimal time problenthef fixed speed autonomous
underwater vehicles as a Hamilton-Jacobi equation, whar lee solved using the extremal
field method [32]. Lolla et al. did similar work, except thaey utilized the level set approach
to repeatedly compute the reachable region until the goal @ involved [33].

Collision avoidance is not emphasized in the papers listevalsince the marine vehicles
are assumed to be operating in open sea; however, for vehitlelose-range operating areas,
collision avoidance becomes paramount, especially fooemers where the own ship (OS) is
required to give way to the target ship (TS) according to tbidiston regulations (COLREGS)
[34]. In fact, there have been attempts to create COLREGs ¢amiplath planning algorithms for
surface vehiclegn dynamic marine traffi¢35], [36], [37], [38]. As these works aim to explore
collision-free paths, environmental conditions are oftamplified or ignored. But trajectory
planning for autonomous maneuvering in close-range opegrairea cannot utilize any off-the-
shelf methods, due to its complex spatial variability.

Our ongoing project aims to develop intelligent digital m&iof autonomous ships to provide
life cycle services, ranging from risk assessment, trajgcplanning, prediction, and trajectory
tracking to force allocation. The present work focuses @fettory planning and proposes a
variant of the Dijkstra’s algorithm to address the closege maneuvering problem. The most
significant finding is that:

« The algorithm can generate a near time-optimal path foasarfehicles with nonholonomic
motion constraints. Unlike the traditional Dijkstra basadthods used for ground vehicles,
this algorithm is specially designed by taking the dynamarine traffic, the COLREGsS,
and the ocean current effects into account.

« Smoothing the obtained path while keeping it near-optima&hée second contribution of this
paper. Specifically, we propose a new approach to connegieBcurves withC? continuity.
Representing the obtained path as parameters of a grougaéBcurves and optimizing
through GA under the same criteria makes it possible to gémex similar but smoothed

path.
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Fig. 1. Sketch of time-optimal path planning for surface vehicles in clarge maneuvering mission: (sea currenty: vehicle

velocity in calm water and:: vehicle velocity over the ground).

[I. PROBLEM FORMULATION

This section describes the problem of time-optimal plagnih surface vehicles with both
interior and exterior constraints in close-range opegaaneas, together with an optimization

framework to address the problem.

A. Close-range Maneuvering

Maneuvering surface vehicles for close-range maritimeratp, e.g., steering the ship to-
wards an oil platform for loading goods, as depicted in Figadeds to not only guarantee ship
safety but also ensure that there is enough time and spadghdosubsequent operations. In

particular, the following aspects are of great concern erthission:

« Environmental disturbances. Wave, wind, and sea current are the main factors affecting
ship motion. However, missions are often executed in calratine¥ when wave and wind
are negligible. Thus the sea current is the dominant enwegrial impact considered here
[4]. Moreover, sea current is assumed to be time-invarianihé task, as changes occur on
the order of days [39].

« Thrust limitation: The ship has limited engine power, which means it cannot ¢etely
compensate for the effects of the sea current on the shipefidre, it is critical to take
advantage of the environmental impact during the manengeFfurthermore, the changes

of the thrust direction are restricted to the physical proee of active thrusters, e.g., the
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maximum angular velocity of an azimuth thruster. Therefdhe corresponding steering
ability should be identified [27].

. Collison avoidance: There are both static and dynamic obstacles in the missibe. T
difficulty is to navigate among them according to COLREGS, sifi&s may not be able,
or may choose not, to comply with the rules [37]. In additiship dimensions should be
taken into consideration for close-range maneuvering.earelnce constraint by expanding
the obstacles virtually is one of the possible ways to preeetlision [28].

« Surge velocity: Low moving speed over the ground is suggested, such thatilthiehas
enough time to respond to avoid collision. To this end, itftemassumed that the magnitude
of ship velocity in calm water is no greater than that of maximvelocity of the sea current
[26], [33].

« Ship orientation: A specific task will typically require a vehicle to have a pautar
orientation, especially its heading at the end positior].[4Dis applies to the close-range
maneuvering task when the ship is approaching the oil rigp Béading is also an important
element used for determining encounter types and asseassigj collision [41]. It therefore

plays a key role in decision making in the whole maneuveriragess.

B. Surface Vehicle Kinematic Model and Constraints

Considering the low surge speed requirement and the thmméation during close-range

maneuvering, the kinematics of a surface vehicle is expteas

T =wvcos(f) + ccos(a
(0) + ccos(a) )
y = wvsin(f) + csin(a)

where X = (z,y) is the position of the vehicley > 0 is the magnitude of vehicle velocity
in calm water;d stands for the thrust orientation in world frame;> 0 denotes the velocity

magnitude of the sea current; andrepresents the sea current orientation in world frame. The

angular velocity of thrust orientation is constrained by:
0] <6 (2)

whered refers to the maximum angular velocity. We assurremax(c); otherwise the vehicle

can move freely. Note sideslip is omitted here and the vehobves along the tangent direction
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of the path, as illustrated in Fig. 1. Thus, the vehicle’altatelocity and orientation angle is

determined by
u= TP

_ ]
¢ = arctan ¢

3)

Let P(t) := (X,0,¢) be the state of the vehicle (OS) ang be the time of reaching the
final state. In order to achieve collision avoidance, we @&sthe setS representing the static
obstacles’ positions and dimensions, and theI®elenoting the TSs’ initial states including the
position, the velocity, the orientation and the dimenseme, available. Given the OS’s dimension

Dy, and initial and final state$;, and £, the minimum time maneuvering problem becomes:

min ¢
0 f

Eq. (1) (2)

0 < Col(P(t), Dy, S) < 0

L Col(P(t), Dy, S) < 00 (4)
P(0) = P,

P(tf):Ptf

kt € [0,tf]
whereinCol(-) is the function of collision risk assessment, with valuessléhan infinity indi-
cating safe maneuver amongst obstacles.

Remark 1:Complete initial/final states may make the problem unsobiaBlelaxing the
constraints by involving only partial initial/final statesuch asX, (X, ¢), or (X,#0), renders
a solution to (4) possible [40].

C. Two-stage Trajectory Generation Scheme

To address the maneuvering planning problem listed in (4)yastage trajectory planning
scheme is proposed. An overall flowchart of this approachustiated in Fig. 2. The first stage
aims to use the wavefront search to find a discrete path ordargpresenting the maneuvering
working space. For each wavefront node, under the premiseaahability constrained by (1)
and (2), its cost is evaluated by the arrival time from theéiahistate, in conjunction with the
collision risk assessment via COLREGSs. As far as the wavefeatch reaches the final state,

a discrete solution is found.
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Fig. 2. Flowchart describing the two-stage scheme for close-rangeuwar planning problems.

Traditional graph-based sear@pproaches usually suffer from limited motion directioRer
example, in [30], only the nearest eight neighboring nodss lme accessed. Although refining
the grid and enabling the adaptive connection between nedastroduced in Section IlI-A, are
beneficial to increase possible moving directions to songgeds, a further optimization that is
immune to motion direction restriction is needed. This ikieeed in the second stage, which
attempts to search the space near the discrete solutiontaonab near-optimal, smooth result.
The grid constraint is eliminated by replacing the discpath with parameterizedé&ier curves
with C? continuity (see Section IV-A for details). Thus, the optiation turns into searching in
the parameter space of th&Ber curves, without considering any grid constraints. i@akes it

possible to obtain the optimized parameters constructiegBézier curves, which consequently
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form a smooth path.

I1l. WAVEFRONT SEARCH IN DYNAMIC ENVIRONMENT

The related work in Section | reveals that searching in thgesspace can start either from
the initial state to the final state as with the Dijkstra’saxlthm, or vice versa, as with the
Hamilton-Jacobi method. The former formulates the wavefsearch strategy, which explores
the outer boundary of the attainable region. By contrast dltterl evaluates the value function
of the state backward in time, from which a control law can keeayated along the negative
gradient of the value function. The advantage of the back#vwamarch technology is that it
provides a continuous solution. However, the approxinmatb the value function in the state
space is computationally expensive [26]. Furthermordyoalgh the backward search can find
solutions in a domain among static obstacles [40], it is rpliaable to dynamic obstacles.
This is because the backward search lacks time informatam the initial state to the current
state to estimate the state of dynamic objects. Therefongvafront search is preferable in the
two-stage scheme.

This section introduces the key elements involved in the §itage of the scheme in Fig. 2,
including how to establish a directed graph with variablarertions, judge node reachability,
and comply with COLREGs and user-defined initial/final states-eomplete the wavefront

search algorithm.

A. Directed Graph Generation

Let the working space for close-range maneuvering be unifodivided intom x n nodes,
with an interval of Al. The generation of the directed graph is based on the asmnmpit
the sea current vector on one node is similar to its connewgghbors, so that the sea current
on these nodes is considered consistent when the vehiclesrfoom the node to one of its
neighbors.

The similarity of sea current is defined as follows: For twam+z@ro vectors of sea curreat
andc;, as shown in Fig. 3a; is similar to ¢; only if their difference with respect to percentage

of magnitude is no greater thakc, and their angle difference is no greater than. That is,

les-lesll <
oo 5)

arccos(—i—) < Aa
leilllle;ll 7 —



IEEE JOURNAL OF OCEANIC ENGINEERING 11

. fai

—~

% Centernode —> Sea current vector
® Nodes connected to the center node
A Nodes not connected to the center node

(b)

Fig. 3. Generating a directed graph by using the concept of similarityaotgeent vectors. (a) Definition of similarity of sea

current vectors. (b) Example of how one node (the center nodejects to the neighbors via (5), wheke= 3.3Al, Ac = 0.1

and A« = 2°. Note that the outdegree of the center node is variable, depending amgtars’, Ac, and Ac.

where “” and “

" denote dot product and Euclidean norm, respectively. Ieoo zase of either
c; or c¢;, we still assume they are similar.

In addition, for each node, suppose there is a circle wittdausaof L. around that center node,
representing the maximum connection length. Combined V@fhtfie center node is connected
to all nodes within the circle that have a similar sea curredtor to that of the center node,
as in the example shown in Fig. 3b. As a result, each node irgémerated directed graph
has a variable number of connected neighbors, which not imcheases the possible moving

directions, but also ensures the consistency of sea cuiltgitg the motion.

B. Reachability

As mentioned above, the edge between two nodes in the dirgcéph shows rational spatial
relationship and sea current consistency. Nevertheledses not guarantee the reachability from
one node to the other due to (1) and (2). Suppose attitheavefront search, there is a search-
front noden; connecting to its neighbot,. Given the sea current vectat({;) anda(n,)), the
moving direction®, from n; to n;, andn;’s predecessor; which results in the minimal travel

time t*(n;) from the initial node ton;, reachability (from n; to n;) is to check whether:

(i) there is a proper thrust orientation angle:;) at n; such that the resultant velocity vector

(u(n;) and ¢(n;)) is exactly towards the neighbar,, i.e., ¢(n;) = &5 andu(n;) > 0;
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ni(t-1) n(t-1)

ni(t-1)
(©) (d)

Fig. 4. Geometric illustration of finding(n;) at n; that leads to resultant moving directier{n;) towardsn,. Taking the
end position of the vectofc(n;), a(n;)) as the center of a circle and the magnitude &fs the radius, there are four cases of
solutions, depending on the intersection(s) with the straight line betweemdn,. (a) No solution. (b) Unique solution. (c)

Two valid solutions. (d) Two solutions with one valid and the other invalid g¢epnted as the dashed line).

(i) the thrust orientation changing from(n,;) at n; to 6(n;) at n; must satisfy (2). Here,
we simplify the process such that the change of thrust aiemt happens only when the
vehicle arrives at a new node, and the process is untimed.

From a geometric perspective, the solution to (i) can beddiinto four cases, as illustrated in
Fig. 4. Indeed, substituting (3) into (1), multiplying thed sides of the equations and rearranging

the result yield the reachability constraint for (i):

sin(@(ny) — 0(n3)) = L sin(a(ny) — 6(ny)) 6)

(%
The solution relies on the right side value of (6). When itsohite value is bigger than 1, (6)
has no solution (see illustration in Fig. 4a). If its abseluélue equals 1, the unique solution as

depicted in Fig. 4b is expressed as:
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o(n,) = ¢(n;) — /2 if a(n;) > o(n;) @)
¢(n;)+m/2 otherwise

Otherwise, there are two solutions for (6) (see illustraiio Fig. 4c):

o) — § O) — enesin( sin(atn) = 9(n) @
¢(n;) + arcsin(“3 sin(a(n;) — ¢(n;))) — =
Note from Fig. 4d that for the case of two solutions, one ofnthmay be invalid due to
u(n;) < 0, resulting in an opposite moving direction away from Therefore, it is necessary
to bring (8) back into (1) and (3) to verify the result, and adoulateu(n;) as well.
If (7) or (8) exists, the travel time from; to n; will be:

dist(n;,ny)

u(n;) ®)

where dist(-) represents the connection length between the two nodes. Bsidasing the

t(ng,my) =

simplification in (ii), thrust orientation constraint is gessed as:
10(n;) — 0(ns)| < 0¢(ny, ) (10)

which indicates only when thrust orientation differenceiisaller thar ¢(n;, n;), moving from
n; to ny is considered reachable. Once the reachability,tds determinedy,’s arrival time
t(ng) = t*(n;) + t(n;,ny) is obtained, which can be used for collision risk assessnsae
Section 1lI-C.

Remark 2:From (9) and (10), longer connection lengtist leads to the constraint in (10)
being more relaxed. It is thus possible that for the two neigh of a single node with the same
®, but differentdist, the closer neighbor is unreachable but the distant neigisbeeachable.

This phenomenon follows the fact of steering a vehicle withupper bound on curvature [40].

C. Collision Avoidance

Collision avoidance is associated with both static obssasleh as oil platforms and dynamic
obstacles like TSs. Following the notations used in Sediid@) Table | lists the parameters of
the two types of obstacles used throughout this sectione M@t static obstacles are simplified

as a circle, while dynamic obstacles are represented agangte.
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TABLE |

NOTATION OF OBSTACLES PARAMETERS

Obstacle o
Parameter Description
type
) X, Obstacles’ 2D position
Static ) . . .
D Obstacles’ dimensions (in radius)
obstacles )
S The set of the whole static obstacles
X4 Obstacles’ 2D position
Dynamic Dy Obstacles’ orientation
obstacles Va Obstacles’ velocity magnitude over ground
(TSs) Dy Obstacles’ dimension (lengtk width)
D The set of the whole dynamic obstacles

Collision risk is assessed or), once its reachability fromn; has been determined. This indi-
cates its arrival time(n,,) from initial state and transition staté(t(ny)) = (X,,, u(n), 8(n,),
¢(n;)) are known §,, is the 2D position ofr;). Given the OS’s 2D dimensiof, (length x
width) and the sets := (X, D) andD := (X, ®4, V4, Dy), collision risk assessment ot

is expressed in an accumulative way:

R(ny) = Col(p(t(nk)), Do, S) + Col(p(t(nk)), Do, D)
= Z col(s;) + Z col(d;) (11)
;€S d; €D
whereCol(-) andcol(-) are the functions of collision risk assessment for one tyfpebstacles
and individual obstacle, respectively.

For conciseness, the shapes of the OS, the TSs, and theoistticles are converted from size
format Dy, D,, and D, into vertex formatQ),, ),, and(Q,, respectively. LeC, and C; be the
arrays of clearance distances for the two types of obstaslesreinVs; € S, Cy(s;) > Ds(s;)
andVvd; € D, Cy(d;) > ||Dq4(d;)||. They are the parameters that represent virtual circlegnaro
each of the obstacles. Only when the OS moves into any of tbeskes, is collision risk
considered.

For everys; € S, letdist(s;) = || X,,,—Xs(s;)|| for concise purpose. The collision risk between

s; and the OS is defined as a piecewise function:
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Overtaking TS's relative heading regions HH

(a) (b) ()

Fig. 5. Encounter situation for dynamic obstacles. (a) Encounter typ€OIrREGs. (b) Classification of encounter regions.
(c) High risk of collision on encounter situatioi®;, 71, O1T4, O2T5, O3Ts, andO4T}.

o0 if pOly(Xnk+R0Q07 QS(Sl))<O
Cs(s;)—Ds(s;)
col(sy)= { a D if D(s5)<dist(s:)<Ci(s:) (12)
1 if dist(s;)>Cy(s;)

wherein R, is the rotation matrix rotating point9, through an angle of(n;) about the origin
of the OS;poly(-) is the function to detect overlap of convex polygons, witluea smaller than
zero indicating polygons are overlapping [42]. The thregesain (12) stand for the risk factor
betweens; and the OS at;, where they collide, near far and far away, respectively.

For dynamic obstacles (TSs), predicting their future mot® needed. One of the simplest
predictions is straight line trajectories [37]. When the @&tin,, for everyd; € D, its position

is updated from the initial state:

cos(P4(d;))
Xa(di,t) = Xa(d;, 0) + Vy(d;) t (13)
sin(®y(d;))
Accordingly, based on the states of both the OS &rat timet(n,), their encounter type can be
determined. In COLREGS, the encounter situations betwee®@®and the TS are divided into
three types: head-on, crossing, and overtaking, as #itestrin Fig. 5a. The vehicles act either

to “give-way” or “stand-on”. The difference is the “give-wavehicle should alter its course,
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TABLE Il

ENCOUNTERTYPES ANDOS ACTIONS UNDERENCOUNTER SITUATIONS

Encounter type Encounter situation OS action
O1 Ty Give way
Head-on
02Ty, O3T, Stand on
O0-T5 Give way
Crossing O1T%, O1T3, O215, O315
Stand on
O3T3, O4Ts, O4T3, O4T}
] OTy Give way
Overtaking
02T, O3Th, OsTy Stand on

whereas the “stand-on” vehicle is suggested to maintaindtsse and speed. Inspired by [41]
and according to rules 13-18 in COLREGwe categorize the position af; with respect to
the position and heading of the OS into regions fromto O,, and the relative heading af
by comparing®,(d;) and ¢(n;) in regionsT; to T, as shown in Fig. 5b. In total, there are 16
encounter situations (ESs) representedji; format. Table Il lists these ESs and corresponding
action by the OS. Five of them, as illustrated in Fig. 5c, asastdered to be at high risk of
collision in this paper. Note that even though the OS is thiarid-on” vehicle in situation&;7;
and O,T}, the probability of collision still exists as the TS may ftol take action.

Collision risk assessment for TSs contains two phases. Thepirase checks the current
collision—when the OS arrives at;:

oo f pOly(Xnk—l—RoQo, Xd(dz)+Rde(dZ))<0
7’1 = (14)
1 otherwise
where R, stands for the rotation af),(d;) through an angle of,(d;) about the origin ofd,.
The second phags a variant of the closest point of approach, whadnsiders the near-future
collision by assuming the OS continues to move along thectime ¢(n;) with a forward speed

u(ny), and evaluates the risk in terms of the distard¢€(d;, t) between the OS and:

cos((n;))
sin(o(n;) 4o
dist(d;, t) = || X (t) — Xa(ds, t + t(np))]]
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wheret > 0 denotes the future time. By combining (13) and (18)st(d;,t) becomes a
convex function with respect té. Its minimum min(dist(d;,t)) exists when eithet = 0 or

t > 0, indicating that the OS and; will either depart forever, or come closer and then depart,
respectively. The latter case presents more danger, efigef@r the encounter situations in

Fig. 5. Therefore, the second phase risk assessment is diefnfollows:

1 if dist(d;,0) > Cy(d;)

_ Cq(dy) .
ry e min dist(d;,t)+e OtherW|Se

(16)

To =

wheree is a small positive constant; andis a piecewise function:

(

1 if argmin dist(d;, t)=0
t

Y= p if argmin dist(d;,t)#0 & ES in Fig. 5c (17)
t

K otherwise

wherep andq are constants satisfying> ¢ > 1. Consequently, collision risk faf; is expressed
as:
col(d;) = max(ry, ) (18)

The total collision risk in (11) will be used as a kind of cost the search among the wavefront

nodes, see Section llI-D.

D. Cost Evaluation

The constraints in (4) are converted into costs for evamaturing the wavefront search.
Besides costs from Section IlI-B and I1I-C, the co&tsandU;, for user-defined initial and final
states (denoted ak, := (X, 0o, ¢0) and P, := (Xy,,0;,,¢:,), respectively) are defined as a

function taking effect only on a specific temporal-spatiahtin:

T if 0<t<T,
Uy = (19)

1 otherwise
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and

lz=z¢ |l

eI || X - X, <G,

Utf -

1 otherwise

18

(20)

Algorithm 1: Dijkstra-like solver for close-range maneuvering problem

Data: Py = (Xo,20) and P, = (Xy,, ;)
Result: Nodes on the optimal path frol¥, to X,

N := set of nodes:

mapping X, to ng € N, and Xy, to n,, € N;

N¢(ng,ny) := n, connecting ton, by (5);

NB(nx) = {ny | NC(”xany)};
C(n,) := cost in path fromn, to n,;

prev(n,) := previous node of:, in path fromny;
K :={n, € N'| cost(n,)is known};
U = {n, € N'| cost(n,)is unknowr;

cost(ng) < 0;
for n; € N — {no} do

t cost(n;) < oo ;

K+ 0 andUd + N;
while U # () do

n; < argmin C'(n;);

nj cu

K<+ KU{n;} andU < U — {n;};
for n, € Ng(n;) do

if reachable(n;, ny) by (6) and (10)then

cost(nj,ny) = t(nj,ny) - R(ng) - Uy - Uy, by (9), (11), (19) — (21);
if C(ng) > C(n;) + cost(nj, ng) then

L C(ng) < C(n;) + cost(nj, ny);

prev(ng) = n;;

return prev;
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, Or

X—X¢,
IX=X¢ |

iy if | X—-X,,|<C
Ut — € H tfH tf (21)

f 1 otherwise
for the case of no orientation constraints on the final stategre 7, represents a fixed time
period; C;, stands for the radius of the circle centeredXat; z € {0, ¢} is the thrust/ship
orientation, corresponding to the user-defined paramefets € {6y, ¢} and 2, € {th, ngtf}.
Once the constraints in (4) are quantified as costs, an ajpmpatex solution to (4) can be
realized through a wavefront search, as depicted in AligariLl. Accordingly, the path with the
lowest cost (if it exists) is expressed as a set of nhodes wibked sequence obtained by reverse

iteration of the returned indexing vectpreuv.

V. PATH SMOOTHING

This section introduces a new smoothing method in conjanattith parameter optimization
technology for an exploration of a near-optimal path arotireddiscrete solution obtained from

Section llI.

A. Bézier Curve Connection

Bézier curves are a type of parametric curve that has beerywided in computer graphics

[43]. The parametric Bzier curve of degreé/ is usually expressed as:

G(n) = bin(n) Bi, nelo,1] (22)
=0

wheren is the parameter describing the interpolation of theziBr curve;B; denotes theth

control point of G; andb; »/(n) represents théth Bernstein polynomial given by:

M\ .
bi(n) = | n'(1—m (23)

(4

A Beézier curve is characterized by: (1) it starts af and ends atB,;; and (2) ByB; and
By_1 By are the tangent directions of G & and B,;, respectively.

Given there ared points fromO; to Oy in the discrete path obtained by Algorithm 1, path
smoothing involves constructing multipleeBier curves around the discrete path and joining them
smoothly, as shown in Fig. 6. Our previous work introducedethmod to join cubic Bzier curves

(M=3) with C* continuity [16]. Nevertheless, considering the constré®) and its relation to
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@ Bézier curve control point
B Discrete path point

A Connecting point
End

(On)

Oy 12, H2p, H2p

Fig. 6. Connection of 5th-order&ier curves withC? continuity. Each color line corresponds to &zer curve.

curvature, connecting &ier curves withC? continuity is neededt The following introduces a
method to join 5th-order &ier curves {/=5) with C? continuity.

There is a type of control points called connecting pointt #erve as the end of oneeBer
curve and the beginning of the otheeBer curve, as illustrated in Fig. 6. Suppose the conngctin
points are on each segment of the discrete path, excludengethments wit; andOy involved.
Thus in total, there ardf—3 connecting points used for joining/ —2 Bézier curves on the
discrete path. For eachégier curveG;, apart from the control points at each en,(and'Bs;,
respectively), the other four control points are desigmeblet evenly divided into two groups and
to be limited into the two adjacent segments of the discrath,ghat is/B; and‘B, on m
while ‘B; and'B, on m The purpose is to decrease geometric constraints to cbtwec
Bézier curves (see Remarks 3 and 4).

From (22), the 1st- and 2nd-order derivatives(gf with respect ton are determined by its

control points [45]:

*As one of the criteria for path smoothness evaluation, the paran@tricontinuity indicates the derivative @ (n) in (22)
w.r.t. n is continuousC? continuity is stricter, which requires both the first- and second-ordévades of G/() are continuous
[44].
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M-1
Gi(n) = MY bini-1(n) (Bia — By) (24)
i=0
Gz(n) = M(M-1) Zbi,M—z(U) (Biy2—2Bi11+B;) (25)
i=0

Since the polynomial functidn ;;(n) is continuous, botld/; (1) andG;(n) are continuous. Hence,
G, hasC? continuity for alln € [0, 1].

In order to join the(H—2) Bézier curves withC? continuity, for any two adjacent; and
Gi41, their 1st- and 2nd-order derivatives at the connectingtgbi, (“*'3,) must be continuous.
That is:

By = 1B,
Gi(1) = Gi1(0) (26)
Gi(1) = Giga(0)

Taking (24) and (25) into (26) with\/=5 yields the geometric requirements to achieveé

continuity:

g — QiB5 _ B,
| | o (27)
1B, = 4'Bs — 4'B, + 'Bs

Remark 3:Equation (26) reveals the dependence(®f; on ;. Note because the control
points ‘Bs, ‘B, and ‘B; are set on the segment,_,0;.,, "™'B; and "B, represented as the
linear combination of the three control points should b® dxated on the same segment, or
on its extension.

Remark 4:Locating low-order Bzier curves’ control pointsM < 5) on the discrete path
cannot guarante€? continuity. On the one hand, there até control points on each segment
of the discrete path due to the end-to-end connection betviézier curves (see Fig. 6 for
example). On the other hand, similar constraints to (27) mambtained in which five control
points are involved to achiew&? continuity. This implies at least one involved control pais
on neither the segment nor its extension. Therefore, thet@nt cannot be satisfied through

linear combination.
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B. Path Parameterization and Optimization

In the construction of”? continuous Bzier curves, there ar&i —5 points determining the
smoothness of the path, including—3 connecting points, an@(H—1) control points (two
control points on each segment of the discrete path, see@figHere we use percentage
representation instead of positions of these points tonpeterize the path. For connecting
points, letr;€(0, 1) be the percentage of the line segment. Thus, the positioheo€dnnecting

point can be expressed as:
z'.B5 = Oi+17—i + OZ‘+2(1 - Ti)7 1= 1, 2..H-3 (28)

In addition, parameters;;€(0, 1) and \,;€(0, 1) are utilized to represent the two control points

on each segment:

"By = Ogp1 i + Bs(1 — Ay
8= Oeahas - Bs(1 = o) i=1,2..H-3 (29)

'By = By + 'Bs(1 — \yy)
Similar representations are applied to the two control {gsoom the segment at each er(
B,, #72B; and #?B,).

Once the smooth path is parameterized by3tHe-5 parameters, which are-[ A1, Az], GAis
used to evolve these parameters for the optimal smooth pathhas the lowest risk of collision.
Note that the user-defined initial and final states will notchbanged due to the properties of
Bézier curves. Therefore, the codfs and U, in (19) — (21) are ignored in the optimization
process. For each individual in the GA generation, the spowading arrival time of all the points
on the smooth path can be estimated. Because the arrival firttee aliscrete path is known
from Section IlI-B, it is intuitive to estimate the arrivahte of the connecting point in Fig. 6
via the geometric relationship between the adjacent dsgreints:

I'Bs—Oss|
HOi+1_Oi+2H

The rest points on the smooth path can be calculated in the saay but use the curve length

t('Bs) = t(Os1)+(t(Os42) —t(Oi11)) (30)

rather than segment length to estimate the arrival time. ddreesponding vehicle speed can
thus be obtained if we assume the speed along the curve ofdj@cemt connecting points is

constant.
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The curvature of the discrete path can be calculated in thediage of the scheme by using
its definition p;=|d¢/ds| (heres denotes the curve length). Also, it is straightforward téaab
curvature for theth Bézier curve by using (24) and (25) for comparison:

|GGy - GGy
[elil

whereG=(G,, G,) andG=(G,, G,). In GA, if the curvatures of the smoothed paths are smaller

(31)

than those of their counterparts, the corresponding individuals with low cost from collisio
avoidance in (11) are selected to perform GA operationutioly crossover and mutation to
breed a new generation. The process will be repeated uatietimination condition, such as the
maximum number of generations, has been reached. Aftergtimiaation, the resulting path

is close to the discrete solution but smooth with continuity.

V. EXPERIMENTS

To verify the correctness and effectiveness of the path rgéed by the proposed approach,
a benchmark test and a series of experiments, includinigliibd final state constraint, thrust
constraint and collision avoidance, were condudted computer equipped with 2.60 GHz i7-
6600U CPU and 8 GB RAM

A. Comparison with Benchmark

The Zermelo’s ship steering problem is a well-known optetian problem that can be solved
analytically [46]. Here we use its solution as the benchnzarit compare it with the result from
our approach.

Ship dimension is negligible in this problem. Suppose a ghipitially positioned atX,=(3.66,

— 1.86) with a thrust orientatiory=105°. Zermelo’s problem is to steer the ship at a constant
speedv=1m/s through a sea current field=(—y,0) to reach the positionX;,=(0,0) in

minimum travel time. In other words, the problem can be esged as a simplification of (4):

min 1
(Eq- (1)

s.t. PA0) = (Xo,6) 2
P(ty) = X,
k1t € [0,y
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TABLE 11l

PARAMETERS OFWAVEFRONT SEARCH IN ZERMELO' S PROBLEM

Description

Parameter Value
mXxXn 401 x 201
Al 0.02m
L 0.2m
Ac 0.1
Aa 2°
To 0.5s
Ct,y 0.3m

Number of nodes in the directed graph
Nodes’ intervals

Nodes’ maximum connection length
Allowed current magnitude change in (5)
Allowed current orientation change in (5)
Time threshold in (19)

Distance threshold in (20)

== m=w Path by analytical solutio .
= Path by proposed approach

Sea current magnitude [m/s]

—_ —- — — — —  —

—_— = > —> =  —>  —>

o R
0 1 2 3 4

x [m]

@

250 T T T T

= = = Steering by analytical solution
Steering by proposed approg

150

100 1 1 1 1 1

Fig. 7. Comparison between the analytical solution and the proposedagbpin Zermelo’s problem. (a) Comparison of the
planning paths. The arrows represent thrust orientations. (b) G@sopaof thrust orientation.



IEEE JOURNAL OF OCEANIC ENGINEERING 25

The two-stage scheme was carried out and the parametergsetar the wavefront search
are listed in Table Ill. Since there are neither thrust aamsts like (2) nor obstacles in the
application, Algorithm 1 with simplified cost from (19) an@1) was conducted, resulting in a
discrete path containing/=40 points. After100 generations of evolution through GA, the path
was further optimized toward acceptable smoothnkgsok 156s to complete the experiment.

From Fig. 7a, the shape of the computed path is similar to @ahahe analytical path. The
vehicle is drifted more to the right at the beginning due te #tcumulated error of steering
caused by the granularity of the directed graph. Accordmgrig. 7b, however, the degree of
steering is compensated back after abdtits when the vehicle passé€8.7,1.0) using a thrust
angle of 180°. Furthermore, the travel time along the computed path.38 s. Compared to
5.46 s, the minimum travel time in theory, the time error is as lowl&®%.

The similarity in terms of both path shape and travel time olestrates that the two-stage

trajectory planning scheme is a suitable approach for géingra near time-optimal path.

B. Path Planning under Initial and Final State Constraints

Gyre flow is one type of spatially complex sea current causeavind movements. In this

section, the proposed approach was applied in simulategsgyiwven by Cartesian format:

cx(z,y) = —sin(zm/250) cos(ym/250) (33)

cy(x,y) = cos(zm/250) sin(ym/250)
The working space is set 0 mx500m. There ar€201 x 201 nodes evenly distributed in this
scope. A directed graph was generated by setfind0m, Ac=0.1 and Aa=2°, respectively.
Suppose the OS has a dimension/g=82 m x23 m, and its initial and final positions are both
at the center of a gyreXo=(125m, 125m) and X;,=(375m, 375m).

The optimization problem here is the same as (32), but diffeom i) adding (2) with
thrust angular speed limi{=18°/s; and ii) setting a stricter initial and final states consttai
P(0)=(Xo, ¢o) and P(t;)=(X;,, ¢:,). Note that the ship heading is the main concern in this
experiment. The related parameters for initial and finaestare set ag,=10 s andC;,=20m.
Traversals of initial and final states withjr-180°, 180°] x [—180°, 180°] under different vehicle
velocity v€(0, 1] m/s were conducted.

For conciseness, Fig. 8 shows only optimal trajectorie®utitree different vehicle velocities,

as well as the corresponding results for the most time effigiath under that velocityfeach
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Fig. 8. Solutions for the “initial and final state constraints” optimization pnobieith respect to different vehicle velocities.
(a) v=0.3m/s. (b) v=0.6m/s. (c) v=0.9m/s.

TABLE IV

STATISTICS OFMINIMUM -TIME PATHS FORTHE “I NITIAL AND FINAL STATE CONSTRAINTS' OPTIMIZATION PROBLEM

vm/s|  ¢o[’] e, [°]  ts[s] sfm]  a[m/s]
0.2 0 120 1797.78 112368  0.62
0.3 0 135 103329 708.80  0.69

0.4 180 180 775.23 580.67 0.75
0.5 180 -100 615.78  495.76 0.81
0.6 180 -80 518.92  462.13 0.89
0.7 180 -60 449.71 44341 0.97
0.8 180 -50 398.66  431.33 1.08
0.9 90 -30 358.42 399.28 111
1.0 90 -30 324.02 396.27 1.22

successful search took about 120s of computation titne worth noting that among the optimal
trajectoriespoc{0°,90°, 180°} dominates the majority; and the applicable rangepfincreases
with the growth of vehicle velocity. Table IV lists the resulof minimum-time paths among
the solutions of all possible initial and final state constsafor each specifiec(0, 1] m/s. We

found that wherv<0.2m/s, the target position is unattainable. But for0.2m/s, the vehicle
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Fig. 9. Solutions for the “thrust angular speed limit” optimization problem wepect to different dimensions of static obstacles.
(@) Ds(s1)=30m. (b) Ds(s1)=60m. (c) Ds(s1)=90m.

can ride the sea current (see the averaged total speedlable 1V) to reach the destination
while satisfying (2).

Note that not all combinations af, and ¢;, have a solution. As described in Remark 1,
this is because too-strict constraints make the probleroluasle. In fact, setting the constraint
on the final state is more practical, since it involves subeatjmaritime operations after the
vehicle has arrived at the destination; in contrast, amjgghe initial state becomes simpler, as

the working space near the ship is wide and open.

C. Path Planning under Thrust Angular Velocity Limit

This section investigates the influence of thrust anguléwciy limit 6 for path planning in
gyre flow. The scene in Section V-B is adopted (includiXig X;, and D, of the OS, and gyre
parameters). A static obstaclewith a variable radiu®;(s;) located atX(s;)=(250m,290 m)
is added to block the minimum-time paths in Fig. 8 to the desidon. The clearance distance
for s, is set to half the width of the OS wider thab;(s;), i.e., Cs(s1)=Ds(s1)+11.5m, so
as to prevent collision when the OS passesshyAs there are no heading constraints on both

initial and final states, the optimization problem with thir@angular velocity limit is expressed
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as:

min ¢
0 f

4

Eq. (1) (2)
0 < Col(P(t), Dy, 1) < 00 (34)
s.t. P(O) = X()

P<tf) :th

Lt € 0]

The experiment was conducted under various obstacle’srdiioes D;(s;)€[30 m, 90 m| by
setting vehicle parameters=0.7m/s anddc(0°/s, 18 °/s]. The computation time for successful
search depends ab,(s;) andd, ranging from 101s to 149:ig. 9 illustrates the time optimal
paths for three cases @¥,(s;). With the growth ofj, these paths in each case can be roughly

divided into three categories:

« G,: When¢ is small, which indicates that the OS has a poor steeringhliie OS is able
to pass bys; from below to reachX;, in longer travel time.

« G,: Improving the OS’s steering ability by applying a higherualof § to the planner
results in better solutions. The OS traveIsX@f in shorter time if it can pass; from
above.

« G.: Further increasing cannot help to find trajectories with shorter travel timeisTineans
the angular speed limit no longer has any effect. Thereferés the set of identical solutions

representing the minimum-time path.

The lower part of Fig. 9 depicts the maneuvering result& of It reveals that with the increase
of D,(s;), achievingG., requires an improved steering ability (see the valuenak{|d|} in the
figure for example).

Table V summarizes the required angular speed limit andviésaged travel time, for the
three groups of paths. It has been found that there is noisoltdr too small§; for example,
§<0.3°/s for Ds(s1)€[30m,60m|, andd<0.4°/s for Ds(s1)€[70m,90m]. The difference in
minimum valid § occurs inG, when Dg(s;) changes from60m to 70 m, which results in the
decrease of number of solutions, as well as a decregsedrom G, to G, it is clear that
increasingd can maket; decrease, which reveals the fact that vehicles with higkessring

ability are more suited to close-range maneuvering.



IEEE JOURNAL OF OCEANIC ENGINEERING

SCcOPE OFTHRUSTANGULAR SPEED AND AVERAGED TRAVEL TIME FOR G, G AND G,

TABLE V

D (s1) il Ga i Gy i G. i
6[°/s]  tgls]  o°/s]  tyls]  O[°/s]  tfls]
30 [0.3,1.2] 553.16 (1.2,7.7] 482.49 (7.7,18] 479.42
40 [0.3,1.1] 616.72 (1.1,8.2] 502.05 (8.2,18] 497.18
50 [0.3,0.9] 823.81 (0.9,11.0] 528.29 (11.0,18] 521.18
60 [0.3,1.2] 840.92 (1.2,10.4] 553.83 (10.4,18] 549.77
70 [0.4,1.2] 781.47 (1.2,10.3] 588.41 (10.3,18] 583.56
80 [0.4,1.3] 790.71 (1.3,9.2] 627.44 (9.2,18] 623.37
90 [0.4,2.4] 733.15 (2.4,14.6] 670.70 (14.6,18] 669.39

THE POSITIONS, ORIENTATIONS, AND VELOCITIES OFTSs

TABLE VI

Dynamic obstacles Xg4[m] ®4[°] Va[m/s]
TS (50,200) 10 0.55
TS, (125,400) —100  0.60
TS (425,450) —150  0.45
TS, (200,450) —15 0.15
TSs (450,50) 180  0.40
TSs (250,200) —30 0.65
TS (450,350) —90  0.20

D. Path Planning with Multiple Obstacles

29

The experiment was carried out to verify the possibility oflision avoidance among multiple

close-range encounters. We continued to use the scenetiord¥eC, including X, X;, and D,

of the OS, and the gyre parameters. Four static obstaclés thvd same radius db;(s;)=30m

and clearance distancg;(s;)=D;(s;)+11.5m, are located af200 m,400m), (250 m,290m),

(300m, 125m) and (375 m, 200 m), respectively. In addition, there are seven dynamic olestac

from TS to TS; involved in the experiment, with their initial states lidten Table VI. Their

dimensions are set the same as the OS. The optimizationepnobkre is the same as (4).

The related parameters for the OS and the TSs are set@§m/s and §=18°/s, To=0s,

Ci,;=20m, C43=90m, p=1000 andg=10, respectivelyThe computation time for this experiment
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Fig. 10. Solutions for the “multiple obstacles” optimization problem with respclifferent number of TSs. (a) 2 TSs. (b) 3
TSs. (c) 4 TSs. (d) 5 TSs. (e) 6 TSs. (f) 7 TSs.

increases from 144s to 187s with the growth of number of TSs.

Fig. 10 shows six test cases with a different number of TSde Nwat for each test case, an
extra TS is added to arrange around the planed path from #wops test case. The purpose is
to examine how these minimum-time paths evolve with theease of TSs. In order to avoid
collision with TSs, Fig. 10a, 10b, 10d, and 10e reveal thatglanner tries to slightly change
the OS’s course at the place where the sea’s current magnigucklatively small. If changing
course cannot guarantee the reachability or collisiondare, a new path will be explored, as
depicted in Fig. 10c and 10f.

There are head-on, crossing and overtaking between the @3hanTSs in Fig. 10. The
experiment does not identify any instances of high risk of (B& Fig. 5c). This is consistent
with (17), where high risk of ES corresponds to high cost.ldall lists the closest ES for

each test case, together with the minimal distance and e Wwhen it happens. According to
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TABLE VII

CLOSESTENCOUNTERSITUATIONS IN FIG. 10

Test Min. Time of Encounter
Encounters
case dist. [m] min. dist.[s] situation
2TSs O0OS&TS 42.46 239.80 02Ty
OS & TS 42.46 239.80 02Ty
3 TSs
OS& TS 32.27 422.70 02Ty
4TSs O0OS&TS 49.21 549.51 04T
OS & TS 45.88 570.65 04Ty
5 TSs
OS&TS 25.03 246.74 03Ty
OS & TS 37.61 614.36 O4Ty
6 TSs OS&TS 27.98 243.29 02Ty
OS& TS 54.25 345.89 02Ty
OS & TS 58.74 358.34 02T
7TSs OS&TS 42.46 239.80 02Ty
OS & TS, 51.66 741.63 04Ty

Table 11, the OS in these closest ESs is “stand-on”, whichceigs the OS is safe even when
the TS is within the circle of clearance distance.

We have also verified successful trajectory planning in otases ofX, and X,; with non-
zero sea current velocity. Considering the length of the pape results are not shown here.
From the experiment, we demonstrate the effectivenesseptbposed planning method for

collision avoidance in complicated close-range encoustenarios.

E. Discussion

This section discussethe tuning of planning parametershe key factors of maneuvering
ability, and the compliance with COLREGSs for close-range enters in the complex spatial
environment.

The proposed planner mainly contains three groups of adjlesparameters. The first group
of parameters includingr, n, Al, L, Ac and A« is used to model the sea current distribution.
As illustrated in Fig. 3, these parameters determine thebenmf nodes and connections of
the directed graph. An empirical setting of,n € [50,500], L € [Al,10Al], Ac € (0,0.2]
and A« € (0°,4°] would balance the computational complexity and the reathafor close-

range maneuvering applications. The second group is wdired parameter$;, and C,; used
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for cost evaluation in initial and final states. From (19) 4)(2these parameters should be
kept in a relatively small and reasonable range, €g.c (0s,10s] and C;y € (0m,30m],

to prevent the resultant trajectory from violating theiaditand final state constraints. The last
group is collision avoidance related parametérsandC,, and their values depend on OS’s and
obstacles’ dimensions. For ship safety, it is suggeste@tt¢’sat least half the width of the OS
wider thanD,, and setC, longer than the sum of length and width bf;, respectively.

Maneuvering ability refers to botlhhands according to (1) and (2). From Fig. 4, a higher value
of v will have greater possibility of finding solutions, therebyproving reachability to neighbor
nodes. This is consistent with practical applications assldiso been verified in Fig. 8, in which
the number of obtained paths increases whencreasess also has an effect on maneuvering.
As illustrated in Table V, when is relatively high, the influence of becomes more prominent.
This makes sense, given that a higher value @brresponds to a shorter travel time to reach
available neighbors. From (10), however, the range of vlidst orientation will be narrowed
down accordingly. That is why, in most close-range manengeapplications, using a high value
of § on the vehicle is preferable.

Regarding the compliance with COLREGs for the proposed planiner closely related to
how the COLREGSs are implemented. In the COLREGS, the “give-wafiicte is suggested
to take action as early as possible to keep the way clear. Thtegy in (17) interprets the
COLREGs in a similar way in that the OS keeps the TSs out of a gafe ia case there is
a high risk of collision. Fig. 8 and Table VII verify the cooteess of the idea. The planner
may not completely follow rule 6 in the COLREGsS, that is, to gudee the OS to pass by
obstacles using a safe/low speed, due to the conflict witlopiienization goal. The assumption
of constantv in the kinematic model may be the other factor that makes ppba. Utilizing
variablewv is promising to address the problem, as at least it will bebeial to deal with dense
traffic scenarios. But a full understanding of the use of \deia is beyond the scope of this
paper and will be investigated in future work.

To sum up, the proposed planner takes both maneuveringyabitid the COLREGS into
account andf the planning parameters are well tuneis capable of generating time efficient
paths under various constraints, ranging from sea curofistacles, and initial and final states,

to thrust orientation.
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VI. CONCLUSION

Intelligent trajectory planning is the crucial element eft@homous ships for the next gen-
eration of marine transportation systems. In this paperhese investigated the time-optimal
trajectory planning in close-range encounters. Considetivat the surroundings of a surface
vessel during maneuvering create complex spatial vaitygbiicluding sea current, marine traffic,
and constraints from initial and final states, a two-staggttory planning scheme is proposed.
In the first stage, a directed graph with variable connecitwoestablished. The reachability,
the risk of collision, and different states constraintsed@ine the maneuvering cost. Through
a wavefront search, a discrete solution can be obtained.didoeete path is parameterized as
multiple Bézier curves connecting with’? continuity in the second stage. Searching in the
parameter space via GA provides a way to explore the dispaite By using the same cost
criteria in the wavefront search, the solution will be a retimal but smooth path. Through a
benchmark test and experiments with respect to maneuvabitity and COLREGs compliance,
we confirm the effectiveness of the planner for generatingramnum-time path in close-range
maneuvering.

Based on the current work and the discussion in Section VAdrduefforts will be made to
(1) apply variable vehicle velocity to the kinematic modeldaefine the two-stage scheme to
address the corresponding optimization problé2);use hierarchical approaches to improve the
proposed planner and thus increase the re-planning freguand (3) combine the proposed
planner with a trajectory tracking controller to achievéom@mous maneuvering in a professional

simulation platform.
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