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Figure 5.33 shows the generation term 𝐽𝐺 , the recombination term 𝐽𝑅, and the diffusion term 

𝐽𝐷, plotted as functions of 𝑥 for the case of open circuit. The diffusion term and the generation 

term have nearly identical shapes, explaining why the concentration profile is flat in Figure 

5.30. The flat concentration profile in Figure 5.30 also explains the flat recombination profile 

in Figure 5.33. Lastly, it can be noticed that Figure 5.33 and Figure 5.26 are very similar, and 

considerably different from Figure 5.18. 

 

Figure 5.33: Plot showing the modelled generation term ( 𝑱𝑮), recombination term 

( 𝑱𝑹) and diffusion term ( 𝑱𝑮), as a function of 𝒙. The terms are modelled for the case of 

open circuit. The figure is calculated for the DSSC made with AFB8-dye. 

 

  



      
 

71 

 

Figure 5.34 shows how much of the incident light which has been absorbed and injected into 

the titanium dioxide for a given 𝑥. The profile is almost linear compared to Figure 5.18, and is 

quite similar to Figure 5.27. As expected, ~70% of the light is captured. This was as expected 

because the injection efficiency was set to 1, the IPCE was measured to 70%, and the 

previous figures in this section have shown that there is little recombination. 

 

Figure 5.34: Plot showing how many percent of the incident light which has been 

absorbed at a given depth in the cell, given by 𝒙. The plot is calculated from the model 

for the DSSC made with AFB8-dye. 
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Figure 5.35 shows the total amount of electrons that recombine, are injected, and the current 

from the DSSC. There is practically no recombination for potentials below 0.4 V, in contrast 

to Figure 5.20 and Figure 5.28. All the electrons that are injected at short circuit results in a 

current. 

 

Figure 5.35: Plot showing how many electrons that are injected into the cell, how 

many which result in a current going out from the cell and how many which recombine 

as a function of the potential over the cell. The figure is calculated for the DSSC made 

with AFB8-dye. 

 

  



      
 

73 

 

Figure 5.36 shows the modelled power conversion efficiency as a function of 𝑑. The AFB8 

DSSC will have an improved efficiency by increasing the thickness. The optimum thickness 

appears to be thicker than 35 μm according to the model. It can seem like the efficiency goes 

asymptotically towards about 15 % with increasing thickness. 

 

Figure 5.36: Plot showing the efficiency for a DSSC based on AFB8 as a function 

of the titanium dioxide layer thickness, for the case of 𝜼𝒓𝒆𝒇𝒍 0.5.   
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5.2.4 Selected parameters’ effect on the IV-characteristic 

The effect on the IV-characteristic when the parameters 𝑘0, 𝐷0, α and β are varied is studied 

in this section. The model for both the AFB8-cell and the N719-cell is studied. The 

parameters are set as shown in Table 5.2. 

Figure 5.37 shows the effect of varying 𝑘0 by a factor of 100 in the model for the AFB8-cell. 

All other parameters were kept constant. Decreasing 𝑘0 by a factor of 10 results in a 

considerably higher obtainable potential, but no change in the maximum obtainable current. 

Increasing 𝑘0 by a factor of 10, results in a somewhat lower current, and a considerably lower 

potential. 

 

Figure 5.37: Plot showing the modelled IV-characteristic for a DSSC based on 

AFB8, for three different values for 𝒌𝒐.  
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Figure 5.38 shows the effect of varying 𝐷0 by a factor of 100 in the model for the AFB8-cell. 

All other parameters were kept constant. Decreasing 𝐷0 by a factor of 10 results in a barely 

noticeable decrease in the maximum current. Increasing 𝐷0 by a factor of 10 has no visible 

effect. 

 

Figure 5.38: Plot showing the modelled IV-characteristic for a DSSC based on 

AFB8, for three different values for 𝑫𝟎.  
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Figure 5.39 shows the effect of varying 𝑘0 by a factor of 100 in the model for the N719-cell. 

All other parameters were kept constant. Decreasing 𝑘0 by a factor of 10 results in greatly 

increased current and potential. Increasing 𝑘0 by a factor of 10, results in greatly reduced 

current and potential. 

 

Figure 5.39: Plot showing the modelled IV-characteristic for a DSSC based on 

N719, for three different values for 𝒌𝟎.  
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Figure 5.40 shows the effect of varying 𝐷0 by a factor of 100 in the model for the N719-cell. 

All other parameters were kept constant. Decreasing 𝐷0 by a factor of 10 results in a slight 

increase in potential, and a large decrease in current. Increasing 𝐷0 by a factor of 10 gives a 

slight decrease in potential, and a large increase in current. 

 

Figure 5.40: Plot showing the modelled IV-characteristic for a DSSC based on 

N719, for three different values for 𝑫𝟎.  
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Figure 5.41 shows the experimental IV-characteristic, the default model, and the model where  

𝛽 has been varied from 0.33 to 0.75. The parameters 𝜖, 𝑛0, 𝑘0 and 𝐷0 were adjusted anew as 

described in section 3.4.2.3. Decreasing 𝛽 decreased the fill factor, but not in such a way that 

the experimental curve and the modelled curve ended up overlapping. The model became 

unstable if 𝛽 was set larger than 0.75 or lower than 0.33.  

 

Figure 5.41: Plot showing the modelled IV-characteristic for a DSSC based on N719, 

for four different values of 𝜷.  The values used for 𝜷 were 0.33, 0.5, 0.75, in addition to 

the original value of 0.63. The curves for 𝜷 = 0.33 and 0.5 can be seen to the left of the 

original model, with 0.33 being to furthest to the left. The value of 0.74 can hardly be 

distinguished from the original model. 

𝛼 was also varied slightly, in the same way as 𝛽. However, it did not influence the shape of 

the IV-characteristic, and the figure is therefore omitted. 
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6 Discussion 

6.1 Extension of model to include small amplitude perturbation 

This section discusses whether the extension of the diffusion model to include small 

amplitude perturbation was successful or not. Both experimental and modelled results are 

discussed to do so.  

 

6.1.1 Experimental and modelled small amplitude perturbation  

This sub-section discusses how the modelled IMPS and IMVS spectra compare to the 

experimental IMVS and IMPS spectra. 

Both the modelled IMPS spectrum and the modelled IMVS spectrum fit well with 

experimental data for the N719-cell, but the IMVS spectrum has the best fit, ref Figure 5.7 

and Figure 5.10. Both spectra fit better when the titanium dioxide thickness 𝑑 is reduced to 10 

μm, ref Figure 5.8 and Figure 5.11. The IMVS spectrum becomes slightly narrower with the 

reduction of 𝑑, while the IMPS spectrum broadens and has a change of shape at its lower part, 

as can be seen in Figure 5.9. The model manages to reproduce the non-symmetrical shape of 

the experimental IMPS spectrum, except for at the highest frequencies. The mismatch at the 

highest frequencies is however attributed to experimental error, since positive IMPS response 

has not been reported in the literature earlier as far as the author knows. 

The modelled IMPS spectra fit better with 10 μm than with 15 μm, but still not excellently. 

This might be due to simplifications in the model, or it could be because neither 10 nor 15 μm 

is the correct value for the thickness parameter. It is however hard to know which of these 

reasons is the correct one. One way to determine whether it is the model or the thickness, 

would be to perform profilometer measurements with a higher accuracy. The accuracy of the 

thickness measurement used in this work is too low to conclude why the fit is not better, when 

the measured thickness of 15 μm has an uncertainty giving a lower bound at 10 μm. Another 

way to determine whether it is the simplifications in the model or the uncertain thickness that 

cause the non-perfect fit, would be to calculate the IMPS-spectrum for all relevant values of 

𝑑. It would then be possible to see whether any of the spectra give a very good fit.  

Calculating IMPS-spectra for many values of 𝑑 might also prove to be an indirect way of 

estimating 𝑑. If the spectra for the different values of 𝑑 are distinct in shape, and only one 

matches the experimental spectrum, then that would give an indication of what the value of 𝑑 

is. Figure 5.7, Figure 5.8 and Figure 5.9 show that the shape of IMPS-spectra have a large 

dependency on 𝑑, suggesting that the shape might be used as a “fingerprint” to find the 

correct 𝑑. Calculating the IMPS-spectrum for a given value of 𝑑 does however demand a 

complete fitting of all the parameters. This is a time consuming process, and was therefore 

only done with 10 μm and 15 μm. The process in Figure 3.1 would need to automated before 

it would be practical to use the model to determine 𝑑.  

The parameter 𝜂𝑟𝑒𝑓𝑙 was unknown, and was a potential source of uncertainty. It was briefly 

investigated, as mentioned at the end of section 5.2.1.2. Varying 𝜂𝑟𝑒𝑓𝑙 had practically no 
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effect on neither the modelled IMVS nor the modelled IMPS spectrum for the N719-cell. This 

can be explained from considering Figure 5.16. Figure 5.16 shows that practically all the light 

is absorbed on its way through the titanium dioxide layer, and putting on a reflective layer 

will have minimal effect, because there is a minimal amount of light that can be reflected.  

On the AFB8-cell however, based on brief measurements, varying 𝜂𝑟𝑒𝑓𝑙 had the same effect 

as varying Φ𝑠𝑠 or 𝜖. The minimum of the IMPS and IMVS spectrum was moved horizontally 

to higher frequencies when 𝜂𝑟𝑒𝑓𝑙 was increased. This was as expected, since Figure 5.31 

shows that an increase in 𝜂𝑟𝑒𝑓𝑙 will increase the generation term. These details on 𝜂𝑟𝑒𝑓𝑙 are 

unfortunately not prioritized in this thesis. What is worth noticing about 𝜂𝑟𝑒𝑓𝑙 is however that 

it did not influence the shape nor the width of the IMPS and IMVS-spectra. This is important, 

as that it increases the likelihood that the shape of the spectra can be used to determine 𝑑. If 

both 𝜂𝑟𝑒𝑓𝑙 and 𝑑 were unknown, and both influenced the shape of the spectra, then it would 

be a chance that several combinations of 𝜂𝑟𝑒𝑓𝑙 and 𝑑 that could give the same shape. When 

only 𝑑 influences the shape however, then there is a much higher chance that a certain value 

of 𝑑 can be linked to a certain shape of the spectra, so that 𝑑 can be determined. 𝜂𝑟𝑒𝑓𝑙 on the 

other hand, seems hard to separate from 𝜖, because they have same effect on all the 

experimental data presented in this thesis. 

All in all, the model seems capable of reproducing experimental IMVS and IMPS spectra. 

This supports that the extension of the model presented by Anta et al. to include small 

amplitude perturbation was successful. The slight mismatch between experimental and 

modelled IMPS-spectra may be due to the large uncertainty in the thickness parameter 𝑑. The 

shape and width of the IMPS-spectrum showed an interesting and somewhat unexpected 

dependency on 𝑑. This dependency might be possible to utilize to determine the value of 𝑑 

from IMPS. This would however demand a faster way of fitting the model to the parameters, 

and more experimental data would be needed to investigate it further. 

6.1.2 Electrochemical impedance spectroscopy 

The EIS-measurements gave half-ellipse curves instead of the expected half-circle curves, 

when 𝑍𝐼𝑚 was plotted versus 𝑍𝑅𝑒, as can be seen in Figure 5.4. This is however a common 

aberration, and it was ignored. The recombination resistance was determined from the 

maximum value of 𝑍𝐼𝑚, as if the curve had been a half circle[29]. The elliptical shape 

suggests that the theory which is used is incomplete or too simplified to describe the DSSC. 

The error which is gained from this is assumed to be tolerable. 

The values for 𝛼 and 𝛽 that were calculated for the N719 and AFB8-based cells, ended up 

being identical to two digits, ref Table 5.2. This might be due to the relatively low resolution 

used in the experimental measurement, as can be seen in Figure 5.4. The lower the resolution, 

the higher can the difference in two cells be, while still ending up having their maximum 

value at the same frequency. This might have caused the two different cells to be measured 

with more similar values than what they actually have. This also suggests that the uncertainty 

in the measured 𝛼 and 𝛽 can be significant. 
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6.1.3 Current-potential characteristics  

This sub-section discusses how well the model compares to the experimental current-potential 

characteristic for the DSSC based on N719. 

The modelled IV-characteristic fits well with the experimental IV-characteristic, as evident 

from Figure 5.12. The model has a fill factor that is a little too high, but this can to a good 

extent be corrected by introduction of a shunt resistance and a series resistance, ref Figure 

5.13. The fit is still not perfect however. This can in part be because the fill factor and shunt 

resistance was used to correct the model, instead of being part of the model. A proper 

implementation of the resistances into the model, would yield slightly different corrections 

than simply subtracting the potential loss and current loss as described in section 3.5. The 

series and shunt resistance should preferably be determined experimentally as well, and not 

simply left as open parameters as was the case for the correction. Further, as discussed in 

section 6.1.2, there are some uncertainties in the experimental basis for 𝛼 and 𝛽. As seen in 

Figure 5.41, an uncertainty in 𝛽 implies an uncertainty in the fill factor as well. Lastly, there 

is also an extra uncertainty in both 𝑘0 and 𝐷0, especially due to the uncertainty in 𝑑. This is 

because the value of 𝑑 influences the value the 𝑘0 and 𝐷0 end up with when a complete fit 

with all the parameters is performed. And both 𝑘0 and 𝐷0 can influence the fill factor. Thus, a 

better experimental foundation for 𝛽 and 𝑑, together with proper introduction of shunt and 

series resistance might give a better fit between experimental and modelled IV-characteristics. 

It is assumed that the uncertainties in the measurements of 𝑑, 𝛼 and 𝛽 are considerably larger 

than the other experimental uncertainties. It is hard to quantify how large the uncertainties of 

𝑑, 𝛼 and 𝛽 are. Therefore, the validation of the model in this thesis is built on the fact that it 

can reproduce the IV-characteristic and the IMPS and IMVS spectra to a large degree. The 

validity of the model is further increased by the fact that it does a decent job at predicting 

light intensities lower than 193 W. m−2, as evident from Figure 5.14. However, further 

validation could be obtained by performing EIS with higher resolution, and measuring 𝑑 more 

accurately, and see whether the model fits the experimental data better. 

6.2 Characterization, comparison, and optimization 

6.2.1 N719-dye 

This sub-section discusses how the model can be used to characterize and optimize the DSSC 

made with N719. The connection between the recombination, the absorption, the electron 

concentration, and the thickness of the titanium dioxide is examined to do so. 

6.2.1.1 Power conversion efficiency 

The cell made with N719 would be more efficient if it had a thinner titanium dioxide layer, 

according to Figure 5.21. Several other figures must be examined, to understand why it is so. 

First, Figure 5.15 shows that the electron concentration profile is unfavorable. Whether the 

gradient of the profile is positive or negative determines which way the electrons diffuse. In 

an ideal cell, there would be no recombination, and every electron would have to diffuse 

towards the TCO. This implies that the gradient would be positive over the whole system, 

leading all electrons to the TCO. The concentration profiles in Figure 5.15 on the other hand, 
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contain both negative and positive gradients. The concentration profile has a peak value 

somewhere between 𝑥 = 0 and 𝑥 = 𝑑, and all the electrons which are injected to the right of 

this peak will experience a gradient which makes them diffuse away from the TCO, and they 

will thus not be collected. Thus, it can be suspected that the N719 cell has considerable room 

for improvement, already from judging the concentration profile. 

The N719-cell has a strikingly different concentration profile when its thickness is reduced to 

4 μm, ref Figure 5.23. The gradient is approximately zero for the highest potentials, and 

positive for the rest. This implies that all the electrons which are injected into the 4 μm cell 

will diffuse towards the TCO to be collected. There is still a chance though that the electron 

will recombine during the timespan it takes to diffuse to the TCO and be collected. However, 

it is guaranteed that the electron will end up recombining if it diffuses away from the TCO. 

Figure 5.20 and Figure 5.28 shows that for potentials up to 0.5 V there is less than half as 

much recombination for the cell with 4 μm thick titanium dioxide, compared to the cell with 

15 μm thick titanium dioxide. However, the figures also show that the generation rate reduces 

from about 70 A. m−2 to 60 A. m−2. This illustrates the tradeoff between the absorption and 

the recombination. A thicker layer of dye-coated titanium dioxide will absorb more light, but 

it will also have increased recombination. Figure 5.17 illustrates this further for the N719 cell. 

The generation and recombination term equal each other at 𝑥 = 7 μm. For 𝑥 > 7 μm, the 

recombination term is larger than the generation term. In other words, the amount of electrons 

which is injected at the backmost half of the cell, is smaller than the amount that recombines. 

This would suggest that the optimal thickness would be 7 μm, by keeping the part of the cell 

where the generation term is larger than the recombination term.  However, it is not quite that 

simple. Both the recombination term and generation term depends on the thickness 𝑑, and 

Figure 5.17 is only valid for open circuit. 

The only way which was considered good enough to find the optimal thickness, was to 

calculate the IV-characteristic for several values of 𝑑. The power conversion efficiency was 

then calculated for each 𝑑 from the potential and current giving the largest power in the IV-

characteristic. The result can be seen in Figure 5.21 for the cell made with N719. The 

optimum thickness is 6 and 4 μm for the case with 0% reflection and 75% reflection 

respectively, in both cases considerably less than the 15 μm which was used under 

manufacture. The optimum thickness is as expected shorter for the case with reflection, than 

for the case without reflection. A titanium dioxide layer with reflection can be thinner than a 

layer without reflection and still capture the same amount of light. And as already explained, a 

shorter layer will have less recombination, thus giving the highest power conversion 

efficiency. Too short a titanium dioxide layer will however capture too little of the light, and 

give a very low efficiency. All in all, there are strong indications that the N719-cell would 

gain higher efficiency with smaller 𝑑, though it is hard to tell how small the optimum 

thickness 𝑑 would be, as long as the reflection efficiency is unknown.  

6.2.1.2 Other efficiencies and the effect of 𝒌𝟎 and 𝑫𝟎 

The power conversion efficiency is perhaps the most important parameter for a DSSC. 

However, three other important efficiencies are the charge collection efficiency, the injection 
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efficiency, and the absorption efficiency, which combined make up the IPCE, ref equation (1). 

The IPCE of the N719-cell was measured to 55%, ref Table 5.1. The charge collection 

efficiency that is calculated by the model is only 57%, due to the high recombination. It 

follows from equation (1)  that the product of the injection efficiency and the absorbance 

efficiency must be 96%. This suggests that the assumption of the injection efficiency being 

100% is good. It also means that the cell cannot have significant benefit from increased 

thickness, since it already absorbs at least 96% of the incoming light, which indeed is what 

the model predicts. 

Figure 5.39 and Figure 5.40 shows that the DSSC made with N719 will benefit from both 

slower recombination and quicker diffusion, respectively. This is as expected. There are 

significant recombination problems with the cell, leading to large current losses. Providing a 

quicker diffusion through a higher 𝐷0, lowers the average time it takes for an electron to 

diffuse to the TCO, as explained in section 2.3. And the less time an electron spends in the 

titanium dioxide, the less is the chance for recombination. This reduced recombination results 

in the cell providing considerably higher current, ref Figure 5.40. However, there is a slight 

decrease in the maximum potential. This can be understood from looking at Figure 5.15. The 

potential is measured at the junction between the TCO and the titanium dioxide, namely at 

𝑥 = 0. This is also were the electron concentration is highest in the cell. There is a build up of 

electrons at the junction due to the slow diffusion, and the fact that the generation term is 

largest at 𝑥 = 0, ref Figure 5.16. This build up will flatten out when the diffusion is increased, 

thus lowering the measured potential slightly. The average potential in the titanum dioxide 

may be the same though, it is only the measured potential at the junction which is lowered. 

This lowering of potential is far smaller than the increase in current due to reduced 

recombiantion. 

Slowing down the recombination increases both the potential and the current significantly, as 

evident from Figure 5.39. The increased current from slower recombination, can be explained 

the same way as the increased current from quicker diffusion. The average timespan an 

electron can “live” in the titanium dioxide increases when 𝑘0 is lowered. Thus, more electrons 

get enough time to diffuse to the TCO, increasing the charge capture efficiency and the 

current. Lowering 𝑘0 increases the potential also, ref Figure 5.39. This can be explained from 

equation (16) and  (17). The recombination must equal the diffusion and generation for a 

given current in the IV-characteristic. And the lower the 𝑘0, the higher the electron 

concentration 𝑛 must be. The electron concentration which is in equilibrium with diffusion 

and generation increases with decreasing 𝑘0, leading to higher potential, ref equation (10).  

Overall, the most important finding is that the cell made with N719 has a problem with low 

charge capture efficiency. Alternatively, it can be said that it has a too high fraction of 

electrons recombining. The simplest way to reduce this problem would be to reduce the 

thickness parameter 𝑑, as suggested by several figures drawn from the model. Another way to 

reduce the problem would be to lower 𝑘0 or increase 𝐷0, though this is not done as easily as 

changing the thickness. 
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The assumption that the injection efficiency is 100% is considered good, because the 

measured IPCE and calculated charge capture efficiency implies that the injection efficiency 

must be at least 97%. There was a high uncertainty in the measured thickness of the titanium 

dioxide layer 𝑑. From section 4.1 it was suggested that the value for 𝑑 might in fact be as low 

as 10 𝜇𝑚. The predicted optimum thickness in Figure 5.21 might have been different if the 

figure had been calculated with a smaller 𝑑. This uncertainty comes in addition to the 

uncertainty due to the reflection efficiency being unknown. The optimum thickness for the 

cell is thus hard to accurately determine, except for that it should be shorter than in its current 

state. A more accurately determined 𝑑 could increase the usefulness of the model. However, 

experimental data from several cells made with different thicknesses would be the only way 

to know whether the model works at predicting efficiencies. 

6.2.2 AFB8-dye 

The AFB8 cell exhibits a strikingly different behavior than the N719-cell. Figure 5.30 shows 

that the electron concentration profile is flat for almost all potentials, indicating a very quick 

diffusion. The recombination is negligible, except for the highest potentials, ref Figure 5.35. 

This is as expected, because the IMPS spectrum has its minimum at a considerably higher 

frequency than the IMVS spectrum, as summarized in Table 5.1. A minimum at a high 

frequency, suggests that it is a fast process. And the amount of electrons that recombine will 

be low when the diffusion is much faster than the recombination process, as discussed in 

section 2.3. The low recombination rate also helps explain the high IPCE of 70%, ref Table 

5.1. Practically no recombination at short circuit means that the charge collection efficiency 

must be ~100%. The product of the injection efficiency and the absorption efficiency must 

then equal the IPCE, as a consequence of equation (1). This sets the lower limit for the 

injection efficiency and recombination efficiency at 70%. It has not been found a way in this 

work to determine whether it is insufficient absorption, insufficient injection or both that 

results in the 30% loss in the IPCE. It could be assumed that the absorption efficiency should 

be approximately 100%, because the absorption measurement shows that AFB8 has a stronger 

absorption than N719, ref Figure 5.1. And since it was shown that N719’s absorption 

efficiency was 97% or higher in the previous section, it follows that AFB8 should have a 

higher absorption efficiency than 100%. This is however not a valid way to estimate the 

absorption efficiency of the cell with AFB8. A dye needs both to absorb light well, and adsorb 

well onto the titanium dioxide. Thus, it is impossible to know whether it is the injection 

efficiency or the adsorption/absorption properties that needs to be improved. It can however 

be asked whether a very large difference in adsorption might explain the very unexpected 

result that the diffusion coefficients were a factor 104 different, ref Table 5.2. But this 

amounts to nothing more than speculation, and will not be discussed further. 

The efficiency as a function of titanium dioxide thickness 𝑑 was computed for the AFB8 cell 

in the same way as for the N719 cell. The assumption of 100% injection efficiency was used, 

and the result is given in Figure 5.36. It shows that the AFB8 cell benefits from increased 

thickness, in contrast to the N719 cell in Figure 5.21. This suggests that the benefit from 

increased absorption with increasing 𝑑 outweighs increased recombination. The efficiency 

seems to flatten out. This could be explained from assuming that the AFB8 cell’s absorption 
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goes towards 100% in the same way as the N719 cell did in Figure 5.19. It is also worth 

noticing that there is no optimal thickness for the range of thicknesses in figure Figure 5.36. 

An explanation could be that the diffusion is so quick, that even though the recombination is 

increased with increasing 𝑑, it still amounts to practically nothing.  

Figure 5.38 further supports that the diffusion is indeed quicker than what is strictly necessary 

to avoid recombination. It can barely be seen in the IV-characteristic when 𝐷0 is lowered by a 

factor of 10. Increasing 𝐷0 by a factor 10 does not give any noticeable difference in the IV-

characteristic, further suggesting that quick diffusion is only beneficial up to a certain point. 

Lowering 𝑘0 a factor 10 gives a slightly lower current, suggesting some recombination, while 

increasing 𝑘0 a factor 10 has no effect on the current. The potential is however widely 

dependent on 𝑘0, presumably for the same reasons as discussed in the end of section 6.2.1. 

All in all, it seems clear that the cell made with AFB8-dye has an excellent charge collection 

efficiency. The model predicts that the charge collection efficiency is so good, that there will 

be no recombination penalty from increasing the thickness. It can however be a gain from 

increased absorption, if the thickness is increased. This is however uncertain, since it is 

unclear how good the injection efficiency is. The measured IPCE is high at 70%, and the 

increase in efficiency from increased absorption is therefore limited to go from 70% to 100%. 

The model predicts that the thicker the titanium dioxide, the closer to 100% absorption 

efficiency is achieved. However, a very thick titanium dioxide layer might start to make the 

potential losses in the electrolyte substantial. As with the N719-cell, it would be very useful to 

have AFB8 cells made with varying thickness. From this it would be possible to gain more 

information as to whether it is the injection efficiency or the absorption efficiency that limits 

the performance. It might also make it possible to estimate  𝜂𝑟𝑒𝑓𝑙, if Figure 5.36 had an 

experimental counterpart which could be used to adjust 𝜂𝑟𝑒𝑓𝑙. 

6.3 The absorbance and the incident photon to electron conversion efficiency 

There is a discrepancy between the IPCE in Figure 5.2 and the IPCE calculated from the short 

circuit current in Figure 5.3. The IPCE for N719 is only 20% according to Figure 5.2, while it 

is 55% based on the IV-characteristic in Figure 5.3. The value for the IPCE for the N719-cell 

is reported to be approximately 55% in [28], suggesting that the values in Figure 5.2 are 

misleading or wrong. One reason for this could be that the IPCE might have been recorded 

with very low light intensities, and that the IPCE is considerably lower for such low 

intensities. However, this cannot be known, since it was impossible to access the intensity 

used for the IPCE measurement. 

The absorbance measurement and the IPCE have different profiles, ref Figure 5.1 and Figure 

5.2. If it is assumed that the IPCE measurement can be trusted, then this suggests that the 

charge collection efficiency or injection efficiency is dependent on the wavelength in ways 

that are not treated in this work.  

The N719-cell was calculated to have approximately 100% absorption, even though Figure 

5.1 shows that the 453 nm is a wavelength where N719-dye has a relatively poor absorption. 

This would suggest that the N719-cells’ titanium dioxide layer could be made even thinner 
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than suggested previously, if it is to be optimized for wavelengths were the dye has a larger 

absorption. This is because the higher absorption the dye has, the less dye is needed, and a 

smaller 𝑑 implies less dye. It would be the opposite with the AFB8-dye, since it has a 

relatively high absorption at 453 nm. This means that if the absorption efficiency is poor at 

453, then it would be even more critical with a thicker titanium dioxide layer to enhance 

absorption at other wavelengths. Thus, Figure 5.1 suggests that the necessity of decreased 

thickness for the N719-cell and increased thickness for the AFB8-cell might be even more 

beneficial than suggested in section 6.2.1 and 6.2.2, if the cells are to be used for other 

wavelengths than 453 nm.   

The quantitative optimization presented in section 6.2.1 and 6.2.2 is thus not necessarily valid 

if the DSSC is to be optimized for the solar spectrum, which contains significant energy over 

the whole visible spectrum. The simplest way to optimize a DSSC for the solar spectrum 

would be to use illumination with the solar spectrum when conducting the measurements. 

Another way would be to measure the DSSC’s several times with different wavelengths of 

monochromatic light. 
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7 Conclusion 

Anta et al.’s numerical version of the diffusion model was successfully implemented for 

steady state and extended to small amplitude perturbations. It reproduced the experimental 

IV-characteristics well, but had a somewhat lower fill factor. This was mostly contributed to 

the lack of series resistance and shunt resistance in the model, but may also be due to 

somewhat low accuracy in the EIS-measurements and the measurement of the titanium 

dioxide layer’s thickness. The modelled and experimental IMVS spectra fitted excellently, 

while the IMPS spectra had a good fit. The non-excellent fit of the IMPS spectra was 

attributed to uncertainties in the measurement of the titanium dioxide layer’s thickness. 

The interpretation of the model gave useful information, ref Figure 1.1. The DSSC made with 

the ruthenium dye N719 had a low charge collection efficiency at 57% at short circuit, while 

the injection and absorption efficiencies were 97% or greater. This contrasted to the DSSC 

made with the ruthenium-free dye AFB8, which had a 100% charge collection efficiency at 

short circuit. The superior charge collection efficiency of the AFB8-cell was attributed to its 

superior diffusion properties over the N719-cell. The AFB8-cell did however have inferior 

absorption efficiency and/or injection efficiency. It was determined that the product of the 

efficiencies was 70%, but it was not possible to determine how much each of the efficiencies 

contributed to the loss. 

The model did also suggest ways for which the DSSC’s could be optimized, ref Figure 1.1. 

The cell made with N719 would benefit from decreased titanium dioxide layer thickness. It 

would also benefit from increased diffusion coefficient (𝐷0) in the form of increased current, 

and benefit from lower recombination coefficient (𝑘0) in the form of both increased current 

and potential. The cell made with AFB8 might benefit from increased titanium dioxide layer 

thickness, in contrast to the N719-cell. The AFB8-cell would not benefit from increased 

diffusion coefficient, but it would benefit from lower recombination coefficient in the form of 

increased potential. The model would be able to give more precise predictions for both cells if 

experimental data for cells with varying thickness had been accessible.  

All in all, the model shows great promise. It reproduces experimental results well, and 

provides useful information on how the DSSC’s behave differently, and how they might be 

optimized.  
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8 Further work 

Suggestions for further work, both with the model and with the experimental techniques, is 

summarized below: 

-The model would be both more useful and practical if the fitting of IMVS and IMPS spectra 

was done automatically. Automatic fitting would enable to investigate the model further, and 

perhaps enable determination of 𝑑 without profilometer. And of course, it would be very time 

saving. 

-The model could quite easily be modified to include shunt resistance and series resistance. 

This could especially be useful if experimental techniques are used to determine what the 

resistances are. 

-The model could also be modified to include a potential dependent injection efficiency. This 

would however introduce a free parameter, or the problem of finding a way to determine how 

the potential dependency is. 

-The model could be expanded to include specific losses at the cathode and in the electrolyte. 

-The model does only work for small amplitude perturbation, due to the simplification which 

was done from equation (45) to (46). It would be interesting to solve the same equations 

without the approximation, and see whether the model can be used to simulate large 

amplitude perturbation. 

-It would be interesting to compare the presented model versus the analytical models in [20] 

and [27]. 

-The EIS-measurements should be done with significantly higher resolution, to further 

investigate whether the 𝛼 and 𝛽 parameters are as similar for the two different dyes as it 

seems. 

-The profilometer measurements should be done with a much higher accuracy. This would be 

of great help in further validation of the model. 

-The work in this thesis should be tried on several identical DSSC’s, to confirm 

reproducibility of the results. 

-The model could be further validated if cells made with different thicknesses were 

investigated. This might also lead the model to give information on the reflection efficiency, 

the injection efficiency or the absorption efficiency. 

-The IMPS-spectrums dependency on the thickness parameter 𝑑 should be further 

investigated, both experimentally and with modelling. 

-The model was only tested with blue light with relatively low intensity. The measurements 

would be more valuable if the same measurements were done with a solar simulator as a light 

source. 

-And last, but not least, should the very interesting result that the diffusion coefficients were 

so different be investigated further. 
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Appendix A : Experimental work by Audun Formo Buene 

This section contains the experimental procedure of assembling the DSSC’s used in this 

thesis, as written by Audun Formo Buene: 

 

“TEC-8 FTO glass supplied by Dyenamo was washed with Deconex 21 (2 g/L H2O) in an 

ultrasonic bath for 45 min, and then rinsed with deionized water and ethanol before air drying. 

  

Five layers of transparent TiO2 paste (20 nm, 18NR-T, Dyesol) were screen printed on the 

FTO glass (mesh count 250, active area diameter 5.5 mm). Between each layer the electrodes 

were heated to 125 °C for 5 min. Finally, a scattering layer (WER2-O, Dyesol) was screen 

printed, and the electrodes were sintered at 500 °C for 30 minutes. Determining the thickness 

of the sintered layer was done with a profilometer (Veeco, Dektak 150). 

  

When cooled to 80 °C, the electrodes were placed in the staining solution, which had a dye 

concentration of 5 × 10-4 M and 5 mM of CDCA in a mixture of acetonitrile/THF (47:53, 

v/v). Staining times were 16-18 hours, before the electrodes were rinsed in ACN and air dried 

before sealing with counter electrodes from Solaronix (Platinum electrodes, predrilled). 

DuPont Surlyn (25 μm thick) was used for sealing. 

  

The electrolyte (Iodolyte HI-30, Solaronix) was injected by vacuum backfilling before the 

filling hole was sealed with DuPont Surlyn and a circular glass disc. The contacts for the 

anode and cathode were painted with a conductive silver paint (Electrolube, SCP) before 

characterization.” 

 

Appendix B : Additional information on the thickness parameter 𝒅 

One day before this thesis was submitted, new and more exact measurements of the active 

titanium dioxide layer was performed by Audun Formo Buene. The measurements were done 

with profilometer, and determined the thickness parameter 𝑑 to be 12.75 +/- 1 μm. 

Appendix C : MATLAB code 

The scripts presented below should work if it is run in MATLAB 2016a, and if the functions 

below are saved. There are mainly four scripts, one for IMPS, one for IMVS, one for the IV-

characteristic, and one for automatic iteration on 𝑛0 and 𝜖. 

The functions used in the scripts for calculating IV, IMPS and IMVS 

% Z_Re=F_Re, Z_Im=F_Im, C is used instead of n for electron   

% concentration 

% ya=[C_Re, Z_Re, C_Im, Z_Im] [C_Re, dC_Redx, C_Im, dC_Imdx] 

% yb=[C_Re, Z_Re, C_Im, Z_Im] [C_Re, dC_Redx, C_Im, dC_Imdx] 

  

function res=ANTA_bcs_IMPS(ya,yb) 

res=[ya(1)-0; ya(3)-0; yb(2)-0; yb(4)-0]; 

 

function res=ANTA_bcs_IMVS(ya,yb) 

res=[ya(2)-0; ya(4)-0; yb(2)-0; yb(4)-0]; 
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function dYdx=ANTA_deriv_ss_v2(x,Y) 

  

global k_0 e Phi_ss b a Beta Alpha D_0 C_0 n_inj n_refl d K_G 

dYdx(1)=Y(2)/(D_0*(Y(1)/C_0).^a); 

dYdx(2)=Beta/Alpha*k_0*(Y(1)/C_0)^b*Y(1)    -

n_inj.*K_G.*e*Phi_ss*(exp(-e*x)+n_refl*exp(e*(x-2*d)));  

end 

 

function dYdx=ANTA_deriv_t_v2(x,Y) 

global k_0 e Phi_ss b a D_0 omega K_G Phi_A sol_ss C_0 K_D K_R 

n_inj n_refl d 

P_Re=Y(1);   

Z_Re=Y(2); 

P_Im=Y(3); 

Z_Im=Y(4); 

  

y=deval(sol_ss,x); 

C_ss=y(1,:); 

Z_ss=y(2,:); 

dC_ssdx=Z_ss/(D_0*(C_ss/C_0)^a); 

 

dYdx(1)=-P_Re*a*C_ss.^-1*dC_ssdx + Z_Re/C_ss.^a; 

dYdx(2)= -Phi_A*n_inj*e*K_G*(exp(-e*x)/K_D+n_refl*exp(e*(x-

2*d)))   +    K_R/K_D*C_ss^b*P_Re*(1+b)-omega*P_Im/K_D; 

dYdx(3)=Z_Im/C_ss^a - P_Im*a*C_ss^-1*dC_ssdx; 

dYdx(4)=K_R/K_D*C_ss^b*P_Im*(1+b)+omega*P_Re/K_D; 

   

end 

 

function res=bcs_ss_IV(ya,yb) 

global n_LB 

res=[ya(1)-n_LB; yb(2)-0]; % open circuit 

 

 

Code for calculating the IV-characteristic 

clear y omega_grid save_alpha save_V_mod save_Z save_C x 

save_x_IV n_omega_mesh J_R_int V_IV 

global e Phi_ss C_0 d Beta Alpha n_LB n_refl n_inj b a D_0 k_0 

K_G guess_LB K_D K_R omega Phi_A sol_ss  

n_xmesh=100;  

IV_mesh=100; 

plot_on=0;  

iv_on=1; 

IV_plot_on=1; 
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d=10*10^-6; 

%The following 4 lines creates the mesh in x 

direction/thickness of TiO2 

x1=(0:n_xmesh); 

x=x1.^4+1; %How much denser mesh at the LeftBoundary? exp(x1) 

is extremely dense, x.^3 less dense, x.^2 even less dense and 

so on 

x=x/max(x)*d;  

x=[0, x]; %x does now starts at x=0, and ends at x=d, with 

most gridpoints close to x=0. 

%Pre allocating 

save_C_Re=zeros(n_omega_mesh,length(x)); 

save_Z_Re=zeros(n_omega_mesh,length(x)); 

save_C_Im=zeros(n_omega_mesh,length(x)); 

save_Z_Im=zeros(n_omega_mesh,length(x)); 

V_Re_mod=zeros(n_omega_mesh,length(x)); 

V_Im_mod=zeros(n_omega_mesh,length(x)); 

save_omega=zeros(1,n_omega_mesh); 

save_C=zeros(IV_mesh+1,length(x)); 

save_Z=zeros(IV_mesh+1,length(x)); 

save_x_IV=zeros(IV_mesh+1,length(x)); 

  

%% steady state 

I_sc_mod=38.5; 

save_C(1)=1; 

Phi_ss=190; 

R_shunt=0.1;     

R=2*10^-3; 

Alpha=0.4344; 

Beta=0.6274; %Recombination %0.6 (målt til 0.72(3pkt) og 

0.46(4pkt), ) 

a=(1-Alpha)/Alpha; %Since (1-Alpha)/Alpha is used mostly 

b=(Beta-Alpha)/Alpha; % Since (Beta-Alpha)/Alpha is used 

mostly 

%%eksp input: 

K_boltzmann= 1.38064852*10^-23;  

e_charge=1.60217662*10^-19; 

t_rec=0.027; 

omega_eksp_IMVS=t_rec^-1; 

t_trans=0.00862; 

V_eksp=0.595; 

I_sc_eksp=38.5; 

  

n_refl=0; 

n_inj=1; 

Phi_A=Phi_ss*0.05; 

  

K_D=D_0/C_0^a; 

K_R=Beta*k_0/(Alpha*C_0^b);  

K_G=0.3654; %Antall coloumb per watt 
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guess_LB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b)); % 

Guess for value of c at left boundary. Needs to be good. 

guess_RB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b));% Guess 

for value of c at right boundary 

  

for i=1:IV_mesh+1 %preallocating  

save_x_IV(i,:)=x; 

end 

  

%THE CORE------------------------------------------ 

solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit, hvorfor 

er ikke gjett_b global? 

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_ss,x); 

save_C(1,:)=y(1,:); 

save_Z(1,:)=y(2,:); 

C_ss=y(1,:); 

Z_ss=y(2,:); 

%The core end 

  

if plot_on==1  

    figure 

plot(x,save_C(1,:),'k-*') 

xlabel('x') 

ylabel('c') 

end 

  

%kontroll 

J_R_tot=Beta/Alpha*k_0*(save_C(1)/C_0)^b*save_C(1)*d; 

J_G_tot=n_inj*Phi_ss*K_G*(1-exp(-e*d));%trapz(-

n_inj.*K_G.*e*Phi_ss*(exp(-e*x))); 

n_n_0_ratio=save_C(1)/C_0; 

V_mod_oc=log(save_C(1)/C_0)*K_boltzmann*298/(Alpha*e_charge); 

t_rec_anta_k_0=(k_0*(save_C(1)/C_0)^b*save_C(1))^-1; 

v__omega=(k_0*(save_C(1)/C_0)^b*save_C(1)); 

v__C1=save_C(1); 

  

%% END STEADY STATE 

   

%% IV-CURVE 

if iv_on==1 %% finne resten av IV-kurven 

  

temp=1:1:IV_mesh; 

V_IV=V_mod_oc-temp/IV_mesh*V_mod_oc; 

  

for i=1:IV_mesh 

     

    n_LB=C_0*exp(Alpha*e_charge*V_IV(i)/K_boltzmann/298); 
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    solinit = bvpinit([0,d],[guess_LB, guess_RB]);  

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[y(1,:) ; y(2,:)]; %[c c c c c c c c; z z z z z 

z z ] 

    sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_IV, solinit); 

    y=deval(sol_ss,x); 

    save_C(i+1,:)=y(1,:); 

    save_Z(i+1,:)=y(2,:); 

end 

I_sc_mod=save_Z(end,1); 

  

end 

V_IV=[V_mod_oc V_IV];  

I_IV=save_Z(:,1); 

  

  

%% plot IV 

if IV_plot_on==1 

figure 

plot(V_IV,I_IV,'b-') 

xlabel('V [V]') 

ylabel('I [A.m^-^2]') 

  

hold on 

plot(x_IV_eksp,y_IV_eksp,'k-') 

xlabel('V [V]') 

ylabel('I [A.m^-^2]') 

set(gca,'FontSize',font_size_axis) 

xlim([0,V_eksp*1.2]); 

ylim([0, 40]) 

 

 

Code for calculating the IMVS-specter 

%% 

clear y omega_grid save_alpha save_V_mod save_Z save_C x 

save_x_IV n_omega_mesh 

global e Phi_ss C_0 d Beta Alpha n_LB n_refl n_inj b a D_0 k_0 

K_G guess_LB K_D K_R omega Phi_A sol_ss %k_rec k_abs phi_0 

Beta Alpha D_0 gjett_a_2 omega Phi_x sol_ss 

n_xmesh=100; %grid points x 

n_omega_mesh=100; %grid points IMVS 

    

omega_min=2*pi*10^-1; %start"frekvens" 

omega_max=2*pi*10^4;  

plot_on=0; %PLot over steady state elektronkonsentrasjon 

iv_on=0;   %This cannot be turned on if IMVS is to be turned 

on. EDIT 

IMVS_on=1;  
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d=10*10^-6; 

%The following 4 lines creates the mesh in x 

direction/thickness of TiO2 

x1=(0:n_xmesh); 

%x=exp(x1); 

x=x1.^4+1;  

x=x/max(x)*d;  

x=[0, x];  

save_C_Re=zeros(n_omega_mesh,length(x)); 

save_Z_Re=zeros(n_omega_mesh,length(x)); 

save_C_Im=zeros(n_omega_mesh,length(x)); 

save_Z_Im=zeros(n_omega_mesh,length(x)); 

V_Re_mod=zeros(n_omega_mesh,length(x)); 

V_Im_mod=zeros(n_omega_mesh,length(x)); 

save_omega=zeros(1,n_omega_mesh); 

save_C=zeros(IV_mesh+1,length(x)); 

save_Z=zeros(IV_mesh+1,length(x)); 

save_x_IV=zeros(IV_mesh+1,length(x)); 

  

Phi_ss=190; 

R=2*10^-3; 

Alpha=0.4344; 

Beta=0.6274; %Recombination %0.6 (målt til 0.72(3pkt) og 

0.46(4pkt), ) 

a=(1-Alpha)/Alpha; %Since (1-Alpha)/Alpha is used mostly 

b=(Beta-Alpha)/Alpha; % Since (Beta-Alpha)/Alpha is used 

mostly 

%%eksp input: 

K_boltzmann= 1.38064852*10^-23;%8.617*10^-5;   

e_charge=1.60217662*10^-19; 

t_rec=0.027;%0.027; 

omega_eksp_IMVS=t_rec^-1; 

t_trans=0.00862; 

V_eksp=0.595; 

I_sc_eksp=39; 

n_n_0=exp(Alpha*e_charge*V_eksp/(K_boltzmann*298)); %0.6 ble m 

  

  

n_refl=1; 

n_inj=1; 

Phi_A=Phi_ss*0.05;%*0.0115; 

  

K_D=D_0/C_0^a; 

K_R=Beta*k_0/(Alpha*C_0^b);  

K_G=0.3654; %Antall coloumb per watt 

  

guess_LB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b));   

guess_RB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b));% Guess 

for value of c at right boundary 
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for i=1:IV_mesh+1  

save_x_IV(i,:)=x; 

end 

  

%% steady state V_oc 

  

%THE CORE------------------------------------------ 

solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit, hvorfor 

er ikke gjett_b global? 

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_ss,x); 

save_C(1,:)=y(1,:); 

save_Z(1,:)=y(2,:); 

C_ss=y(1,:); 

Z_ss=y(2,:); 

%The core end 

  

if plot_on==1  

    figure 

plot(x,save_C(1,:),'k-*') 

xlabel('x') 

ylabel('c') 

end 

  

%kontroll 

J_R_tot=Beta/Alpha*k_0*(save_C(1)/C_0)^b*save_C(1)*d; 

J_G_tot=n_inj*Phi_ss*K_G*(1-exp(-e*d));%trapz(-

n_inj.*K_G.*e*Phi_ss*(exp(-e*x))); 

n_n_0_ratio=save_C(1)/C_0; 

V_mod_oc=log(save_C(1)/C_0)*K_boltzmann*298/(Alpha*e_charge); 

t_rec_anta_k_0=(k_0*(save_C(1)/C_0)^b*save_C(1))^-1; 

v__omega=(k_0*(save_C(1)/C_0)^b*save_C(1)); 

v__C1=save_C(1); 

  

  

%% END STEADY STATE V_oc 

%% Calculate IMVS-"STEADY STATE" 

%The same as earlier, excpet that the light intensity is a 

little bit higher 

Phi_ss=Phi_ss+Phi_A; 

solinit = bvpinit([0,d],[guess_LB, guess_RB]);  

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_IMVS=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_IMVS,x); 

C_m=y(1,:); 
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Z_m=y(2,:); 

Phi_ss=Phi_ss-Phi_A; 

  

%% END IMVS-"STEADY STATE" 

 

 if IMVS_on==0 

  

     return 

 end 

 telle_omega=0; 

%% IMVS 

temp=(0 : log(omega_max/omega_min)/n_omega_mesh : 

log(omega_max/omega_min)); 

omega_grid=omega_min*exp(temp); 

  

for i=1:n_omega_mesh+1 

    omega=omega_grid(i); 

    telle_omega=telle_omega+1; 

     

if i==1 %må ha omega såpass lav at C_Re=C_Im=~0 

    solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit 

,spiller ingen rolle hva som står her 

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[C_m-C_ss; 0*x; 0*x ; 0*x]; %[P_Re ; Z_Re; P_Im  

    sol=bvp4c(@ANTA_deriv_t_v2,@ANTA_bcs_IMVS, solinit); 

    y_first=deval(sol,x); 

    y=deval(sol,x); 

    C_Re_guess=y_first(1,:);  

    dC_Redx_guess=y_first(2,:); 

    C_Im_guess=y_first(3,:); 

    dC_Imdx_guess=y_first(4,:); 

     

else 

    solinit = bvpinit([0,d],[C_Re_guess(1), C_Re_guess(end)]); 

%edit ,spiller ingen rolle hva som står her 

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[C_Re_guess ; dC_Redx_guess; C_Im_guess ; 

dC_Imdx_guess]; %[C_Re ; dC_Redx; C_Im ; dC_Imdx;][C_Re C_Re 

C_Re C_Re; Z_Re Z_Re Z_Re Z_Re ; C_Im C_Im C_Im C_Im C_Im;  

Z_Im Z_Im Z_Im Z_Im ]  

    sol=bvp4c(@ANTA_deriv_t_v2,@ANTA_bcs_IMVS, solinit); 

    y=deval(sol,x); 

    y_first=deval(sol,x); 

    C_Re_guess=y(1,:);  

    dC_Redx_guess=y(2,:); 

    C_Im_guess=y(3,:); 

    dC_Imdx_guess=y(4,:); 

end 

save_C_Re(i,:)=y(1,:); 

save_Z_Re(i,:)=y(2,:); 

save_C_Im(i,:)=y(3,:); 
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save_Z_Im(i,:)=y(4,:); 

save_omega(i)=omega; 

V_Re_mod(i,:)=log((save_C_Re(i,:)+C_ss)./C_ss)*K_boltzmann*298

/(Alpha*e_charge); 

V_Im_mod(i,:)=log((save_C_Im(i,:)+C_ss)./C_ss)*K_boltzmann*298

/(Alpha*e_charge); 

  

end 

 

figure 

semilogx(omega_grid/(2*pi),V_Im_mod(:,1),'-k') 

xlabel('Frequency [Hz]') 

ylabel('Im(Potential) [V.W^-^1.m^-^2]') 

hold on 

semilogx(x_IMVS,y_IMVS*3.5,'ok-

','LineWidth',line_width,'MarkerFaceColor','k') 

xlim([10^-1,10^4]) 

set(gca,'FontSize',font_size_axis) % bruker 14 i rapport 

  

f_min_eksp=Beta/Alpha*k_0*(C_ss(1)/C_0)^b*1/(2*pi); 

 

  

 

Code for calculating the IMPS-specter 

%% 

clear y omega_grid save_alpha save_V_mod save_Z save_C x 

save_x_IV n_omega_mesh J_R_int 

global e Phi_ss C_0 d Beta Alpha n_LB n_refl n_inj b a D_0  

k_0 K_G guess_LB K_D K_R omega Phi_A sol_ss %k_rec k_abs phi_0 

Beta Alpha D_0 gjett_a_2 omega Phi_x sol_ss 

  

figure 

for w=1:1 

n_xmesh=100; %antall gridpunkter  

n_omega_mesh=100; %antall frekvsener som brukes i IMVS 

IV_mesh=10; 

omega_min=2*pi*10^-1; %start"frekvens" 

omega_max=2*pi*10^4;  

plot_on=0;  

iv_on=1; 

IMPS_on=1;  

IV_plot_on=0; 

  

d=10*10^-6; 

x1=(0:n_xmesh); 

x=x1.^4+1; %How much denser mesh at the LeftBoundary? exp(x1) 

is extremely dense, x.^3 less dense, x.^2 even less dense and 

so on 

x=x/max(x)*d;  
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x=[0, x]; %x does now starts at x=0, and ends at x=d 

save_C_Re=zeros(n_omega_mesh,length(x)); 

save_Z_Re=zeros(n_omega_mesh,length(x)); 

save_C_Im=zeros(n_omega_mesh,length(x)); 

save_Z_Im=zeros(n_omega_mesh,length(x)); 

V_Re_mod=zeros(n_omega_mesh,length(x)); 

 

save_omega=zeros(1,n_omega_mesh); 

save_C=zeros(IV_mesh+1,length(x)); 

save_Z=zeros(IV_mesh+1,length(x)); 

save_x_IV=zeros(IV_mesh+1,length(x)); 

  

%% steady state 

save_C(1)=1; 

Phi_ss=190; 

     

R=2*10^-3; 

Alpha=0.4344; 

Beta=0.6274; %Recombination %0.6 (målt til 0.72(3pkt) og 

0.46(4pkt), ) 

a=(1-Alpha)/Alpha; %Since (1-Alpha)/Alpha is used mostly 

b=(Beta-Alpha)/Alpha; % Since (Beta-Alpha)/Alpha is used 

mostly 

%%eksp input: 

K_boltzmann= 1.38064852*10^-23;%8.617*10^-5;   

e_charge=1.60217662*10^-19; 

t_rec=0.027;%0.027; 

omega_eksp_IMVS=t_rec^-1; 

t_trans=0.00862; 

omega_eksp_IMPS=t_rec^-1; 

V_eksp=0.595; 

I_sc_eksp=39.5; 

n_n_0=exp(Alpha*e_charge*V_eksp/(K_boltzmann*298)); %0.6 ble m 

  

n_refl=0; 

n_inj=1; 

Phi_A=Phi_ss*0.05; 

  

K_D=D_0/C_0^a; 

K_R=Beta*k_0/(Alpha*C_0^b);  

K_G=0.3654; %Antall coloumb per watt 

  

guess_LB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b)); % 

Guess for value of c at left boundary. Needs to be good. 

guess_RB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b));% Guess 

for value of c at right boundary 

  

for i=1:IV_mesh+1  

save_x_IV(i,:)=x; 

end 
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%THE CORE------------------------------------------ 

solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit, hvorfor 

er ikke gjett_b global? 

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_ss,x); 

save_C(1,:)=y(1,:); 

save_Z(1,:)=y(2,:); 

C_ss=y(1,:); 

Z_ss=y(2,:); 

%The core end 

  

if plot_on==1  

    figure 

plot(x,save_C(1,:),'k-*') 

xlabel('x') 

ylabel('c') 

end 

  

%kontroll 

J_R_tot=Beta/Alpha*k_0*(save_C(1)/C_0)^b*save_C(1)*d; 

J_G_tot=n_inj*Phi_ss*K_G*(1-exp(-e*d));%trapz(-

n_inj.*K_G.*e*Phi_ss*(exp(-e*x))); Edit, mangler refleksjon 

n_n_0_ratio=save_C(1)/C_0; 

V_mod_oc=log(save_C(1)/C_0)*K_boltzmann*298/(Alpha*e_charge); 

t_rec_anta_k_0=(k_0*(save_C(1)/C_0)^b*save_C(1))^-1; 

v__omega=(k_0*(save_C(1)/C_0)^b*save_C(1)); 

v__C1=save_C(1); 

  

  

%% END STEADY STATE 

  

Phi_ss=Phi_ss+Phi_A; 

solinit = bvpinit([0,d],[guess_LB, guess_RB]);  

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_IMVS=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_IMVS,x); 

C_m=y(1,:); 

Z_m=y(2,:); 

Phi_ss=Phi_ss-Phi_A; 

  

 

%% IV-CURVE 

if iv_on==1 %% finne resten av IV-kurven 

  

temp=1:1:IV_mesh; 

V_IV=V_mod_oc-temp/IV_mesh*V_mod_oc; 
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for i=1:IV_mesh 

     

    n_LB=C_0*exp(Alpha*e_charge*V_IV(i)/K_boltzmann/298); 

     

    solinit = bvpinit([0,d],[guess_LB, guess_RB]);  

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[y(1,:) ; y(2,:)]; %[c c c c c c c c; z z z z z 

z z ] 

    sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_IV, solinit); 

    y=deval(sol_ss,x); 

    save_C(i+1,:)=y(1,:); 

    save_Z(i+1,:)=y(2,:); 

end 

  

V_IV=[V_mod_oc V_IV]; %Få med spenningen ved åpen krets også 

if IV_plot_on==1 

figure 

plot(V_IV,save_Z(:,1),'ksq') 

xlabel('V [V]') 

ylabel('I [A.m^-^2]') 

  

hold on  

V_ny=V_IV-save_Z(:,1)'*R; 

plot(V_ny,save_Z(:,1),'m*') 

xlim([0,V_eksp*1.2]); 

  

figure 

plot(save_x_IV',save_C','r-') 

xlabel('x') 

ylabel('C') 

  

%Calculating how much of the injected electrons recombine 

Y=save_C; %Pre allocating 

for i=1:IV_mesh+1 

Y(i,:)=K_R*save_C(i,:).^(b+1); 

J_R_int(i)=trapz(x,Y(i,:)); 

end 

  

%Plotting a comparison to see that recombination is neglible 

at sc. 

figure 

hold on 

plot(V_IV,J_R_int,'r*') 

plot(V_IV,save_Z(:,1),'c*') 

plot(V_IV,V_IV*0+J_G_tot,'g*') 

plot(V_IV,J_R_int+save_Z(:,1)','k-') 

end  

end 

%% END IV-CURVE 
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 if IMPS_on==0 

  

     return 

 end 

  

%% IMPS 

temp=(0 : log(omega_max/omega_min)/n_omega_mesh : 

log(omega_max/omega_min)); 

omega_grid=omega_min*exp(temp); 

  

for i=1:n_omega_mesh+1 

    omega=omega_grid(i); 

     

if i==1  

    solinit = bvpinit([0,d],[guess_LB, guess_RB]);  

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[C_m-C_ss; Z_m-Z_ss; 0*x ; 0*x]; %[P_Re ; Z_Re; 

P_Im ; Z_IM;]  

    %edit, fix over 

    sol=bvp4c(@ANTA_deriv_t_v2,@ANTA_bcs_IMPS, solinit); 

    y_first=deval(sol,x); 

    y=deval(sol,x); 

    C_Re_guess=y_first(1,:);  

    dC_Redx_guess=y_first(2,:); 

    C_Im_guess=y_first(3,:); 

    dC_Imdx_guess=y_first(4,:); 

     

else 

    solinit = bvpinit([0,d],[C_Re_guess(1), C_Re_guess(end)]);  

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[C_Re_guess ; dC_Redx_guess; C_Im_guess ; 

dC_Imdx_guess]; %[C_Re ; dC_Redx; C_Im ; dC_Imdx;][C_Re C_Re 

C_Re C_Re; Z_Re Z_Re Z_Re Z_Re ; C_Im C_Im C_Im C_Im C_Im;  

Z_Im Z_Im Z_Im Z_Im ]  

    sol=bvp4c(@ANTA_deriv_t_v2,@ANTA_bcs_IMPS, solinit); 

    y=deval(sol,x); 

    y_first=deval(sol,x); 

    C_Re_guess=y(1,:);  

    dC_Redx_guess=y(2,:); 

    C_Im_guess=y(3,:); 

    dC_Imdx_guess=y(4,:); 

end 

save_C_Re(i,:)=y(1,:); 

save_Z_Re(i,:)=y(2,:); 

save_C_Im(i,:)=y(3,:); 

save_Z_Im(i,:)=y(4,:); 

save_omega(i)=omega; 

 

end 
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I_Im_plot=K_D*save_Z_Im(:,1); 

semilogx(omega_grid/(2*pi),K_D*save_Z_Im(:,1),'k-') 

xlabel('Frequency [Hz]') 

ylabel('A.W^-^1.m^-^2') 

hold on 

  

f_min_Anta_way_model=Beta/Alpha*k_0*(C_ss(1)/C_0)^b*1/(2*pi); 

  

end 

%% END IMVS 

semilogx(x_IMPS,10.5*y_IMPS/(9.62*10^-6),'k-o') 

set(gca,'FontSize',font_size_axis) 

xlim([10^-1, 10^4]) 

 

 

Iterative scheme for determination of 𝝐 and 𝒏𝟎 

clear y omega_grid J_G_int save_alpha save_V_mod save_Z save_C 

x save_x_IV n_omega_mesh J_R_int V_IV 

global e Phi_ss C_0 d Beta Alpha n_LB n_refl n_inj b a D_0 k_0 

K_G guess_LB K_D K_R omega Phi_A sol_ss %k_rec k_abs phi_0 

Beta Alpha D_0 gjett_a_2 omega Phi_x sol_ss 

n_xmesh=100; %antall gridpunkter  

n_omega_mesh=100; %antall frekvsener som brukes i IMVS 

IV_mesh=10; 

omega_min=2*pi*10^-1; %start"frekvens" 

omega_max=2*pi*10^4;  

plot_on=0; %PLot over steady state elektronkonsentrasjon 

iv_on=1; 

IMPS_on=0; %Regne ut IMVS-spekter? 

IV_plot_on=0; 

  

  

d=10*10^-6; 

x1=(0:n_xmesh); 

%x=exp(x1); 

x=x1.^4+1; %How much denser mesh at the LeftBoundary? exp(x1) 

is extremely dense, x.^3 less dense, x.^2 even less dense and 

so on 

x=x/max(x)*d;  

x=[0, x]; %x does now starts at x=0, and ends at x=d, with 

most gridpoints close to x=0. 

%preallokere plass 

save_C_Re=zeros(n_omega_mesh,length(x)); 

save_Z_Re=zeros(n_omega_mesh,length(x)); 

save_C_Im=zeros(n_omega_mesh,length(x)); 

save_Z_Im=zeros(n_omega_mesh,length(x)); 

V_Re_mod=zeros(n_omega_mesh,length(x)); 

V_Im_mod=zeros(n_omega_mesh,length(x)); 

save_omega=zeros(1,n_omega_mesh); 

save_C=zeros(IV_mesh+1,length(x)); 
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save_Z=zeros(IV_mesh+1,length(x)); 

save_x_IV=zeros(IV_mesh+1,length(x)); 

  

  

%% steady state 

I_sc_mod=38; 

%e=9.1702*10^4;%2.2331*10^5;%1*3*5.4316*10^4;  

I_sc_eksp=38.5; 

e_0=0; 

C_0_old=0; 

V_mod_oc=0; 

  

save_C(1)=1; 

telle_C_0=0; 

telle=0; 

while abs(I_sc_mod-I_sc_eksp)>10^-1 

telle=telle+1; 

Phi_ss=190; 

     

R=2*10^-3; 

Alpha=0.4344; 

Beta=0.6274; %Recombination %0.6 (målt til 0.72(3pkt) og 

0.46(4pkt), ) 

a=(1-Alpha)/Alpha; %Since (1-Alpha)/Alpha is used mostly 

b=(Beta-Alpha)/Alpha; % Since (Beta-Alpha)/Alpha is used  

K_boltzmann= 1.38064852*10^-23;%8.617*10^-5;   

e_charge=1.60217662*10^-19; 

t_rec=0.027;%0.027; 

omega_eksp_IMVS=t_rec^-1; 

t_trans=0.00862; 

V_eksp=0.595; 

  

n_n_0=exp(Alpha*e_charge*V_eksp/(K_boltzmann*298)); %0.6 ble m 

  

V_mod_oc=10000; 

  

while abs(V_mod_oc-V_eksp)>10^-5 

C_0_old=C_0; 

C_0=save_C(1)*n_n_0^-1;%n_n_0^-1 * I_sc_eksp*t_rec*Alpha/Beta 

;%0.001;% 

telle_C_0=telle_C_0+1; 

  

n_refl=0; 

n_inj=1; 

Phi_A=Phi_ss*0.01; 

  

K_D=D_0/C_0^a; 

K_R=Beta*k_0/(Alpha*C_0^b);  

K_G=0.3654; %Antall coloumb per watt 
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guess_LB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b)); % 

Guess for value of c at left boundary. Needs to be good. 

guess_RB= (K_G*Phi_ss*(1-exp(-e*d))/(d*K_R))^(1/(1+b));% Guess 

for value of c at right boundary 

  

for i=1:IV_mesh+1  

save_x_IV(i,:)=x; 

end 

  

%THE CORE------------------------------------------ 

solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit, hvorfor 

er ikke gjett_b global? 

solinit.x=x; %[x x x x x x x x] 

solinit.y=[0*x+(guess_LB+guess_RB)/2 ; 0*x]; %[c c c c c c c 

c; z z z z z z z ] 

sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_Voc, solinit); 

y=deval(sol_ss,x); 

save_C(1,:)=y(1,:); 

save_Z(1,:)=y(2,:); 

C_ss=y(1,:); 

Z_ss=y(2,:); 

%The core end 

  

if plot_on==1  

    figure 

plot(x,save_C(1,:),'k-*') 

xlabel('x') 

ylabel('c') 

end 

  

%kontroll 

J_R_tot=Beta/Alpha*k_0*(save_C(1)/C_0)^b*save_C(1)*d; 

J_G_tot=n_inj*Phi_ss*K_G*(1-exp(-e*d));%trapz(-

n_inj.*K_G.*e*Phi_ss*(exp(-e*x))); 

n_n_0_ratio=save_C(1)/C_0; 

V_mod_oc=log(save_C(1)/C_0)*K_boltzmann*298/(Alpha*e_charge); 

t_rec_anta_k_0=(k_0*(save_C(1)/C_0)^b*save_C(1))^-1; 

v__omega=(k_0*(save_C(1)/C_0)^b*save_C(1)); 

v__C1=save_C(1); 

  

%% END STEADY STATE 

end 

  

%% IV-CURVE 

if iv_on==1 %% finne resten av IV-kurven 

  

temp=1:1:IV_mesh; 

V_IV=V_mod_oc-temp/IV_mesh*V_mod_oc; 

  

for i=1:IV_mesh 
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    n_LB=C_0*exp(Alpha*e_charge*V_IV(i)/K_boltzmann/298); 

     

    solinit = bvpinit([0,d],[guess_LB, guess_RB]); %edit, 

hvorfor er ikke gjett_b global? 

    solinit.x=x; %[x x x x x x x x] 

    solinit.y=[y(1,:) ; y(2,:)]; %[c c c c c c c c; z z z z z 

z z ] 

    sol_ss=bvp4c(@ANTA_deriv_ss_v2,@bcs_ss_IV, solinit); 

    y=deval(sol_ss,x); 

    save_C(i+1,:)=y(1,:); 

    save_Z(i+1,:)=y(2,:); 

end 

I_sc_mod=save_Z(end,1); 

e_0=e; 

e=e+(1-I_sc_mod/(I_sc_eksp))*(e);   %Beregnet  

  

end 

V_IV=[V_mod_oc V_IV]; %Få med spenningen ved åpen krets også 

  

end 

  

%% plot IV 

if IV_plot_on==1 

figure 

plot(V_IV,save_Z(:,1),'ksq') 

xlabel('V [V]') 

ylabel('I [A.m^-^2]') 

  

hold on  

V_ny=V_IV-save_Z(:,1)'*R; 

plot(V_ny,save_Z(:,1),'m*') 

xlim([0,V_eksp*1.2]); 

  

figure 

plot(save_x_IV',save_C','r-') 

xlabel('x') 

ylabel('C') 

  

%Calculating how much of the injected electrons recombine 

Y=save_C; %Pre allocating 

Y_G=Y; 

for i=1:IV_mesh+1 

Y(i,:)=K_R*save_C(i,:).^(b+1); 

Y_G(i,:)=n_inj*Phi_ss*K_G*e*(exp(-e*x)+n_refl*exp(e*(x-2*d))); 

J_R_int(i)=trapz(x,Y(i,:)); 

J_G_int(i)=trapz(x,Y_G(i,:)); 

end 

  

figure 

hold on 

plot(V_IV,J_G_int,'g*') 
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plot(V_IV,J_R_int,'r*') 

plot(V_IV,save_Z(:,1),'c*') 

plot(V_IV,J_R_int+save_Z(:,1)','k-') 

end  

%% END IV-CURVE 


