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Abstract

We present three different methods of finding the critical spin value Sc of the quantum
phase transition between the spin liquid and the Néel order phase on the mean field
triangular Heisenberg antiferromagnet at T = 0K. These methods are: using the sublattice
magnetization as an order parameter, looking at the scaling of the energy difference of
topologically degenerate states in different phases, and the quantum fidelity approach. All
of these methods are able to pick up the signal of the phase transition, and their estimated
numerical values of Sc agree for systems where the relative strength of next nearest neighbour
interaction compared to the nearest neighbour interaction is small. For the relative interaction
strength j = 0 and j = 0.1, all three methods predict Sc ≈ 0.21 and Sc ≈ 0.25 respectively, while
j = 0.2 gives deviating results. This deviation might be caused by the influence of other
magnetically ordered states that we have not accounted for in our calculations, and so we
restrict the validity of our results to j < 0.125.

Sammendrag

Vi presenterer i denne rapporten tre ulike metoder for å finne den kritiske spinnverdien
Sc i faseovergangen mellom spinnvæskefasen og den Néel-ordede fasen i en middelfelts-
Heisenberg-antiferromagnet på det triangulære gitteret ved T = 0K. De tre metodene
er: bruk av magnetiseringen som en ordensparameter, sammenligning av skaleringen
av energidifferansen mellom degenererte topologisk ordnete tilstander i de forskjellige
fasene, og beregning av det "kvantemekaniske overlappet" (quantum fidelity). Alle disse
metodene klarer å fange opp faseovergangen, og deres estimat av Sc stemmer overens med
hverandre i systemer der den relative styrken mellom nest-nærmeste-nabo-vekselvirkninger
og nærmeste-nabo-vekselvirkninger er liten. Med en relativ vekselvirkningsstyrke på j = 0
og j = 0.1, så estimerer alle metodene henholdsvis Sc ≈ 0.21 og Sc ≈ 0.25, mens resultatene for
j = 0.2 er sprikende. Dette kan komme av forstyrrelser fra andre magnetisk ordnede faser
som vi ikke har tatt hensyn til i utregningene, så våre resultater er gyldige for j < 0.125.
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1 Introduction

1 Introduction
What is the fundamental and defining difference between different states of matter? What is it
that really separates a material in the liquid phase from a solid crystal? Precisely classifying
different phases and understanding how they transition into one another is truly the heart of
condensed matter physics. The classical theory to describe phases and phase transitions, is
known as Landau symmetry breaking theory [11, 22]. The elegant idea behind this very successful
theory, is that the order of the system can be characterized by its symmetry. For instance, a solid
is a phase where all particles have formed in a grid structure with regular spacing between one
another. This system can be labelled by its discrete translational symmetry in addition to other
symmetry actions leaving the grid unchanged, such as rotations and reflections. Compared to
the liquid phase, where all particles have a random distribution, there is a continuous rather
than discrete translational symmetry. This is really the essence of the difference between these
phases, a difference in symmetry.

What physically happens in a phase transition, is that a new system configuration suddenly
becomes energetically preferable compared to the old structure. This translates into a sponta-
neous breaking of one of the Hamiltonian’s symmetries in the context of Landau symmetry
breaking theory, like the change from a continuous to a discrete translational symmetry in the
case of a liquid freezing. A discontinuous change in the particle density of the system is also
considered as a phase transition, and the symmetry does not necessarily have to change in this
case. This allows us to have some different phases with the same symmetry, such as the liquid
and gas states [11]. This framework allows us to classify more than just the everyday phases of
matter, like the phenomenon of magnetism. Take the phase transition of the ferromagnet as
an example: The spins of each atom or molecule in a ferromagnetic material are fluctuating
with no long range correlation due to thermal excitations at high temperature. In terms of
symmetries, this means that the system does not break the spin rotational symmetry of the
Hamiltonian. Yet, when we lower the temperature beyond a certain critical point, the spins will
align in the same direction and spontaneously break the rotational symmetry. Phase transitions
are always accompanied by an order parameter, a quantity which changes abruptly when the
system undergoes the transition [11]. The order parameter in the case of the ferromagnet would
be the sublattice magnetization as this quantity is related to the long range spin correlation. Its
value will therefore change from zero to non-zero when the symmetry is broken. The order
parameter offer a useful tool to probe and precisely locate where the phase transition occurs, but
a knowledge of the symmetry being broken is needed in order to define the appropriate order
parameter.

Not all phase transitions are driven by the change of temperature. Quantum phase transitions
are transitions at T = 0K, where quantum mechanical effects take over the role of thermal
fluctuations. These transitions are created by changing a physical parameter of the system, such
as the particle interaction strength or the strength of an external magnetic field. This is the type
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(a) The Ising antiferromagnet on the square lattice. (b) The Ising antiferromagnet on the triangular lattice.

Figure 1.1: Illustration of the Ising antiferromagnet on two different lattices. One Ising spin is
placed in each vertex (lattice point), and lines indicate interaction between the spins. The Ising
spins can either point up or down, i.e. out of or in to the paper plane.

of phase transition we will encounter in this report.

There are a multitude of different states of matter that can be described by the theory of spon-
taneous symmetry breaking, ranging from classical liquids and solids to inherently quantum
mechanical materials like magnets. However, it turns out that some phases of matter can not
be described in this way. Such states were discovered in the 1980s, and so a new type of order
was needed to describe them in addition to their symmetries [22]. This new order is known as
topological order, which is observed in systems with long range quantum entanglement. It is
not easy to get a good grasp of what the essence of topological order really is, as opposed to the
simple notion of "different phases have different symmetry" in regular symmetry breaking theory,
but one of its characteristics is a topological degeneracy of ground states [22]. This degeneracy is
closely related to the topology of the surface on which the system is embedded, which we will
later demonstrate in section 4.14.1.

In this report, we will focus on a topologically ordered phase known as the spin liquid. This is a
phase which breaks no symmetries of the grid and also retains spin rotation symmetry [33, 44].
The telltale long range quantum entanglement of a topologically ordered phase is in our case
the result of a mechanic known as frustration. The system we will use to produce this phase
is an antiferromagnet situated on a geometrically frustrating lattice. The idea of a frustrated
magnet is a simple one, yet the results are far from trivial. It is best illustrated by considering a
2D lattice of Ising spins. An Ising spin is a very simplified version of a real spin: it may only
point in two directions, up or down, and it is not treated as a quantum mechanical object. In
addition, assume that the Ising spins only interact with their nearest neighbours. Now, in the
ground state of an antiferromagnet, all spins would prefer to align in an antiparallel fashion
with respect to their neighbours, as opposed to a ferromagnet where all spins would point in
the same direction. As shown in fig. 1.1a1.1a, there is no trouble achieving antiparallel order on a
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square lattice, the frustration first comes into play when we consider a grid such as the triangular
lattice in fig. 1.1b1.1b. Since the neighbours of one Ising spin are also neighbours with each other,
there is no way for all of the Ising spins to point in their preferred direction. This is the heart of
frustration, competing interactions making it impossible to minimize the energy for all partici-
pants. There are many other ways to frustrate a system, for instance by introducing next nearest
neighbour interactions or having a mixture of ferromagnetic and antiferromagnetic interactions.
In the case of the Ising spin antiferromagnet on the triangular lattice, the frustration leads to
a large degeneracy in ground states, shown in 1950 by Wannier [55], destroying the magnetic order.

Figure 1.2: Illustration of a disordered valence bond state. The ovals represent a superposition of
two spins, called a valence bond. In a spin liquid, longer ranged valence bonds are also present.

Figure 1.3: Illustration of the Néel order on the triangular lattice.

As one would imagine, a system of real physical spins has other possible ways to deal with
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frustration than the Ising spin system. First of all, a spin is free to point in more than two
directions, making it possible to achieve types of long range magnetic order different from
the strictly antiparallel one. The solution for classical spins on the triangular lattice is a so
called Néel order, where all of the spins are rotated 120◦ in relation to their nearest neighbours
[66], see fig. 1.31.3. A spin is also exposed to Heisenberg’s uncertainty principle, and behaves
classically only if its magnitude S� 1

2 . However, when S is comparable to its smallest possible
non-zero value, S = 1

2 , the quantum nature of the spins become important. In 1973, Anderson [77]
suggested that the spins of a S = 1

2 antiferromagnet could form entangled spin states, where
two and two spins enter a quantum mechanical superposition called valence bonds. There
are different types of such entangled states, one example is sown in fig. 1.21.2. A superposition
of different disordered valence bond states where long range entanglement is included does
preserve all spatial symmetries, making it a spin liquid [33, 44]. The first solid evidence that spin
liquids exist came as late as 2011 [88], and so it remains a very hot topic in solid state physics today.

Anderson proposed that the Heisenberg antiferromagnet model, described by the Hamiltonian
in eq. (2.12.1), could lead to a spin liquid state for S = 1

2 on the triangular lattice. Since 1973, it
has been concluded that the Heisenberg antiferromagnet does not result in a spin liquid for
S = 1

2 , but shows the more classical Néel order in the ground state [66, 99, 1010]. Nonetheless, if we
treat the spin value as a continuous parameter, as is natural to do in a mean field theory, we do
indeed find a spin liquid state for smaller S, S < 0.21 with only nearest neighbour interactions
[99]. This means that there is a quantum phase transition from the magnetically unordered spin
liquid phase to a magnetically ordered Néel state as we increase S for this model. This transition
is what we will explore further, with the main objective of comparing different methods of
finding the critical spin value resulting in a phase transition. We will describe the problem
using Schwinger-boson mean field theory, which is a method for simplifying the Hamiltonian to
the point where it can be diagonalized analytically. Compared to methods of numerical exact
diagonalization, the mean field approximation makes it viable to study relatively large systems
by sacrificing some numerical accuracy. We will focus on three different methods of detecting
the phase transition:

We will first apply a standard method of investigating a magnetic phase transition, which is to
use the sublattice magnetization as an order parameter. Our results are shown in chapter 33.

The second method we will use to detect the phase transition takes advantage of the ground
state degeneracy of the topologically ordered spin liquid. The energy difference between the
energetically degenerate states should be zero in the spin liquid phase, so we expect that ∆E→ 0
as the system size N→∞. The difference in the scaling of ∆E as a function of N in the spin
liquid phase and the Néel state will be looked into in chapter 44. As far as we know, a method
like this has not been used before in this context.

The final tool we consider in chapter 55 is known as the quantum fidelity, or simply just fidelity,
which is a measure of the difference between two quantum mechanical states [1111]. The similarity
of two states on different sides of a phase transition should be less than that of two states in the
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same phase, and therefore the fidelity should be able to pick up on this change. The fidelity has
been used to determine critical points in phase transitions in other similar system [1111, 1212].





7 The Mean Field Approximation

2 The Mean Field Approximation

2.1 Initial Form

The model we will use to describe our system of N interacting spins on the triangular lattice, is
the simple Heisenberg model. This model considers the particles located at each lattice point to
be stationary, and only looks at interactions where two spins are involved. The Hamiltonian is
given as

H =
1
2

∑
〈i j〉

J
〈i j〉Ŝi · Ŝ j, (2.1)

where Ŝi is the spin vector on lattice site i and the strength and interaction type is described by
the function J

〈i j〉. A ferromagnetic interaction between the spins occur when J
〈i j〉 < 0, while

J
〈i j〉 > 0 results in an antiferromagnet, which will be our focus. In the simplest case the sum runs

over all closest neighbouring lattice sites i and j, but we will also include interactions between
next nearest neighbouring spins. We will use the Schwinger-boson representation of the spin
operators in our calculations, where the spin vector components are defined as [1010]

Ŝx
j =

1
2

(
b̂†j↑b̂ j↓ + b̂†j↓b̂ j↑

)
Ŝy

j =
1
2i

(
b̂†j↑b̂ j↓ − b̂†j↓b̂ j↑

)
(2.2)

Ŝz
j =

1
2

(
b̂†j↑b̂ j↑ − b̂†j↓b̂ j↓

)
.

Here, b̂iσ and b̂†iσ are the bosonic annihilation and creation operators for bosons on lattice site i
with spin index σ ∈ {+1,−1} ≡ {↑,↓} respectively. They follow the commutator relations

[
b̂µ, b̂ν

]
=0[

b̂†µ, b̂
†
ν

]
=0 (2.3)[

b̂µ, b̂†ν
]
=δµ,ν,

shown in eq. (A.5A.5) in appendix AA. The dot product of the spin operators can be expressed in a
simpler way by introducing the Â and B̂ operators, also called the A and B fields,
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Â†i j=
1
2

∑
σ

σb̂†iσb̂†jσ̄=
1
2

(
b̂†i↑b̂

†

j↓ − b̂†i↓b̂
†

j↑

)
(2.4)

B̂†i j =
1
2

∑
σ

b̂†iσb̂ jσ =
1
2

(
b̂†i↑b̂ j↑ + b̂†i↓b̂ j↓

)
,

where σ̄ is the compliment of σ. As shown in eq. (A.11A.11), we have the relation

Ŝi · Ŝ j = :B̂†i jB̂i j:− Â†i jÂi j = B̂†i jB̂i j − Â†i jÂi j −
1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
. (2.5)

The :: indicates normal ordering of the boson operators, meaning that the creation operators
should be on the left of their corresponding annihilation operator. To achieve a quadratic
Hamiltonian, we must simplify eq. (2.52.5). To do this, we perform a so called mean field
approximation of the A and B fields. First, we rewrite the fields as a deviation from their
expectation value,

Âi j ≡
〈
Âi j

〉
+ δÂi j, (2.6)

where the expectation value in our case can be taken as a real number〈
Âi j

〉
≡Ai j. (2.7)

Inserting this back into eq. (2.52.5), as shown in eq. (A.12A.12), gives the decoupled equation

Ŝi · Ŝ j = A2
i j −B

2
i j +Bi jB̂i j +Bi jB̂†i j −Ai jÂi j −Ai jÂ†i j −

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
+O(δ2). (2.8)

Making the approximation that the deviations in the fields are small, i.e. neglecting terms of
O(δ2), we get the mean field Hamiltonian

HMF =
1
2

∑
〈i j〉

J
〈i j〉

(
A2

i j −B
2
i j +Bi jB̂i j +Bi jB̂†i j −Ai jÂi j −Ai jÂ†i j −

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

))
, (2.9)

which is quadratic instead of quartic in the boson operators. Instead of summing over the index〈
i j
〉
, we can eliminate j by defining the vector spatially separating the two neighbouring lattice

sites i and j,

d ≡ r j − ri. (2.10)

This set of vectors will consist of two subsets of vectors in our analysis, the vectors δ connecting
two nearest neighbours, and the vectors ∆ connecting two next nearest neighbours. There are
6 vectors in each subset on the triangular lattice, but their exact form is not important in this
chapter11. The sum

∑
〈i j〉 can now be written as

∑
i
∑

d if we let j→ i + d in the indices of our

1See eq. (B.3B.3) and eq. (B.4B.4) for a description of the different vectors.
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equations22. We now let the interaction strength J be independent of position in the lattice,
that is J

〈i j〉 → Jd. This forces the mean values of the A and B fields to also be independent of
their lattice positions due to the symmetry restrictions of the triangular lattice and spin liq-
uid state. See section 2.32.3 for a more detailed explanation. In other words, Ai j→Ad and Bi j→Bd.

As it turns out, completing the spin algebra

Ŝ2
i |Ψ〉 = S(S + 1) |Ψ〉 (2.11)

in the Schwinger-boson representation of our problem imposes a restriction on the number of
bosons on each site. Equation (A.14A.14) shows that we must require

n̂i |Ψ〉 = 2S |Ψ〉 . (2.12)

Here, the operator
n̂i ≡ n̂i↑ + n̂i↓ ≡ b̂†i↑b̂i↑ + b̂†i↓b̂i↓ (2.13)

is known as the number operator, as its eigen value counts the number of bosons on lattice site i
[1313]. Instead of imposing this as an eigen value constraint, we will approximate it as a constraint
on the expectation value:

〈n̂i〉 = 2S. (2.14)

The method of Lagrange multipliers is a natural way to incorporate the constraint into our
Hamiltonian. To strictly satisfy the constraint, we would need N Lagrange multipliers, one for
each lattice site:

λi (n̂i − 2S) = 0. (2.15)

However, we will also relax this constraint, and only try to satisfy it on average

λ
∑

i

(n̂i − 2S) = 0. (2.16)

The resulting Hamiltonian reads

HMF=HMF +λ
∑

i

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
− 2NSλ (2.17)

=
1
2

∑
i,d

Jd

(
A2

d −B
2
d +Bd(B̂i,i+d + B̂†i,i+d)−Ad(Âi,i+d + Â†i,i+d)−

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

))
+λ

∑
i

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
− 2NSλ.

2The somewhat confusing notation i + d is equivalent to ri + d.
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2.2 Diagonalizing the Hamiltonian

We would like to express eq. (2.172.17) as a simple diagonal Hamiltonian, reminiscent of the
Hamiltonian describing decoupled harmonic oscillators. In our case, a diagonal Hamiltonian
would only consist of pairs of annihilation and creation operators, where all pairs would be
non-interacting/decoupled [1414]. This is the point of the mean field approximation, but eq. (2.172.17)
is clearly not yet diagonal, as the A field contains anomalous terms33 and both fields mix bosons
on different lattice sites. The process of diagonalizing the Hamiltonian will involve two different
transformations: the Fourier transform and the Bogoliubov transform.

2.2.1 Fourier Transform

The first step in diagonalizing the Hamiltonian (2.172.17) is to perform a Fourier transformation.
The Fourier transformation of the Schwinger-boson operators is defined as

b̂iσ =
1
√

N

∑
k

eik·ri b̂kσ, (2.18)

with the inverse transformation

b̂kσ =
1
√

N

∑
i

e−ik·ri b̂iσ. (2.19)

Here, the sum in eq. (2.182.18) runs over all wave vectors k in the first Brillouin zone, see fig. B.3B.3 and
appendix BB for a more detailed look at the transformation. The Fourier transformed operators
leaves the commutator relation eq. (2.32.3) unchanged, this is shown in eq. (A.6A.6). Inserting the
Fourier transformed operators into the Hamiltonian (2.172.17) and performing the sum over i, we
get

HMF=
1
2

N
∑

d

Jd
(
A2

d −B
2
d

)
+

1
2

∑
k,d

JdBd cos(k ·d)
(
b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
−

1
4

∑
k,d

JdAd
(
cos(k ·d)− isin(k ·d)

)(
b̂−k↓b̂k↑ − b̂−k↑b̂k↓

)
(2.20)

−
1
4

∑
k,d

JdAd
(
cos(k ·d) + isin(k ·d)

)(
b̂†
−k↓b̂

†

k↑ − b̂†
−k↑b̂

†

k↓

)
−

1
8

∑
k,d

Jd
(
b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
+λ

∑
k

(
b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
− 2NSλ,

where we have used eq. (A.15A.15) and eq. (A.16A.16). The first Brillouin zone is symmetric in k, so we
may relabel and sum over −k instead, to simplify the anomalous terms in the expression above.
Due to the symmetries of cos(k ·d) and sin(k ·d), this leads to

3Anomalous in the sense that the terms do not consist of one creation and one annihilation operator.
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∑
k

cos(k ·d)
(
b̂−k↓b̂k↑ − b̂−k↑b̂k↓ + b̂†

−k↓b̂
†

k↑ − b̂†
−k↑b̂

†

k↓

)
= 0, (2.21)

and

∑
k

sin(k ·d)
(
b̂−k↓b̂k↑ − b̂−k↑b̂k↓ − b̂†

−k↓b̂
†

k↑ + b̂†
−k↑b̂

†

k↓

)
= 2

∑
k

sin(k ·d)
(
b̂−k↓b̂k↑ − b̂†

−k↓b̂
†

k↑

)
. (2.22)

With the definitions

γB
k≡

1
2

∑
d

JdBd cos(k ·d) (2.23)

γA
k≡

1
2

∑
d

JdAd sin(k ·d), (2.24)

eq. (2.202.20) becomes

HMF=
1
2

N
∑

d

Jd
(
A2

d −B
2
d

)
− 2SNλ+

∑
k

(
γB

k +λ−
1
8

∑
d

Jd
)(

b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
+i

∑
k

γA
k

(
b̂−k↓b̂k↑ − b̂†

−k↓b̂
†

k↑

)
. (2.25)

This expression can be simplified further by defining

λ̃ ≡ λ−
1
8

∑
d

Jd (2.26)

and

τ ≡
1
2

∑
d

Jd
(
A2

d −B
2
d −

S
2

)
, (2.27)

resulting in the slightly more compact form of the Hamiltonian:

HMF = Nτ− 2SNλ̃+
∑

k

(γB
k + λ̃)

(
b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
+ iγA

k

(
b̂−k↓b̂k↑ − b̂†

−k↓b̂
†

k↑

)
. (2.28)

By defining

φ̂k ≡

(
b̂k↑

ib̂†
−k↓

)
(2.29)

and

Mk ≡

(
γB

k + λ̃ −γA
k

−γA
k γB

k + λ̃

)
, (2.30)
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the Hamiltonian can be written in matrix form:

HMF=Nτ− 2NSλ̃+
∑

k

φ̂†kMkφ̂k −
∑

k

(γB
k + λ̃)

=Nτ− 2N(S +
1
2

)λ̃+
∑

k

φ̂†kMkφ̂k, (2.31)

where we have used eq. (A.17A.17).

2.2.2 Bogoliubov Transform

We are getting close to a diagonalized Hamiltonian, but it is necessary to perform one last
transformation. This is known as a Bogoliubov transformation, where the aim is to find a set of
new operators {η̂kσ}, to diagonalize Mk. We define

ψ̂k ≡

(
η̂k↑
η̂†k↓

)
, (2.32)

and transform the operators in the following way:

ψ̂k =

(
uk vk
xk yk

)
φ̂k ≡ Ckφ̂k. (2.33)

All the elements of matrix Ck are chosen to be real functions of k in this transformation. We
require that the new operators follow the same commutator relations, see eq. (2.32.3), as the old
operators. That is:

[η̂k↑, η̂
†

k′↑]=δk,k′

[η̂k↓, η̂
†

k′↓]=δk,k′ (2.34)

[η̂k↑, η̂k′↓]=0

These relations reduce to three constraints on the functions of Ck,

u2
k − v2

k = 1,

y2
k − x2

k = 1, (2.35)

ukxk = vkyk,

shown in eq. (A.7A.7). Inspired by the hyperbolic relation cosh2(a)− sinh2(a) = 1, we parameterize
these functions in a similar way. The two first constraints give
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uk = cosh(θk), vk = sinh(θk)
(2.36)

xk = sinh(χk) , yk = cosh(χk),

and the third can then be written as

tanh(θk) = tanh(χk), (2.37)

which holds if θk = χk for all k. Inserting this back into eq. (2.332.33) gives us

ψ̂k =

(
cosh(θk) sinh(θk)
sinh(θk) cosh(θk)

)
φ̂k =⇒ φ̂k =

(
cosh(θk) −sinh(θk)
−sinh(θk) cosh(θk)

)
ψ̂k. (2.38)

Now, the Hamiltonian (2.312.31) reads

HMF = Nτ− 2N(S +
1
2

)λ̃+
∑

k

ψ̂†k
(
(C−1

k )†MkC−1
k

)
ψ̂k, (2.39)

where the matrix we want to diagonalize is

(C−1
k )†MkC−1

k =

(
(γB

k + λ̃)cosh(2θk) +γA
k sinh(2θk) −γA

k cosh(2θk)− (γB
k + λ̃)sinh(2θk)

−γA
k cosh(2θk)− (γB

k + λ̃)sinh(2θk) (γB
k + λ̃)cosh(2θk) +γA

k sinh(2θk)

)
.

A diagonal Hamiltonian is achieved when the diagonal components of this matrix are zero,
which happens when

−γA
k cosh(2θk)− (γB

k + λ̃)sinh(2θk) = 0. (2.40)

This equation can more conveniently be written as two equations,

cosh(2θk)=
|γB

k + λ̃|√
(γB

k + λ̃)2 − (γA
k )2

= sgn(γB
k + λ̃)

γB
k + λ̃√

(γB
k + λ̃)2 − (γA

k )2
, (2.41)

sinh(2θk)=sgn(γB
k + λ̃)

−γA
k√

(γB
k + λ̃)2 − (γA

k )2
, (2.42)

and we see that
θ−k = −θk. (2.43)

We have finally arrived at a diagonal Hamiltonian,
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HMF=Nτ− 2N(S +
1
2

)λ̃+
∑

k

ψ̂†k

(
ωk 0
0 ωk

)
ψ̂k

=Nτ− 2N(S +
1
2

)λ̃+
∑

k

ωk +
∑

k

ωk
(
η̂†k↑η̂k↑ + η̂†k↓η̂k↓

)
, (2.44)

with the dispersion relation

ωk =
√

(γB
k + λ̃)2 − (γA

k )2, (2.45)

where we have used eq. (2.412.41) and eq. (2.422.42). Note that the factor sgn(γB
k + λ̃) must be equal to

+1 for all k for the diagonalization to work, as a negative sign here would result in a negative
dispersion relation. A negative ωk would mean that we could lower the energy of the system by
inserting more bosons into the negative energy states, and since there is no limit to how many
bosons we can squeeze into one state, the system would no longer have a ground state. So, the
plus sign is assumed to hold from this point on, and will be handled in the numerical analysis.

2.2.3 The Mean Field Equations

Equation (2.442.44) is the final form of our Hamiltonian, which is very similar to a Hamiltonian of
2N decoupled simple harmonic oscillators. The ground state |G〉 is characterized by

η̂kσ |G〉=0 (2.46)

〈G| η̂†kσ=0,

since it minimizes the variable term in the Hamiltonian, and the ground state energy of the
system at T = 0K is given as

E0 ≡
〈
HMF

〉
= Nτ− 2N(S +

1
2

)λ̃+
∑

k

ωk. (2.47)

We now impose the original constraint (2.162.16) as well as minimizing E0 with respect to the
parameters Ad and Bd by differentiating, as is usual when dealing with a minimization problem:

∂E0

∂Ad
=0

∂E0

∂Bd
=0 (2.48)

∂E0

∂λ
=0.

This gives us the so-called mean field equations,
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Ad =
1

2N

∑
k

γA
k

ωk
sin(k ·d)

Bd =
1

2N

∑
k

γB
k + λ̃

ωk
cos(k ·d) (2.49)

S +
1
2

=
1

2N

∑
k

γB
k + λ̃

ωk
,

derived in eq. (A.18A.18).

2.3 Symmetries of the System

We now have the core equations needed to perform any numerical analysis of our spin system.
However, some simplifications can be made by utilizing the underlying symmetries of the spin
liquid state, the triangular grid and the A and B fields. We have already, and without much
explanation, used the translational symmetry of the triangular grid to reduce the number of
mean field parameters drastically. We will now take a closer look at the symmetry arguments
and simplify the mean field equations further.

In contrast to a magnetically ordered system, the spin liquid state breaks no spatial symmetries.
Therefore, we are able to translate, reflect and rotate our system without changing the physical
state of it as long as we obey the geometry of the lattice. The triangular grid has four distinct
symmetry actions that leave it unchanged, translation by a lattice constant in two directions
T1 and T2

44, a reflection σ through55 a nearest neighbour bond and a rotation R of π/3 about
the axis through a lattice point perpendicular to the lattice plane. We need not require the
states before and after a symmetry operation to be precisely identical, as long as the physical
picture is unchanged. This means that we can allow such states to be different up to a gauge
transformation. It is clear that we do have a gauge freedom in our system, as the transformation

b̂ jσ⇒ eiφ j b̂ jσ. (2.50)

leaves all our physical observables, notably the spin vector, unchanged [99]. This transforms the
A and B fields in the following way:

Âi j⇒e−i(φi+φ j)Âi j (2.51)

B̂i j⇒ei(φi−φ j)B̂i j. (2.52)

4See fig. B.1B.1 and eq. (B.1B.1).
5Not to be confused by the spin index σ.
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So if we translate the system in direction T1, we should only have to perform a gauge transfor-
mation as shown above to connect the original to the translated system. However, as Wang and
Vishwanath show in their paper [99], only certain values of the phases φ j can be chosen for the
system to still describe a spin liquid state. Each of the four symmetry operations have their own
respective gauge phase, and they are as follows:

φT1=φT2 = φσ = 0
φR =π/2. (2.53)

Notice that the phases are all independent of the lattice position, so all of the Schwinger-bosons
are transformed in the same way. This set of gauge phases describe what is call the zero-flux
phase in paper [99], but there are other sets describing more complicated phases. The π-flux
phase has a unit cell which is double that of the zero-flux phase, and becomes energetically
preferable for high next nearest neighbour interactions [99]. The phase diagram in figure 8 in
paper [99] shows the boundary between the zero-flux phase and the π-flux phase, and we will
not enter the π-flux part of the phase diagram in our calculations.

We may now use these phases to greatly reduce the number of parameters needed to describe our
system. We only need to know the mean field parameters associated with the bonds connecting
a lattice point to its neighbours, as the other parameters are found by simply translating the
system and performing a gauge transformation with φ = 0. This can be written as

Ai j⇒Ad (2.54)

Bi j⇒Bd, (2.55)

as we have already done in our previous calculations. By also using the antisymmetric and
symmetric properties of the A and B field respectively,

Âi j = −Â ji⇒Ad = −A−d (2.56)

B̂i j = B̂†ji ⇒Bd = B−d, (2.57)

we have reduced the number of mean field parameters from 24N + 1 to 12 + 166. We have yet to
use the reflection and rotational symmetry of the lattice, doing so requires a bit more thought.
Consider fig. 2.12.1 which shows a close up picture of the triangular lattice with only nearest
neighbour interactions. Each bond has an arrow attached to it to signify the "direction" of the
A field, the A field is positive in the direction of the arrow. There is no arrow needed to keep
track of the B field, as it is symmetric and has no direction in this sense. The configuration of
the arrow directions is one of 8 equivalent possibilities that respect the antisymmetry of the A

63 A field and 3 B field parameters for the nearest neighbour A and B fields, 3 + 3 parameters for the next nearest
neighbour A and B fields, and λ̃ for the boson number constraint.
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field, and is simply chosen for convenience. The bonds are labelled 1-3, with their respective
mean field parameters A1-A3 and B1-B3. Now, consider a rotation of the system of π/3 about
the lattice pint located at the origin, transforming the state of the system:

(
A1,A2,A3

) R
=⇒

(
−A3,−A1,−A2

)
(2.58)(

B1,B2,B3
) R
=⇒

(
B3,B1,B2

)
. (2.59)

Note that the sign changes for the A field is due to the directions of the arrows. We may now
perform a gauge transformation of e−i·2φR = −1 for the A field and ei(φR−φR) = +1 for the B field:

(
−A3,−A1,−A2

) φR
==⇒

(
A3,A1,A2

)
(2.60)(

B3,B1,B2
) φR

==⇒
(
B3,B1,B2

)
. (2.61)

As the system should now be in the same state as before the rotation, we may equate the
parameters:

A1=A3 , A2=A1 , A3=A2 (2.62)
B1=B3 , B2=B1 , B3=B2, (2.63)

which gives us Ai ≡ A and Bi ≡ B. If we follow the same procedure for a reflection through
bond number 3 in fig. 2.12.1, we end up with the same conclusion. To incorporate the sign change
of the A field into our equations, we write

Aδ≡sgn(Aδ)A (2.64)
Bδ≡B, (2.65)

where sgn(Aδ) is positive when the arrow on the corresponding bond is pointing out from the
lattice point.
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Figure 2.1: A close up illustration of the triangular lattice with the 6 nearest neighbour bonds of
the central lattice point drawn as lines. The bonds are marked 1-3, and the arrows indicate in
which direction the A field is positive.

We will now perform the same procedure for next nearest neighbour interactions, see fig. 2.22.2.
We will draw these parameters with an overline to separate the from the nearest neighbour
parameters. Rotating the system gives the same results as for nearest neighbour interactions,
that is Ai ≡ A and Bi ≡ B. However, when reflecting the system through the same bond as
before, we find that:

(
A1,A2,A3

) σ
=⇒

(
−A1,−A3,−A2

) φσ
==⇒

(
−A1,−A3,−A2

)
(2.66)(

B1,B2,B3

) σ
=⇒

(
B1,B3,B2

) φσ
==⇒

(
B1,B3,B2

)
. (2.67)

It follows that Ai ≡A = 0, while Bi ≡B , 0 in general.
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Figure 2.2: The next nearest neighbour bonds are shown and labelled, and the reflection bond is
marked as a red striped line.

Now we have all the results needed to further simplify eq. (2.492.49). We define the geometric factors

ΓA
k≡

1
2

∑
δ

sgn(Aδ)sin(k ·δ)

ΓB
k =

1
2

∑
δ

cos(k ·δ) (2.68)

ΓB
k =

1
2

∑
∆

cos(k ·∆),

and as shown in eq. (A.19A.19), we then end up with the four equations
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A =
1

6N

∑
k

γA
k

ωk
ΓA

k (2.69)

B =
1

6N

∑
k

γB
k + λ̃

ωk
ΓB

k (2.70)

B =
1

6N

∑
k

γB
k + λ̃

ωk
ΓB

k (2.71)

S +
1
2

=
1

2N

∑
k

γB
k + λ̃

ωk
. (2.72)

2.4 Numerical Solution of The Mean Field Equations

We will now go through how the mean field equations can be solved numerically. The code
used to solve them is written in C++, and can be found in a separate .zip file handed in together
with this report. Any post processing of the data, such as curve fitting and plotting, was done in
python.

2.4.1 Assumptions and scaling

The very first assumption we make is that the interactions between neighbouring spins are the
same for all d ∈ δ:

Jδ ≡ J1 (2.73)

and for all d ∈ ∆:

J∆ ≡ J2. (2.74)

Now we can scale the mean field equations given in eqs. (2.692.69) to (2.722.72), by letting λ̃→ J1λ̃ and
introducing the ratio between the interaction strengths

J2/J1 ≡ j. (2.75)

The mean field parameters A, B and B are already unitless, so we do not need to scale these.
We can eliminate the factor of J1 in all equations, as we can write

γA
k =J1A ·Γ

A
k (2.76)

γB
k =J1

(
BΓB

k + j ·B ·ΓB
k

)
(2.77)

ωk=J1

√
(γB

k + λ̃)2 − (γA
k )2, (2.78)
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where we have used the geometric factors from eq. (2.682.68). All factors of J1 will now cancel in
eqs. (2.692.69) to (2.722.72), and we are left with properly scaled and unitless equations. Note that this
choice of scaling also makes us calculate the energy of the system in units of J1.

The size of the system we simulate, i.e. the number of lattice points/wave vectors, is N1 ·N2 = N,
where Ni is the number of lattice points in direction77 ai. It is convenient to choose both N1 and
N2 to be even numbers, but they should also be divisible by 3. This has to do with the location
of the important wave vector Q, see section chapter 33 and eq. (3.123.12), which is not in the set of
k if N1 and N2 are not multiples of 3. All in all, this means that N must be divisible by 36 in
our numerical analysis. We will also always choose N1 = N2 =

√
N. This choice is mainly out of

convenience, as it eliminates a variable and simplifies some calculations in chapter 44.

2.4.2 Numerical Method and Convergence

An iterative method was used to solve the mean field equations for A, B and B, while λ̃ is
implicitly defined for a set of parameters {A,B,B} through eq. (2.722.72). The method used to solve
the equations is summarized below:

1. Choose initial values A0 = S, B0 = −0.4S and B0 = 0.4S. These values were found to be
suitable initial conditions through trial and error.

2. Calculate the initial value λ̃0 from eq. (2.722.72) using the initial values A0, B0 and B0.

3. Calculate An, Bn and Bn from the right hand side of eqs. (2.692.69) to (2.712.71) using the values
An−1, Bn−1, Bn−1 and λ̃n−1.

4. Calculate λ̃n implicitly from eq. (2.722.72) using the values An, Bn and Bn.

5. Stop the process when the change in values from generation n to n + 1 is sufficiently small.

The right hand side of eqs. (2.692.69) to (2.712.71) are straight forward to solve, simply plug in the values
of the parameters from generation n− 1 and perform the sum over k according to eq. (B.11B.11) to
find the values for generation n. However, solving eq. (2.722.72) for λ̃ requires more work as ωk is a
function of λ̃. First we rewrite the equation88

S +
1
2

=
1

2N

∑
k

γB
k + λ̃

ωk

⇒ 2N(S +
1
2

) = λ̃
∑

k

ω−1
k +

∑
k

γB
k

ωk

⇒λ̃ =
1∑

kω
−1
k

(
2N(S +

1
2

)−
∑

k

γB
k

ωk

)
≡ T(λ̃), (2.79)

7See fig. B.1B.1 and eq. (B.1B.1).
8This is not necessary, but the solution can be found with higher precision by rewriting the equation in this way.
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and try to find the root of λ̃− T(λ̃). We have implemented this in a simple way in our code,
where we increase λ̃ until the sign of λ̃−T(λ̃) changes, then decrease λ̃ until it changes again,
and repeat until the precision of the solution is sufficient. At the end of section 2.2.22.2.2, it was
mentioned that γB

k + λ̃ > 0 for the diagonalization to work. Together with the more obvious
constraint ω2

k > 0, this gives us a lower boundary for the solution of λ̃:

λ̃ > |γA
k | −γ

B
k ⇒ λ̃min ≡ |γ

A
k | −γ

B
k , (2.80)

which should be taken into account when solving the equation for λ̃. The solution of λ̃ also
rapidly tends towards λ̃min, which might cause problems if one does not use high enough
precision when solving eq. (2.792.79).

All parameters converge for systems with a relatively weak next nearest neighbour interaction
j ≤ 0.2. Beyond this point, the values between two following generations start to oscillate back
and forth instead of converging within a reasonable amount of time. For the maximal value
j = 0.2, the number of iterations required to achieve a solution of resolution 10−12 varies from
10 for spin values of S < 15, and up to 35 iterations for S = 0.5. The size N of the system will
of course increase the time each iteration takes, so systems with N > 7056 = 842 will make the
solution of the mean field equations takes a long time99 when calculated on a normal laptop.

The convergence speed seems to be fairly robust when it comes to the choice of initial conditions,
as long as it is possible to find a solution for λ̃0. The initial values listed previously will have no
issue with convergence for j ≤ 0.2. The sign of B was found to be opposite of A and B, so this
should be taken into account in the initial conditions. The accuracy of the solution is largely
limited by the solution of λ̃, which in a worst case scenario will have a resolution of 10−12. This
is an issue in the calculations of section 4.44.4, where some quantities can not be calculated due to
the resolution. The implemented way of finding the root is not very efficient, and optimizing
this process would speed up the numerical calculation of the mean field equations drastically.

9On the time scale of a few hours in a worst case scenario with high j and high S.
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3 Sublattice Magnetization
As we already know, the Heisenberg antiferromagnet on the triangular lattice will exhibit
a magnetic 120◦ Néel order for a sufficiently large value of the spin S [66, 99, 1010]. However,
below the critical spin value Sc, the system is in a spin liquid state. The classical approach
to investigate a phase transition from magnetic disorder to magnetic order, is to look at the
sublattice magnetization of the system, m. This order parameter is the most intuitive and straight
forward choice, as it directly relates to the spatial orientation of the spins in relation to each
other.

3.1 Definition

We define m through the equation [33]〈
Ŝ0 · Ŝi

〉
≈m2 cos(υi), (3.1)

where the left hand side represents the correlation between two spins on the lattice, m is the
average length of the spin vectors and υi is the average angle between them. When the system is
magnetically disordered, the correlation between spins that are far apart should rapidly decrease
to zero11, in other words m→ 0. When magnetic order occurs, the spins will align in relation
to each other in a 120◦ fashion, and the correlation will obviously be greater than 0. Therefore,
we expect an abrupt change in the value of m as we increase the magnitude of S from below to
beyond Sc, making m a good choice for an order parameter.

To calculate the local magnetization m, we must look at how the spin correlation behaves in the
ground state |G〉 of the system. Since we have related the ground state to the transformed boson
operators η̂kσ in eq. (2.462.46), and not to the original Schwinger-bosons, we first attempt to rewrite〈
Ŝ0 · Ŝi

〉
in this new basis. The rotational invariance of the original Hamiltonian [1515, p. 55] (2.12.1)

means that the spin dot product reduces to:〈
Ŝ0 · Ŝi

〉
= 3

〈
Ŝz

0 · Ŝ
z
i

〉
=

3
4

〈
b̂†0↑b̂0↑b̂†i↑b̂i↑ + b̂†0↓b̂0↓b̂†i↓b̂i↓ − b̂†0↑b̂0↑b̂†i↓b̂i↓ − b̂†0↓b̂0↓b̂†i↑b̂i↑

〉
. (3.2)

Transforming into the FT operators b̂kσ through eq. (2.182.18), yields

〈
Ŝ0 · Ŝi

〉
=

3
4N2

〈 ∑
k1,k2,k3,k4

ei(k4−k3)·ri
(
b̂†k1↑

b̂k2↑b̂
†

k3↑
b̂k4↑ + b̂†k1↓

b̂k2↓b̂
†

k3↓
b̂k4↓

)〉
(3.3)

−
3

4N2

〈 ∑
k1,k2,k3,k4

ei(k4−k3)·ri
(
b̂†k1↑

b̂k2↑b̂
†

k3↓
b̂k4↓ − b̂†k1↓

b̂k2↓b̂
†

k3↑
b̂k4↑

)〉
.

1A small correlation between neighbouring spins will always be present in numerical calculations, hence the
approximation in eq. (3.13.1).
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The transformation to the η̂kσ-operators is given in eq. (2.382.38), and after adopting the short-hand

ci≡cosh(θki)
si≡sinh(θki), (3.4)

they read

b̂k j↑=c jη̂k j↑ − s jη̂
†

k j↓
(3.5)

b̂k j↓=i
(
s jη̂
†

−k j↑
+ c jη̂−k j↓

)
. (3.6)

By applying this to eq. (3.33.3), as shown in eq. (A.22A.22), we get

〈
Ŝ0 · Ŝi

〉
=

3
8N2

∑
k1,k2

ei(k1−k2)·ri

( (γB
k1

+ λ̃)(γB
k2

+ λ̃)−γA
k1
γA

k2

ωk1ωk2

− 1
)
. (3.7)

The Fourier transform of the left hand side of eq. (3.13.1) is known as the structure factor S(q), and
is shown to be

S(q) ≡
∑

i

〈
Ŝ0 · Ŝi

〉
e−iq·ri =

3
8N

∑
k

( (γB
k + λ̃)(γB

k−q + λ̃)−γA
kγ

A
k−q

ωkωk−q
− 1

)
(3.8)

in eq. (A.23A.23). As it turns out, S(q) will diverge for certain wave vectors q = ±Q if the system is
magnetically ordered. This is seen in the numerical analysis, see fig. 3.33.3. This means we may
approximate the inverse transformation of eq. (3.83.8), and find that22

〈
Ŝ0 · Ŝi

〉
≡

1
N

∑
q

S(q)eiq·ri ≈
1
N

(
S(Q)eiQ·ri + S(−Q)e−iQ·ri

)
=

2S(Q)
N

cos(Q · ri). (3.9)

A quick comparison between eq. (3.13.1) and eq. (3.93.9) reveals that

υi = Q · ri, (3.10)

and

m =

√
2S(Q)

N
. (3.11)

2The same nodes will be the dominant terms in S(q) even if the system is unordered, but naturally the
approximation is not as good.
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3.2 Numerical Calculations

With the numerical solution of the mean field equations, see section 2.42.4, it is a simple task to
calculate the structure factor S(q), from eq. (3.83.8). Contour plots of S(q) with no next nearest
neighbour interactions are shown in fig. 3.23.2 and fig. 3.33.3. From this picture it is clear that the
structure factor has two distinct peaks at q = ±Q, revealing that

Q ≡
q1

N1
b1 +

q2

N2
b2 = −

1
3

b1 +
1
3

b2, (3.12)

where b1 and b1 are the basic reciprocal lattice vectors defined in eq. (B.6B.6). This corresponds to
the wave vector at the corners of the first Brillouin zone, shown in fig. B.3B.3. Figure fig. 3.13.1 shows
a contour plot of the dispersion relation ωk, which has minimal values for k = ±Q, giving rise to
the peaks in S(Q).

Figure 3.1: A contour plot of the dispersion relation for S = 1
2 , N = 3600 and j = 0. Every point

(n1,n2) corresponds to a wave vector in the unit cell of the form given in eq. (B.11B.11). Two "sinks"
for k = ±Q can be seen.
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Figure 3.2: A contour plot of the structure factor for S = 0.1, N = 3600 and j = 0. Every point
(n1,n2) corresponds to a wave vector in the unit cell of the form given in eq. (B.11B.11). The brighter
the colour, the higher the value of S(q). The two wave vectors q = ±Q gives the largest values of
S(q).
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Figure 3.3: A contour plot of the structure factor for S = 1
2 , N = 3600 and j = 0. Every point

(n1,n2) corresponds to a wave vector in the unit cell of the form given in eq. (B.11B.11). The brighter
the colour, the higher the value of S(q). Two peaks for k = ±Q can be seen.

Now, according to eq. (3.103.10), the angle between two nearest neighbour spins in a magnetically
ordered system will be

υδx = Q ·δx = ±120◦, (3.13)

where δx is one of the 6 vectors defined in eq. (B.3B.3). So we do indeed have a Néel state when the
system is magnetically ordered.
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Figure 3.4: The figure shows the calculated values of the order parameter m (red dots) and an
extrapolated black line. For small values of S, the order parameter is essentially zero, and the
slight deviation can be attributed to numerical noise. After passing the critical value of the spin,
S > Sc, it becomes non-zero. Since Sc < 1

2 , the system will exhibit an ordered Néel state at T = 0K
for any physical value of the spin.

We would like to know for what value of S we will transition from a spin liquid state to a
magnetically ordered one. To investigate this, we calculate m according to eq. (3.113.11) for different
values of S, and see for which spin value m becomes non-zero. In this calculation, we treat S
as a continuous variable to get an estimate of Sc even if it is below the smallest physical spin
of 1

2 . We would like to calculate m for an infinite system, but eq. (3.113.11) refers to a finite system
of N lattice sites. To circumvent this problem, we may calculate m for a given S and several
values of N, and use regression to write m as a power series of N. According to [1616], we should
include a term proportional to 1

√
N

due to the symmetries of the Heisenberg Hamiltonian, so our
approximation of m is:

m ≈m0 +
m1
√

N
+

m2

N
. (3.14)
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In the limit N→∞ only the constant term m0 survives, which is the term we are interested in. The
simple curve fitting function polyfit in Python was used to calculate the coefficients in the series ex-
pansion. A plot of m0 is shown in fig. 3.43.4, where we see that m ≈ 0.33 = 0.66·S for S = 1

2 .The critical
value Sc ≈ 0.21 can clearly be seen in fig. 3.53.5, which shows an approximation of the derivative ∆m0

∆S .

In paper [99] by Wang and Vishwanath, they calculate a critical spin value of Sc ≈ 0.21 for j = 0
by a minimization of ωk for k = ±Q, which agrees well with our results. They do however get
a different value for the local magnetization at S = 1

2 , m ≈ 0.29, compared to our calculation.
Also Mezio et al. get a lower value of m ≈ 0.275 [1010], however there are some errors made in
their calculation of S(Q), so this value is somewhat questionable33. Both agree that the spin-half
value of m is overestimated when compared to other methods, probably due to the mean field
approximation and the relaxation of the boson number constraint.

3Their approximation of S(Q) is based on a minimal values of ωk for k = ±
Q
2 . This is the case for the square

lattice, but not the triangular, as shown in fig. 3.13.1



Numerical Calculations 30

Figure 3.5: The midpoint estimate of the derivative of m with respect to S is shown (red dots)
with an extrapolated black line. The critical spin value Sc is the point where a very sharp increase
in the derivative occurs, which marks the transition m = 0→ m , 0. From the figure, we can
estimate Sc ≈ 0.21.

The procedure for calculating m is identical when we include next nearest neighbour interactions,
that is j , 0. We see from figs. 3.63.6 to 3.93.9 that the critical value has increased to Sc ≈ 0.25 for j = 0.1
and Sc ≈ 0.31 for j = 0.2. The result for j = 0.2 is questionable, as other ordered phases than the
Néel order which we hav not taken into account might become important somwhere in the
region 0.125 < j < 0.2 [1717].
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Figure 3.6: The figure shows a plot of m as well as a drawn line between the data points for
j = 0.1. The critical spin value is shifted towards the right compared to the system with j = 0.



Numerical Calculations 32

Figure 3.7: The figure shows an approximation of the mid point derivative ∆m/∆S for j = 0.1.
The critical spin value is estimated to Sc ≈ 0.25.
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Figure 3.8: The figure shows a plot of m as well as a drawn line between the data points for
j = 0.2. The critical spin value is shifted towards the right compared to the system with j = 0.1.
This calculation might be influenced by other ordered states than the Néel state, which makes
the numbers uncertain.



Numerical Calculations 34

Figure 3.9: The figure shows an approximation of the mid point derivative ∆m/∆S for j = 0.2.
The critical spin value is estimated to Sc ≈ 0.31.
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4 The Energy Difference between Topologically
Ordered States
In this chapter, we will describe the topologically degenerate states of the spin liquid in the
formalism of the mean field theory.

4.1 The Toric Code

To better understand the degeneracy which occurs in topologically ordered systems, we will
briefly look into a simple topologically ordered system, known as "The Toric Code". This was
first proposed by Kitaev [1818] in the context of quantum computation, so it is not a physical
model. The system consists of spin-1

2 particles on a square lattice, and these are placed on the
edges instead of the vertices of the grid. The Hamiltonian is given as [1919, p. 84]

H = −
∑

v
âv −

∑
p

b̂p, (4.1)

with the operators

âv=
∏
j∈v

σx
j (4.2)

b̂p=
∏
j∈∂p

σz
j . (4.3)

Here, σ are the Pauli matrices. The â operators are defined on the vertices v of the grid, while
the b̂ operators operate on the plaquettes p, see fig. 4.14.1 for an illustration of the system. If we
operate in the Sz-basis, σz

i will measure the direction of the spin Si, spin up or spin down, and σx
i

will flip the spin to point in the other direction. The â and b̂ operators commute with each other,[
âv, b̂p

]
= 0, as a vertex and a plaquette overlap with either 0 or 2 spin sites, cancelling any minus

sign from a spin flip. Both of the operators square to 1 as (σx)2 = (σz)2 = I, meaning they have
eigen values of ±1
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Figure 4.1: An illustration of the system in The Toric Code, where the spin sites (black squares)
are located on the edges of the square lattice. The operators âv operate on the four spins closest to
the vertex v, here shown in green. b̂p operates on the four spins on the edges of a given plaquette
p, shown as dark red.

Since the operators commute, we can diagonalize the Hamiltonian simultaneously. It is clear
that the ground state of the system is given by choosing

âv |G〉= + |G〉 (4.4)

b̂p |G〉= + |G〉 , (4.5)

as this minimizes the energy of the system. See [1919, p. 84] for the exact form of this ground state,
it is not crucial for our purpose. If we define what is known as the flux through a path l as

wl =
∏
j∈l

σz
j , (4.6)

the restriction on the b̂p operators means that the flux through every plaquette must be positive.
As we will show, this opens up some possibilities for degenerate ground states due to the
topology of the system. Consider flipping a single spin when the system is in the ground state.
This would cause the plaquette flux of the two neighbouring plaquettes to turn from +1 to
−1, raising the energy of the system. This excitation can be thought of as two quasiparticles,
sometimes called m anyons or magnetic vortices, being created in the plaquettes with negative
flux, see fig. 4.24.2. Flipping another spin in one of the excited plaquettes will return the plaquette
flux back to +1, effectively annihilating the anyon in this plaquette. However, a new anyon will
appear in the neighbouring plaquette, and so we have simply moved the anyon. If we move the
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leftmost anyon towards the left until it annihilates the other anyon that was created from the
first spin flip, we have a system where all plaquette fluxes are back to their initial value +1. The
energy of the system is unchanged from the original ground state, and so we have shown that
this system has degenerate ground states. This new ground state is characterized by a negative
flux through a closed loop perpendicular to the path of the anyons. We could also choose the
path of the anyons to be in the vertical direction, creating another degenerate ground state. In
total, we can have a flux of ±1 through a loop in the vertical direction and in the horizontal
direction, giving us a fourfold degeneracy.

As this two dimensional system is periodic in both directions, we can embed it on a torus in three
dimensions. Figure (4.34.3) shows this torus with the the two non-equivalent paths the anyons can
move. The degree of degeneracy is closely linked to the topology of the system, as the genus g
of the embedded surface dictates how many non-equivalent paths there exists. It can be shown
that we have a degeneracy of 4g in topologically ordered systems [22]. In the case of the torus, we
have g = 1 holes and so 41 degenerate states, which is what we have just shown.

Figure 4.2: Shows two m anyons (red crosses) being created in the neighbouring plaquettes of a
flipped spin (red square).
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Figure 4.3: The red and blue lines can each have a flux of ±1, resulting in four degenerate ground
states: (+1,+1) (+1,−1) (−1,+1) (−1,−1). Illustration from [2020].

4.2 Topological Order of the Heisenberg Antiferromagnet on the
Triangular Lattice

Just as the system described in The Toric Code, we can embed our triangular lattice on a torus.
And as the spin liquid state is topologically ordered, we would expect to find 41 = 4 degenerate
ground states for the Heisenberg antiferromagnet. To shed some light on these degenerate states,
we will revisit our initial analysis in section 2.32.3 of the gauge freedom and symmetries we have
in our system, with a slightly more general approach. As we have previously discussed, we may
transform the Scwinger-bosons in the following way

b̂ jσ→ e−iφ j b̂ jσ ≡ z jb̂ jσ (4.7)

without changing the physical quantities of the system11. This gauge transformation transforms
the Âi j and B̂i j operators,

Âi j→ziz jÂi j (4.8)

B̂i j→z∗i z jB̂i j,

and the mean field values are of course transformed in the same way. Now we consider a one
dimensional chain of spins with only nearest neighbour interactions. For simplicity, we will
only consider a small chain of length N = 4 with connected ends, see fig. 4.44.4.

1The minus sign in the exponent of the gauge transformation is chosen out of convenience.
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Figure 4.4: A one dimensional spin system with four lattice sites and connected endpoints.

Translating the system to the right by one grid constant and then performing the gauge
transformation should leave us in the same state as before the translation:

(
A12,A23,A34,A41

) T
=⇒

(
A41,A12,A23,A34

) ziz j
==⇒

(
z1z2A41,z2z3A12,z3z4A23,z4z1A34

)
. (4.9)

This gives us the relations between the parameters,

A12 = z1z2A41 , A23 = z2z3A12 , A34 = z3z4A23 , A41 = z4z1A34, (4.10)

which implies that

|A12| = |A23| = |A34| = |A41| . (4.11)

We have similar relations for the B field. The relations between the A field parameters may be
written in a compact matrix form:

M~A = ~A ⇒ (M− I) ~A = 0, (4.12)

where we have defined

~A ≡
(
A12,A23,A34,A41

)T
(4.13)

and

M ≡


0 0 0 z1z2

z2z3 0 0 0
0 z3z4 0 0
0 0 z4z1 0

 . (4.14)

This equation has a non-trivial solution if det (M− I) = 0, which gives us a restriction on the
gauge transformation:

(z1z2z3z4)2 = 1 ⇒
∏

i

zi = ±1. (4.15)

The same calculation done for the B field yields
∏

i |zi|
2 = 1, which is always satisfied when

z j = e−iφ j . There are an infinite amount of choices to achieve
∏

i zi = ±1, but which of these choices
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are gauge equivalent? More precisely put: if we have a system described by the parameters
{Ai j} and phase factors {zi}, and then perform a gauge transformation to a system with different
parameters {Ãi j} and {z̃i}, what is the connection between the two sets of phase factors? First of
all, we note that the gauge transformation

Ãi j = z̃iz̃ jAi j (4.16)

preserves the absolute value
∣∣∣Ãi j

∣∣∣ =
∣∣∣Ai j

∣∣∣. Now we introduce what is known as the flux of the
system, analogous of the flux defined in The Toric Code,

A12A
∗

23A34A
∗

41, (4.17)

which is a gauge invariant quantity. Every lattice index appears in two factors in the flux, one
of which is complex conjugated, resulting in a cancellation of any gauge transformation of the
form given in eq. (4.84.8). This flux is related to

∏
i zi, which can be seen by inserting eq. (4.104.10) into

eq. (4.174.17):

A12A
∗

23A34A
∗

41 = A12 · z∗2z∗3A
∗

12 · z2(z3)2z4A12 · z1z2A
∗

12 = |A12|
4
∏

i

zi. (4.18)

As the flux is gauge invariant, we know that

|A12|
4
∏

i

zi =
∣∣∣Ã12

∣∣∣4 ∏
i

z̃i. (4.19)

Since the gauge transformation leaves the absolute value of the mean field parameters unchanged,
we conclude that we must have

∏
i zi =

∏
i z̃i for the systems to be gauge equivalent. This means

that we have two classes of systems with either positive or negative flux, and all gauge choices
leaving

∏
i zi unchanged are physically equivalent. We will from here on use the convention

zi = +1 for
∏

i

zi = +1 (4.20)

z1 = −1 , zi,1 = +1 for
∏

i

zi = −1, (4.21)

for the two different classes. A flux of +1 results in Ai j ≡A and Bi j ≡B which is what we found
in our initial analysis in section 2.32.3. This can be seen by inserting zi = +1 in eq. (4.94.9)22. However,
a negative flux results in a flip of the sign of the 4-1 bond33 for both the A and B field. The two
situations are illustrated in figs. 4.5a4.5a and 4.5b4.5b, where the arrows indicate the positive direction
of the bonds.

Now we will connect two chains with nearest neighbour interactions as shown in fig. 4.64.6. We
choose the flux to be −1 on both these chains, and see what consequences this has for the

2Note that this equation is also valid for the B field as we chose all zi to be real numbers.
3With our convention for the choice of zi.
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(a)

(b)

Figure 4.5: Illustration of two one dimensional chains with N = 4 lattice sites and different
choices for the flux

∏
i zi. The system in figure (a) has a flux of +1, while (b) has a negative flux

of −1. The arrows point in the positive direction of each bond.

direction on the bonds connecting the two chains. With our convention, we choose the first
lattice points of each chain, (1,1) and (2,1), to have a gauge phases44 z11 = z21 = −1, and set the
other zi j = +1. We first concentrate on the bonds marked 1-4 in fig. 4.64.6, and translate and gauge
transform the system:

(
A1,A2,A3,A4

) T
=⇒

(
A4,A1,A2,A3

) ziz j
==⇒

(
z21z12A4,z22z13A1,z23z14A2,z24z11A3

)
=

(
−A4,A1,A2,−A3

)
⇒A1 = A2 = A3 = −A4 (4.22)

Again, this is also valid for the B field. We see that the last of these bonds, bond 4, will be flipped.
This is not the case for the remaining (unnumbered) bonds connecting the two chains, which can
be shown in a similar way. As they connect the two lattice points with negative gauge phases,
point (1,1) and (2,1), to each other, the minus signs are cancelled. We are left with the system
illustrated in fig. 4.74.7, where we have flipped all the bonds along the path marked by the red
striped line. It is worth noting that all chains must have the same flux, as connecting chains
with different fluxes will only give the trivial solution Ai j = Bi j = 0 on the lattice. These results
still hold true if we scale up our system in either direction. Note that we have not shown any
relation between the mean field parameters on the three different types of nearest neighbour
bonds. This can be done by using the rotational and reflection symmetries of the grid, see the

4The notation zi j refers to lattice point i j in fig. 4.64.6.
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analysis in section 2.32.3. The results from this chapter are unchanged, except for the change of
sign for the flipped bonds.

Figure 4.6: Two chains with negative flux connected with nearest neighbour interactions.

Figure 4.7: Shows the state of the system when a negative flux in all of the horizontal chains is
introduced. We have here chosen the positive direction of the arrows to be the same as in the
analysis in section 2.32.3. All bonds crossing the red striped line are flipped.

We have achieved to generate a new system state with a flux of −1 through any horizontal closed
loop around the system, which should be energetically degenerate with the ground state in the
limit N→∞. Analogous to the system in The Toric Code, we can make four different states in
this way by choosing a flux of either ±1 in the two principal directions of the lattice. We may also
think of the flipping of the bonds as creating two quasiparticles and moving them in opposite
directions to annihilate each other. To figure out what happens to the next nearest neighbour
bonds, we apply the same method we used for nearest neighbour interactions. The analysis
shows that all of these bonds crossing the red striped line in fig. 4.74.7 are also flipped. Note that
two of the bonds shown in fig. 4.84.8 actually cross the red line.
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Figure 4.8: Both of the next nearest neighbour bonds crossing the same red striped line as shown
in fig. 4.74.7 will be flipped. Note that bond 4 is flipped even though it is not connected to any
negative zi j.

We expect the four ground states that exist to be energetically degenerate in an infinite system,
and we wish to calculate the energy difference in our finite system. First we need to solve
the mean field equations for a system with a negative flux in one or both directions of the
grid, which can be done by changing the boundary conditions. Previously we have used
periodic boundary conditions in both directions, but an antiperiodic boundary in for instance the
horizontal direction, will flip all bonds connected to the lattice points at the start of the chains.
The analysis in appendix B.2B.2 shows that the shape and form of the mean field equations are
not changed in any way by introducing antiperiodic boundaries, the only difference will be a
shift in the values of the k vectors in the first Brillouin zone. However, there is one catch. As
fig. 4.84.8 shows, bond 4 is flipped without being connected to either of the starting points (1,1) or
(2,1). This means that we will not be able to flip this bond in our calculations by introducing
antiperiodic boundaries, introducing an error into our numerical results when j , 0.

4.3 Energy Difference by Small S Expansion

In an infinite system, the four states with different boundary conditions will be degenerate with
an energy difference of zero when we are in the spin liquid state. With a finite number of lattice
points, we expect the energy difference to rapidly decrease as a function of the system size. We
first attempt to find an analytical expression for this dependence of N, and expand the mean field
equations for small values of the spin S. For simplicity, we will set the next nearest neighbour
interaction to zero, j = 0, and use the scale J1 = 1. We then define the new scaled parameters

α ≡A/λ̃ (4.23)

β ≡A/λ̃ (4.24)

Ωk≡ωk/λ̃. (4.25)

Using the geometric factors ΓA
k and ΓB

k defined in eq. (2.682.68), we see that
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γA
k =AΓA

k = λ̃αΓA
k (4.26)

γB
k =BΓB

k = λ̃βΓB
k (4.27)

Ωk=
√

(βΓB
k + 1)2 −α2(ΓA

k )2. (4.28)

The two equations (2.692.69) and (2.702.70) can now be written as

λ̃=
1

6N

∑
k

(ΓA
k )2

Ωk
(4.29)

λ̃=
1

6N

∑
k

1
β

(βΓB
k + 1)ΓB

k

Ωk
, (4.30)

and equating them gives us the condition

∑
k

β(ΓA
k )2
− (βΓB

k + 1)ΓB
k

Ωk
= 0. (4.31)

In addition, eq. (2.722.72) reads

1
2

+ S =
1

2N

∑
k

βΓB
k + 1

Ωk
. (4.32)

We would like to approximately solve these equations for small S, so we write the parameters α
and β as a series expansion in S:

α2=α2
1S +α2

2S2 + ... (4.33)

β =β1S + β2S2 + ... (4.34)

We have here set α2
0 = β0 = 0 since the A and B fields are zero when the spin of the interacting

particles vanish. We now insert these expressions in the modified mean field equations to find
the expansion parameters. Expanding eq. (4.324.32) up to order S2 gives

1
2

+ S=
1

2N

∑
k

βΓB
k + 1

Ωk
=

1
2N

∑
k

(
1 + β1Γ

B
k ·S + β2Γ

B
k ·S

2 +O(S3)
)
·

1
Ωk

=
1

2N

∑
k

(
1 +

1
2
α2

1(ΓA
k )2
·S +

(1
2
α2

2(ΓA
k )2
− β1α

2
1Γ

B
k(ΓA

k )2 +
3
8
α4

1(ΓA
k )4

)
·S2 +O(S3)

)
, (4.35)

where we have used eq. (A.26A.26) in the expansion of 1/Ωk. Comparing the coefficients of the
polynomials in S on both sides of the equation gives us the two equations



45

1=
1

2N

∑
k

1
2
α2

1(ΓA
k )2 (4.36)

0=
1

2N

∑
k

(1
2
α2

2(ΓA
k )2
− β1α

2
1Γ

B
k(ΓA

k )2 +
3
8
α4

1(ΓA
k )4

)
, (4.37)

Where the zeroth term,

1
2

=
1

2N

∑
k

1, (4.38)

is automatically satisfied. Another two equations can be obtained from eq. (4.314.31) in the same
way:

0=
∑

k

(
β1(ΓA

k )2
−

1
2
α2

1Γ
B
k(ΓA

k )2
)

(4.39)

0=
∑

k

(
β2(ΓA

k )2
−

1
2
α2

2Γ
B
k(ΓA

k )2 + β1α
2
1(ΓB

k)2(ΓA
k )2 +

1
2
β1α

2
1(ΓA

k )4
− β2

1Γ
B
k(ΓA

k )2
−

3
8
α4

1Γ
B
k(ΓA

k )4
)
. (4.40)

We introduce the sum

Rm,n ≡
1
N

∑
k

(ΓA
k )m(ΓB

k)n, (4.41)

and rewrite the four previous equations to get the expansion factors:

α2
1=

4
R2,0

(4.42)

β1 =2 ·
R2,1(
R2,0

)2 (4.43)

α2
2=16 ·

(
R2,1

)2(
R2,0

)4
− 12 ·

R4,0(
R2,0

)3 (4.44)

β2 =12 ·

(
R2,1

)3(
R2,0

)5 − 2 ·
R2,1(
R2,0

)4

(
5 ·R4,0 + 4 ·R2,2

)
+ 6 ·

R4,1(
R2,0

)3 . (4.45)

Here is where we would expect to find a numerical difference between systems with periodic
boundaries and systems with at least one antiperiodic boundary. As shown in appendix B.2B.2, the
k vectors are slightly shifted when we introduce antiperiodic boundaries, and so one would
expect that the factors Rm,n would also shift. However, numerically computing the sums Rm,n
that are part of the coefficients above, we find that they are simple fractions,
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R2,0=
3
2

R2,1=−
3
2

R2,2=
15
8

(4.46)

R4,0=
45
8

R4,1=−
27
4
,

and that they are identical for both periodic and antiperiodic boundary conditions. This gives
an energy difference of exactly zero, which should not be the case for systems of finite size. This
means that the energy difference is not analytic in the parameter S, which is in itself an interesting
observation. But this forces us to give up on the approximate calculation, and instead we have
to calculate the total energy of the systems in the different degenerate states to investigate the
energy difference.

4.4 Energy Difference by Direct Calculation

We are left with the straight forward option of a direct calculation of the system energy. We will
compare the energy between three systems, one with periodic boundaries in both directions, one
with antiperiodic boundaries in both directions, and one where there is one of each boundary. It
turns out that the energy of the doubly antiperiodic and the mixed boundary systems are equal
when the system is chosen to be quadratic, in the sense that N1 = N2 =

√
N, which we use in all

our calculations. However, we do observe a difference between these systems and the doubly
periodic system. The interesting questions here are: How does the energy difference scale with
the system size N, and what happens to this scaling when we undergo a phase transition to a
magnetically ordered phase? By calculating the energy difference for many different values of N
for each spin value S, we find that it scales as

ln(∆E) ≈ a + Cexp
√

N⇒ ∆E ∝ eCexp
√

N (4.47)

for spin values S < Sc, shown in fig. 4.94.9. A simiar behaviour has been discovered in fractional
quantum hall states, which are another example of topological ordered states [2121]. For S > Sc, it
decreases algebraically:

ln(∆E) ≈ ã + Clog ln(N)⇒ ∆E ∝NClog , (4.48)

shown in fig. 4.104.10. By a simple linear curve fit, it turns out that Clog→−1 in the magnetically
ordered region, while Cexp is a function of S in the spin liquid phase. Calculating these parameters
outside their respective regions might seem pointless as ∆E scales in a different way, but this
shows up as an obvious break point in their value, reminiscent of the magnetization in fig. 3.43.4.
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In figs. 4.114.11 and 4.124.12, we see what happens to the linear regression when we try to calculate Cexp
and Clog outside their respective phase. The plots of Cexp and Clog as functions of S are shown in
fig. 4.134.13 and fig. 4.144.14 for a system with j = 0, and these order parameters predict a critical spin
value of Sc ≈ 0.21, which is what found in chapter 33. Note that the value of ∆E for small S and
large N is small enough to contest the resolution of the solution of the mean field equations. As
mentioned in section 2.42.4, the calculation of λ̃ is the limiting factor when it comes to the numeric
accuracy, with a precision of 10−12 in a worst case scenario. In fig. 4.154.15, the last 9 of the points
have a value less than 10−12, and are not counted in the linear curve fitting as they are simply
numerical noise. This limits the accuracy of the curve fit for small values of S, typically S < 0.15.

Figure 4.9: Plot of the logarithm of the energy difference as a function of
√

N for S = 0.16 < Sc
and j = 0. The figure also shows the linear regression curve with slope Cexp.
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Figure 4.10: Plot of the logarithm of the energy difference as a function of ln(N) for S = 0.3 > Sc
and j = 0. The figure also shows the linear regression curve with slope Clog = −1, which is a very
good approximation in this case.
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Figure 4.11: Plot of the logarithm of the energy difference as a function of ln(N) for S = 0.16 < Sc
and j = 0. The figure also shows the linear regression curve with slope Clog. There is clarely no
linear dependence between ln(∆E) and ln(N) in this region.
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Figure 4.12: Plot of the logarithm of the energy difference as a function of
√

N for S = 0.3 > Sc
and j = 0. The figure also shows the linear regression curve with slope Cexp. There is clarely no
linear dependence between ln(∆E) and

√
N in this region.
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Figure 4.13: The figure shows the values of the parameter Cexp for j = 0. Cexp increases linearly
in the spin liquid phase, and flattens out for S > Sc = 0.21 as ∆E scales in a different manner in
this region.
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Figure 4.14: The figure shows the values of the parameter Clog for j = 0. Clog rapidly tends
towards −1 in the magnetically ordered region of S > Sc = 0.21, and is significantly lower in the
spin liquid phase.

These order parameters also seem to work for j , 0, even though the antiperiodic boundary
conditions do not flip all of the next nearest neighbours bond in the right way. We would not
expect this to introduce a large error into our calculations for small values of j, as it is only one
bond that is not flipped correctly. The plot for j = 0.1 is shown in figs. 4.164.16 and 4.174.17, which again
agrees with our findings in chapter 33 of Sc ≈ 0.25. When j = 0.2 we see in figs. 4.184.18 and 4.194.19 that
the curves are smoother and without an obvious break point, making it hard to estimate the
critical spin value. Therefore, our estimate of Sc ≈ 0.35 is not precise. This is a higher value than
was estimated for the sublattice magnetization order parameter, but other ordered phases than
the Néel state might again be influencing our results.



53

Figure 4.15: In this case of S = 0.10 and j = 0, the numerical resolution of the mean field
parameters is too low to calculate the energy difference ∆E for N > 900. The last 9 points are
numerical noise and not considered in the curve fitting.
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Figure 4.16: The figure shows Cexp for j = 0.1, with a critical value estimated at Sc ≈ 0.25.
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Figure 4.17: The figure shows Clog for j = 0.1, with a critical value estimated at Sc ≈ 0.25.
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Figure 4.18: The figure shows Cexp for j = 0.2, with a critical value estimated at Sc ≈ 0.35. It is
hard to make a good estimation of the critical value as the curve is much smoother compared to
lower values of j.
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Figure 4.19: The figure shows Clog for j = 0.2, with a critical value estimated at Sc ≈ 0.35. It is
hard to make a good estimation of the critical value as the curve is much smoother compared to
lower values of j.
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5 Quantum Fidelity
We have one more method of investigating the phase transition between the topologically
ordered spin liquid state and the magnetically ordered Néel state that we will take a look at.
It is known as the quantum fidelity, or simply just the fidelity, and it measures the closeness
or overlap of two quantum states. Originally an offspring of quantum information theory, the
fidelity approach requires no knowledge of which, if any, symmetries are broken in the phase
transition [1111]. This stands in clear opposition to the method employed in chapter 44, which is
purely a product of the symmetries of the spin liquid state and the triangular grid. It is therefore
an appealing tool for exploring this quantum phase transition, as it brings a new and quite
different perspective to the problem. From the definition of the fidelity [1111]

f =
∣∣∣∣〈Ψ′∣∣∣Ψ〉∣∣∣∣ , (5.1)

we see that 0 < f < 1 if the states are normalized. A fidelity of 1 signifies that the states are
identical, and f = 0 occurs for two orthonormal states. A phase transition brings about a radical
change of the system state, so the fidelity of two states on opposite sides of this transition should
be much smaller compared to the fidelity of two states in the same phase. So by slowly moving
the system from the spin liquid state over to the magnetically ordered state, we should see a
drop in the fidelity when we reach the phase transition.

5.1 Ground State

First of all, we need an explicit expression for the ground state |G〉 defined in eq. (2.462.46). Motivated
by paper [2222], we try a ground state of the form:

|G〉 = C · exp
(∑

i j

hi jÂ†i j

)
|0〉b , (5.2)

where |0〉b is the vacuum state for the original Schwinger-bosons, C is a noramilzation coefficient
and

hi j =
1
N

∑
k

hkei(ri−r j)·k, (5.3)

where hk is assumed to be an antisymmetric function of k we will determine. Rewriting the
exponent in eq. (5.25.2) in terms of the Fourier transformed boson operators, we get∑

i j

hi jÂ†i j =
∑

k

hkb̂†k↑b̂
†

−k↓, (5.4)

as shown in eq. (A.27A.27). For eq. (5.25.2) to represent a ground state for our system, we must have
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η̂kσ |G〉 = Cη̂kσ exp
(∑

k

hkb̂†k↑b̂
†

−k↓

)
|0〉b = 0, (5.5)

as this is our definition of a ground state. Let us first choose σ =↑, and use eq. (2.382.38) to write

η̂k↑ = ckb̂k↑ + iskb̂†
−k↓, (5.6)

where ck ≡ coshθk and sk ≡ sinhθk given through eqs. (2.412.41) and (2.422.42). Defining the operator

L̂ ≡
∑

k

hkb̂†k↑b̂
†

−k↓, (5.7)

we rewrite the left hand side of eq. (5.55.5):

η̂kσ |G〉=C
(
ckb̂k↑ + iskb̂†

−k↓

)
eL̂
|0〉b

=CeL̂
· e−L̂

(
ckb̂k↑ + iskb̂†

−k↓

)
eL̂
|0〉b

=CeL̂
·

(
ck · e−L̂b̂k↑eL̂ + isk · e−L̂b̂†

−k↓e
L̂
)
|0〉b . (5.8)

We now make use of what is known as the Baker-Hausdorff theorem [2323]:

e−B̂ÂeB̂ = Â +
[
Â, B̂

]
+

1
2!

[[
Â, B̂

]
, B̂

]
+ ... =

∞∑
n=0

1
n!

[
Â, B̂

]
n
, (5.9)

where Â and B̂ are operators and
[
Â, B̂

]
n

is the nested commutator defined as

[
Â, B̂

]
0
≡Â (5.10)[

Â, B̂
]
n
≡

[[
Â, B̂

]
n−1

, B̂
]

, n > 0. (5.11)

Theorem (5.95.9) shows that the second term in eq. (5.85.8) is

e−L̂b̂†
−k↓e

L̂ = b̂†
−k↓, (5.12)

since L̂ and b̂†
−k↓ commute. To calculate the first term in eq. (5.85.8), we see that

[
b̂k↑, L̂

]
=

b̂k↑,
∑
k′

hk′ b̂
†

k′↑b̂
†

−k′↓

 =
∑
k′

hk′ b̂
†

−k′↓

[
b̂k↑, b̂†k′↑

]
=

∑
k′

hk′ b̂
†

−k′↓δk,k′ = hkb̂†
−k↓ , (5.13)

which makes all higher nested commutator terms
[
b̂k↑, L̂

]
n

vanish. This leaves us with
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η̂kσ |G〉=CeL̂
·

(
ck

(
b̂k↑ + hkb̂†

−k↓

)
+ iskb̂†

−k↓

)
|0〉b = CeL̂

·

(
ckb̂k↑ +

(
ckhk + isk

)
b̂†
−k↓

)
|0〉b . (5.14)

The annihilation operators b̂kσ are a sum of the original annihilation operators b̂iσ according to
eq. (2.192.19), so

ckb̂k↑ |0〉b = 0. (5.15)

However, we must force the second term to be zero by choosing

hk = −i
sk

ck
(5.16)

to satisfy condition (5.55.5). The same expression for hk is needed to satisfy η̂k↓ |G〉 = 0, and we see
that our assumption h−k = −hk indeed is true. We note that

ck= =
1
√

2

√
cosh2θk + 1 =

1
√

2

√
γB

k + λ̃

ωk
+ 1 (5.17)

sk=±
1
√

2

√
cosh2θk − 1 = ±

1
√

2

√
γB

k + λ̃

ωk
− 1, (5.18)

and since

sinhθk =
1
2
·

sinh2θk

coshθk
, (5.19)

the sign of sk is

sgn(sk) = sgn(sinh2θk) = −sgn(γA
k ). (5.20)

We finally end up with the expression for hk as

hk = isgn(γA
k )

√√
(γB

k + λ̃)/ωk − 1

(γB
k + λ̃)/ωk + 1

. (5.21)

5.2 Susceptibility of the Fidelity

Now we can calculate the expression of the fidelity between two ground states, |G〉 and |G′〉, at
different points in parameter space. As shown in eq. (A.28A.28), we get

f =
∣∣∣∣〈G′

∣∣∣G〉∣∣∣∣ = CC′ ·
∏

k

1∣∣∣1 + h′khk
∣∣∣ . (5.22)
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From this and the normalization condition
〈
G
∣∣∣G〉

= 1, we find that the constant C is

1
C2 =

∏
k

1
1 + h2

k

=
∏

k

1−
(
sgn(γA

k )
)2 (γB

k + λ̃)/ωk − 1

(γB
k + λ̃)/ωk + 1

−1

=
∏

k

1
2

γB
k + λ̃

ωk
+ 1

 . (5.23)

It is more practical to calculate the logarithm of the normalization constant

ln(C) =
N
2

ln(2)−
1
2

∑
k

ln
(
γB

k + λ̃

ωk
+ 1

)
, (5.24)

and the fidelity

ln( f ) = ln(C) + ln(C′)−
∑

k

ln
(∣∣∣1 + hkh′k

∣∣∣) , (5.25)

to avoid problems with the accuracy of the numerical calculations. This far, we have not put
any restrictions on the two arbitrary ground states except from the form of hk. However, for the
fidelity to be of any use to us, we will only be looking at ground states separated by a small
distance in parameter space. And to make calculations simple, we will only be changing one
parameter at a time, keeping everything else constant. The two clear candidates for parameters
to vary are the value of the spin S and the relative interaction strength j. For now, we will vary

the generic parameter p, so that |G〉 =
∣∣∣∣G(p)

〉
and |G′〉 =

∣∣∣∣G(p + δp)
〉
. This lets us calculate what is

known as the susceptibility of the fidelity [1111]:

χ f = lim
δp→0

−2ln( f )
(δp)2 = −

∂2 f
∂(δp)2 . (5.26)

This is the leading term in the series expansion of the fidelity around the parameter p, which is a
measure of the response of the fidelity to a small change δp. As the fidelity will be at a local mini-
mum with f < 1 at the point of a phase transition,χ f will exhibit a local maximum at the same spot.

We start by looking at the fidelity when we let p be the relative interaction strength j. For S = 0.1,
deep inside the spin liquid region when j = 0, χ f has the monotonically decreasing form shown
in fig. 5.15.1. It is clear that there is no phase transition for this spin value in the region 0 < j < 0.2,
as χ f has no local maxima. The story is different for S = 0.21, which is shown in fig. 5.25.2. The
maximal value, and therefore the phase transition, occurs for j ≈ 0.015. This is fairly consistent
with what we have found in previous chapters, where the critical spin value is Sc ≈ 0.21 for j = 0.
Similarly we found that j = 0.1 resulted in Sc ≈ 0.25, which is in agreement with fig. 5.35.3. When
we increase the spin value further to S > 0.35, we see that the local maximum of χ f turns into a
saddle point, which means we can no longer detect a phase transition in the region 0 < j < 0.2,
and as in the previous chapters the results might be influenced by ordered states different from
the Néel state. Our previous results for the critical spin value at j = 0.2 is Sc ≈ 0.31 in chapter 33
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and Sc ≈ 0.35 in chapter 44.

Figure 5.1: The figure shows the susceptibility for S = 0.1, δ j = 0.02 and N = 3600. There is no
local maxima, and so no phase transition is visible.
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Figure 5.2: The figure shows the susceptibility for S = 0.21, δ j = 0.02 and N = 3600. We see a
phase transition for j ≈ 0.015.
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Figure 5.3: The figure shows the susceptibility for S = 0.25, δ j = 0.02 and N = 3600. The top at
j ≈ 0.105 signifies a phase transition.
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Figure 5.4: The figure shows the susceptibility for S = 0.36, δ j = 0.02 and N = 3600. There is no
local maxima, only a saddle point, so we detect no phase transition in this region.

In these calculations we have used δ j = 0.02 and N = 3600. The effect of changing δ j is shown in
fig. 5.55.5, and fig. 5.65.6 shows the effect of changing the system size. As we can see, a smaller δ j
shifts the top of χ f towards the higher values of j, while the opposite is true for increasing the
system size. These effects are definitely important when it comes to precisely identifying the
point of the phase transition, so the accuracy of the calculations shown in figs. 5.25.2 to 5.45.4 is not
very high. The effects pulling in opposite directions is a saving grace, as it will correct some of
the error.
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Figure 5.5: The figure shows the effect of changing δ j for a system with N = 3600 and S = 0.22.
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Figure 5.6: The figure shows the effect of changing N for a system with δ j = 0.02 and S = 0.22.

Figure (5.75.7) shows a low resolution contour plot of χ f in j-S parameter space, where each strip
of constant S has been calculated separately. The white line visible indicates the location of the
phase transition, and we can see that it compares with figure 8 from paper [99].
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Figure 5.7: The figure shows a contour plot of the susceptibility χ f in S- j parameter space for
N = 3600 and δ j = 0.02. Each horizontal line is calculated separately, and normalized by its
maximal value for visual purposes. For S < 0.21 the maximal value of each strip is located at
j = 0, as they resemble fig. 5.15.1. No phase tansition has occurred in this region. For 0.21 < S < 0.36,
we see the phase tansition as the white line curving upwards, and each strip resembles fig. 5.35.3.
Above this region, we have the case illustrated in fig. 5.45.4, with no phase tansition. Note that the
resolution of the plot is low, and is intended mainly for illustrative purposes.

As it turns out, varying S and keeping j constant does not produce similar results for the fidelity
calculations. Figure (5.85.8) shows that the phase transition at j = 0.1 and S ≈ 0.25 is not present.
This is surprising, and we do not have a good answer for this behaviour. It could possibly be
related to the fact that we are treating the half-integer parameter S a continuous, even though
this works well for the sublattice magnetization.
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Figure 5.8: Shows χ f when j = 0.1 is constant and S is varied from 0.2 to 0.3 with δS = 0.01. We
would expect to see a phase transition at S ≈ 0.25, but this it not present in the plot.
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6 Conclusion
Based on the variety of the methods we have used and the results in [99], we can say with
little doubt that the critical spin value of the phase transition from spin liquid to Néel order
is Sc ≈ 0.21 for j = 0 in the mean field approximation of the Heisenberg antiferromagnet. The
methods also agree that Sc ≈ 0.25 for j = 0.1, but as the strength of the next nearest neighbour
interactions increase, Sc is harder to precisely establish. The parameters we are plotting seem
to undergo a smoother transition from the spin liquid phase to the magnetically ordered one,
especially close to j = 0.2. The three different methods have quite a gap in their predictions for
this value of j, ranging from Sc ≈ 0.31 for the sublattice magnetization calculation, to Sc ≈ 0.35
for the topologically degenerate states energy difference and the fidelity. This is might be
due to the existence of other phases than the spin liquid and Néel order somewhere in the
region 0.125 < j < 0.2 [1717] that we have not taken into account in our numerical analysis, so our
calculations should not be trusted blindly in this region.

The conclusion of our analysis is that all of the three presented methods are able to detect the
quantum phase shift from spin liquid to Néel order in the mean field triangular Heisenberg
antiferromagnet. These methods are based on different principles and phenomena, so it is a
compelling result when the estimates of Sc from all three methods agree. However, there are
some issues related to the methods, for instance that not all next nearest neighbour bonds are
flipped correctly in our calculation of ∆E and that the fidelity does not seem to pick up a signal
of a phase transition when we treat S as a continuous variable. We should also restrict our region
of validity for these methods to j < 0.125, as we are uncertain of how the other ordered magnetic
states interfere with our calculations.
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A Appendix: Details of Calculations
Since nothing is more frustrating than reading an article where several pages of calculations
have gone missing between a few lines of text, this appendix was added.

A.1 Commutator relations

Our first aim is to prove eq. (2.32.3). We define a general state
∣∣∣n1,n2, ...,nν, ...,nµ, ...

〉
≡

∣∣∣nν,nµ〉,
where n j is the number of bosons in state j. The creation and annihilation boson operators will
work on such a state in the following way [1313]:

b̂µ
∣∣∣nν,nµ〉=√

nµ
∣∣∣nν,nµ − 1

〉
(A.1)

b̂†µ
∣∣∣nν,nµ〉=√

nµ + 1
∣∣∣nν,nµ + 1

〉
. (A.2)

Now, assume first that ν , µ, and let the boson commutator operate on the general state:[
b̂µ, b̂†ν

] ∣∣∣nν,nµ〉≡(b̂µb̂†ν − b̂†νb̂µ
) ∣∣∣nν,nµ〉

=
(√

(nν + 1)(nµ − 1)−
√

(nµ − 1)(nν + 1)
) ∣∣∣nν + 1,nµ − 1

〉
= 0. (A.3)

However, if ν = µ, we get

[
b̂µ, b̂†µ

] ∣∣∣nµ〉 =
(√

(nµ + 1)2 −

√
n2
µ

) ∣∣∣nµ〉 = 1 ·
∣∣∣nµ〉 , (A.4)

resulting in the commutator relation [
b̂µ, b̂†ν

]
= δµ,ν. (A.5)

The rest of the commutator relations eq. (2.32.3) may be shown in a similar way.

The Fourier transformed operators b̂kσ follow the same commutator relation eq. (2.32.3):

[
b̂kσ, b̂†k′σ

]
=b̂kσb̂†k′σ − b̂†k′σb̂kσ =

1
N

∑
i

e−ik·ri b̂iσ

∑
j

eik′·r j b̂†jσ −
1
N

∑
j

eik′·r j b̂†jσ
∑

i

e−ik·ri b̂iσ

=
1
N

∑
i j

ei(k′·r j−k·ri)
(
b̂iσb̂†jσ − b̂†jσb̂iσ

)
=

1
N

∑
i j

ei(k′·r j−k·ri)
[
b̂iσ, b̂†jσ

]
=

1
N

∑
i j

ei(k′·r j−k·ri)δi, j =
1
N

∑
i

ei(k′−k)·ri = δk,k′ (A.6)
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where we have used eq. (B.15B.15) and eq. (A.5A.5). Again, the other commutator relations follow in a
similar way.

Finally, the commutator of the Bogoliubov transformed operators η̂k↑ and η̂†
k′↑

is

[
η̂k↑, η̂

†

k′↑

]
=
[
ukb̂k↑ + ivkb̂†

−k↓ , uk′ b̂
†

k′↑ − ivk′ b̂−k′↓

]
=
[
ukb̂k↑,uk′ b̂

†

k′↑

]
+

[
ivkb̂†

−k↓,−ivk′ b̂−k′↓

]
=
(
ukuk′ − vkvk′

)
δk,k′ , (A.7)

where we have used eq. (A.6A.6) and some general properties of the commutator brackets. For

k = k′, we get
[
η̂k↑, η̂

†

k′↑

]
= u2

k − v2
k. To keep the commutator on the same form as eq. (2.32.3), we

must choose u2
k − v2

k = 1. The rest of the constraints in (2.352.35) can be shown in a similar way by
using the other two equations in (2.342.34).

A.2 The spin dot product expressed by Scwinger-bosons

The spin dot product between two different lattice sites i and j, using the definition (2.22.2), is

Ŝi · Ŝ j=Ŝx
i Ŝx

j + Ŝy
i Ŝy

j + Ŝz
i Ŝz

j

=
1
2

(
b̂†i↑b̂i↓b̂†j↓b̂ j↑ + b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
+

1
4

(
b̂†i↑b̂i↑ − b̂†i↓b̂i↓

)(
b̂†j↑b̂ j↑ − b̂†j↓b̂ j↓

)
=

1
4

(
b̂†i↑b̂i↑b̂†j↑b̂ j↑ + b̂†i↓b̂i↓b̂†j↓b̂ j↓ − b̂†i↑b̂i↑b̂†j↓b̂ j↓ − b̂†i↓b̂i↓b̂†j↑b̂ j↑ + 2b̂†i↑b̂i↓b̂†j↓b̂ j↑ + 2b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
.

(A.8)

From the definitions of the A and B field, see eq. (2.42.4), we may compute the product

Â†i jÂi j=
1
4

(
b̂†i↑b̂

†

j↓ − b̂†i↓b̂
†

j↑

)(
b̂i↑b̂ j↓ − b̂i↓b̂ j↑

)
=

1
4

(
b̂†i↑b̂i↑b̂†j↓b̂ j↓ + b̂†i↓b̂i↓b̂†j↑b̂ j↑ − b̂†i↑b̂i↓b̂†j↓b̂ j↑ − b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
, (A.9)

and
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B̂†i jB̂i j=
1
4

(
b̂†i↑b̂ j↑ + b̂†i↓b̂ j↓

)(
b̂i↑b̂†j↑ + b̂i↓b̂†j↓

)
=

1
4

(
b̂†i↑b̂i↑b̂ j↑b̂†j↑ + b̂†i↓b̂i↓b̂ j↓b̂†j↓ + b̂†i↑b̂i↓b̂†j↓b̂ j↑ + b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
=

1
4

(
b̂†i↑b̂i↑(1 + b̂†j↑b̂ j↑) + b̂†i↓b̂i↓(1 + b̂†j↓b̂ j↓) + b̂†i↑b̂i↓b̂†j↓b̂ j↑ + b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
=

1
4

(
b̂†i↑b̂i↑b̂†j↑b̂ j↑ + b̂†i↓b̂i↓b̂†j↓b̂ j↓ + b̂†i↑b̂i↓b̂†j↓b̂ j↑ + b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
+

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
≡:B̂†i jB̂i j: +

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
. (A.10)

Comparing these directly with eq. (A.8A.8), we see that

Ŝi · Ŝ j = :B̂†i jB̂i j:− Â†i jÂi j = B̂†i jB̂i j − Â†i jÂi j −
1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
, (A.11)

where we have defined :B̂†i jB̂i j: = 1
4

(
b̂†i↑b̂i↑b̂†j↑b̂ j↑ + b̂†i↓b̂i↓b̂†j↓b̂ j↓ + b̂†i↑b̂i↓b̂†j↓b̂ j↑ + b̂†i↓b̂i↑b̂†j↑b̂ j↓

)
.

Using the definitions eq. (2.62.6) and eq. (2.72.7), we rewrite eq. (A.11A.11) as

Ŝi · Ŝi j=
(
Bi j + δB̂†i j

)(
Bi j + δB̂i j

)
−

(
Ai j + δÂ†i j

)(
Ai j + δÂi j

)
−

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
=B2

i j +Bi j
(
δB̂†i j + δB̂i j

)
−A2

i j −Ai j
(
δÂ†i j + δÂi j

)
−

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
+O(δ2)

=A2
i j −B

2
i j +Bi jB̂i j +Bi jB̂†i j −Ai jÂi j −Ai jÂ†i j −

1
4

(
b̂†i↑b̂i↑ + b̂†i↓b̂i↓

)
+O(δ2). (A.12)

The square of the spin operator on a lattice site i is

Ŝi · Ŝi=
1
4

(
2b̂†i↑b̂i↑b̂i↓b̂†i↓ + 2b̂i↑b̂†i↑b̂

†

i↓b̂i↓ + b̂†i↑b̂i↑b̂†i↑b̂i↑ + b̂†i↓b̂i↓b̂†i↓b̂i↓ − 2b̂†i↑b̂i↑b̂†i↓b̂i↓
)

=
1
4

(
2n̂i↑(1 + n̂i↓) + 2n̂i↓(1 + n̂i↑) + n̂i↑n̂i↑ + n̂i↓n̂i↓ − 2n̂i↑n̂i↓

)
=

1
4

(
(n̂i↑ + n̂i↓)2 + 2(n̂i↑ + n̂i↓)

)
=
(1
2

n̂i

)2
+

1
2

n̂i, (A.13)

where we have used the definition of the number operator n̂i ≡
∑
σ n̂iσ ≡

∑
σ b̂†iσb̂iσ [1313] and the

commutator relations (2.32.3). The eigenvalue of this equation must be equal to S2 + S to complete
the spin algebra, which is satisfied when

n̂i |Ψ〉 = 2S |Ψ〉 . (A.14)
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A.3 Fourier transformation of the A and B fields and the mean field
equations

When Fourier transforming the A and B fields, we find that

∑
i

Âi,i+d=
1
2

∑
i

(
b̂i+d↓b̂i↑ − b̂i+d↑b̂i↓

)
=

1
2N

∑
i

∑
k,k′

(
eik′·(ri+d)eik·ri b̂k′↓b̂k↑ − eik′·(ri+d)eik·ri b̂k′↑b̂k↓

)
=

1
2

∑
k

e−ik·d
(
b̂−k↓b̂k↑ − b̂−k↑b̂k↓

)
, (A.15)

where we have used eq. (B.15B.15). In a similar way:

∑
i

B̂i,i+d=
1
2

∑
k

e−ik·d
(
b̂†k↑b̂k↑ + b̂†k↓b̂k↓

)
. (A.16)

In our calculations, we also come across the sum∑
k

γB
k=

∑
k,d

JdBd cos(k ·d) =
∑
k,d

JdBd ·
1
2

(
eik·d + e−ik·d

)
=
∑

d

JdBd ·
N
2

(
δd,0 + δ−d,0

)
= 0, (A.17)

where we have used eq. (B.19B.19) and the fact that d , 0.

The mean field equations (2.492.49) are defined through differentiation of the ground state energy
E0 given in eq. (2.472.47). Performing the differentiation with respect to Ad:

∂E0

∂Ad
= NJdAd +

∑
k

∂ωk

∂Ad
= 0

⇒NJdAd =−
∑

k

−γA
k

1
2 Jd sin(k ·d)

ωk

⇒ Ad =
1

2N

∑
k

γA
k

ωk
sin(k ·d), (A.18)

and the rest of the equations may be derived in the same way.
The contracted version of the mean field equations are easily derived from the original ones by
performing a sum over either δ or ∆. For instance:
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∑
δ

A=
∑
δ

sgn(Aδ)Aδ =
1

2N

∑
δ

∑
k

γA
k

ωk
sgn(Aδ)sin(k ·δ) =

1
N

∑
k

γA
k

ωk
ΓA

k

⇒ A =
1

6N

∑
k

γA
k

ωk
ΓA

k . (A.19)

The other eqs. (2.702.70) to (2.722.72) follow in a similar way.

A.4 The structure factor

The first term in eq. (3.33.3) is

〈
b̂†k1↑

b̂k2↑b̂
†

k3↑
b̂k4↑

〉
=

〈
(c1η̂

†

k1↑
− s1η̂k1↓)(c2η̂k2↑ − s2η̂

†

k2↓
)(c3η̂

†

k3↑
− s3η̂k3↓)(c4η̂k4↑ − s4η̂

†

k4↓
)
〉
. (A.20)

Due to commutator relation and the definition of the ground state eq. (2.462.46), the only non-zero
terms in the equation above will involve two creation and two annihilation operators. Relation
eq. (2.462.46) also eliminates the terms starting with η̂†k1↑

and/or ending with η̂k4↑.

〈
b̂†k1↑

b̂k2↑b̂
†

k3↑
b̂k4↑

〉
=
〈
s1c2c3s4η̂k1↓η̂k2↑η̂

†

k3↑
η̂†k4↓

+ s1s2s3s4η̂k1↓η̂
†

k2↓
η̂k3↓η̂

†

k4↓

〉
=s1c2c3s4

〈
(δk2,k3 + η̂†k3↑

η̂k2↑)(δk1,k4 + η̂†k4↓
η̂k1↓)

〉
+s1s2s3s4

〈
(δk1,k2 + η̂†k2↓

η̂k1↓)(δk3,k4 + η̂†k4↓
η̂k3↓)

〉
=s1c2c3s4δk2,k3δk1,k4 + s1s2s3s4δk1,k2δk3,k4 . (A.21)

Similarly, the other three terms may be reduced in this way. Inserting eq. (A.21A.21), together with
the three other terms, into eq. (3.33.3), we get the correlation between the spins in the ground state:

〈
Ŝ0 · Ŝi

〉
=

3
2N2

∑
k1,k2,k3,k4

ei(k4−k3)·ris1c2c3s4
(
δk2,k3δk1,k4 + δk1,k−3δk2,k−4

)
=

3
2N2

∑
k1,k2

ei(k1−k2)·ri
(
s2

1c2
2 + s1c2c−1s−2

)
=

3
8N2

∑
k1,k2

ei(k1−k2)·ri

((
cosh(2θk1)− 1

)(
cosh(2θk2) + 1

)
− sinh(2θk1)sinh(2θk2)

)

=
3

8N2

∑
k1,k2

ei(k1−k2)·ri

(γB
k1

+ λ̃

ωk1

·

γB
k2

+ λ̃

ωk2

−

γA
k1

ωk1

·

γA
k2

ωk2

+
γB

k1
+ λ̃

ωk1

−

γB
k2

+ λ̃

ωk2

− 1
)

=
3

8N2

∑
k1,k2

ei(k1−k2)·ri

( (γB
k1

+ λ̃)(γB
k2

+ λ̃)−γA
k1
γA

k2

ωk1ωk2

− 1
)
, (A.22)
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where we have used eq. (2.412.41), eq. (2.422.42) and eq. (2.432.43). The structure factor is then

S(q)≡
∑

i

〈
Ŝ0 · Ŝi

〉
e−iq·ri =

3
8N2

∑
k1,k2

∑
i

ei(k1−k2−q)·ri

( (γB
k1

+ λ̃)(γB
k2

+ λ̃)−γA
k1
γA

k2

ωk1ωk2

− 1
)

=
3

8N2

∑
k1,k2

∑
K

δK,k1−k2−q

( (γB
k1

+ λ̃)(γB
k2

+ λ̃)−γA
k1
γA

k2

ωk1ωk2

− 1
)

=
3

8N2

∑
k1,k2

( (γB
k1

+ λ̃)(γB
k1−q−K + λ̃)−γA

k1
γA

k1−q−K

ωk1ωk1−q−K
− 1

)

=
3

8N2

∑
k1,k2

( (γB
k1

+ λ̃)(γB
k1−q + λ̃)−γA

k1
γA

k1−q

ωk1ωk1−q
− 1

)

=
3

8N

∑
k

( (γB
k + λ̃)(γB

k−q + λ̃)−γA
kγ

A
k−q

ωkωk−q
− 1

)
, (A.23)

where K is a reciprocal lattice vector. We have used eq. (A.22A.22) and a more general version of
eq. (B.15B.15). The fact that

γA
k′+K=

1
2

∑
d

JdAd sin(k′ ·d + K ·d) =
1
2

∑
d

JdAd sin(k′ ·d + 2πm) = γA
k′ (A.24)

γB
k′+K=γB

k′ (A.25)

was also used.

A.5 Expansion of 1/Ωk

We will now find the expansion of 1/Ωk for small S:

1/Ωk=

(
(βΓB

k + 1)2
−α2(ΓA

k )2
)−1/2

=
(
(1 + β1Γ

B
kS + β2Γ

B
kS2 +O(S3))2

− (α2
1S +α2

2S2 +O(S3))(ΓA
k )2

)−1/2

=

(
1 +

(
2β1Γ

B
k −α

2
1(ΓA

k )2
)
·S +

(
2β2Γ

B
k + β2

1(ΓB
k)2
−α2

2(ΓA
k )2

)
·S2 +O(S3)

)−1/2

=1 +
(1
2
α2

1(ΓA
k )2
− β1Γ

B
k

)
·S +

(1
2
α2

2(ΓA
k )2
− β2Γ

B
k −

3
2
β1α

2
1Γ

B
k(ΓA

k )2 + β2
1(ΓB

k)2 +
3
8
α4

1(ΓA
k )4

)
·S2

+O(S3). (A.26)
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A.6 Fidelity

We simplify the expression

∑
i j

hi jÂ†i j=
1

2N2

∑
i j

∑
k1,k2,k3

hk1ei(ri−r j)·k1 · e−i(ri·k2+r j·k3)
(
b̂†k2↑

b̂†k3↓
− b̂†k2↓

b̂†k3↑

)
=

1
2N2

∑
i j

∑
k1,k2,k3

hk1ei(k1−k2)·ri · e−i(k1+k3)r j
(
b̂†k2↑

b̂†k3↓
− b̂†k2↓

b̂†k3↑

)
=

1
2

∑
k1,k2,k3

hk1δk1,k2δk1,−k3

(
b̂†k2↑

b̂†k3↓
− b̂†k2↓

b̂†k3↑

)
=

1
2

∑
k

hk
(
b̂†k↑b̂

†

−k↓ − b̂†k↓b̂
†

−k↑

)
=

1
2

∑
k

hkb̂†k↑b̂
†

−k↓ −
1
2

∑
−k

h−kb̂†
−k↓b̂

†

k↑

=
∑

k

hkb̂†k↑b̂
†

−k↓, (A.27)

where we have used eq. (B.15B.15) and the assumption that hk is antisymmetric in k.

The normalized inner product of two ground states |G〉 and |G′〉 on the form given in eq. (5.25.2),
can be written as
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1
CC′

〈
G′

∣∣∣G〉
=〈0|exp

(∑
k′

h′†k′ b̂k′↑b̂−k′↓

)
exp

(∑
k

hkb̂†k↑b̂
†

−k↓

)
|0〉b

=〈0|
∏

k′
exp

(
− h′k′ b̂k′↑b̂−k′↓

)∏
k

exp
(
hkb̂†k↑b̂

†

−k↓

)
|0〉b

=
∏

k

〈0|exp
(
− h′kb̂k↑b̂−k↓

)
exp

(
hkb̂†k↑b̂

†

−k↓

)
|0〉b

=
∏

k

∑
nm

1
(n!)(m!)

(−h′k)m(hk)n
〈0|

(
b̂k↑b̂−k↓

)m (
b̂†k↑b̂

†

−k↓

)n
|0〉b

=
∏

k

∑
n

1
(n!)2 (−h′khk)n

〈0|
(
b̂k↑b̂−k↓

)n (
b̂†k↑b̂

†

−k↓

)n
|0〉b

=
∏

k

∑
n

1
(n!)2 (−h′khk)n

〈0|
(
b̂k↑

)n (
b̂†k↑

)n
|0〉b 〈0|

(
b̂−k↓

)n (
b̂†
−k↓

)n
|0〉b

=
∏

k

∑
n

1
(n!)2 (−h′khk)n(n!)2

〈
n
∣∣∣n〉 · 〈n

∣∣∣n〉
=
∏

k

∑
n

(−h′khk)n

=
∏

k

1
1 + h′khk

, (A.28)

where we have used eq. (A.27A.27), the Taylor series expansion ex =
∑
∞

n=0
1
n!x

n, and the repeated use

of the boson relations from eq. (A.1A.1):
(
b̂†µ

)n
|0〉 =

√
n! |n〉.
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B Appendix: The Fourier Transform and
Reciprocal Space
B.1 Definition

When defining our Fourier transformation of the Schwinger-boson operators, see eq. (2.182.18) and
eq. (2.192.19), we move from operators in real space to operators defined in reciprocal space. To
explore this reciprocal space, we must first characterize the real triangular lattice by a set of
linearly independent basic lattice vectors. In two dimensions, we may choose the vectors

a1=
(
1,0

)
(B.1)

a2=
1
2

(
1,
√

3
)
,

Figure B.1: Illustration of the triangular lattice. Only the lattice point in the origin and its 6
closest neighbours are shown.

shown in fig. B.1B.1, as our basic lattice vectors. Here we have scaled the distance between two
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neighbouring lattice points to 1. Any lattice point can be reached by an integer linear combination
of these two vectors, where the resulting vector is known as a lattice vector11:

R = p1a1 + p2a2. (B.2)

From the basic lattice vectors, we also construct the set of nearest neighbour vectors δ of length 1:

{δ}=
{
±δ−,±δ0,±δ+

}
(B.3)

δ− =a1 −a2 =
1
2

(
1,−
√

3
)

δ0 =a1 =
(
1,0

)
δ+ =a2 =

1
2

(
1,
√

3
)
,

and the next nearest neighbour vectors22 ∆ of length
√

3:

{∆}=
{
±∆−,±∆0,±∆+

}
(B.4)

∆− =δ0 +δ− =
1
2

(
3,−
√

3
)

∆0 =δ0 +δ+ =
1
2

(
3,
√

3
)

∆+ =δ+
−δ− =

(
0,
√

3
)
.

The reciprocal space of the triangular grid is similarly spanned by the basic reciprocal lattice
vectors b1 and b2. They are defined through the relation [2424, p. 87]

ai · b j = 2πδi j, (B.5)

and for our choice of a1 and a2, these vectors are:

b1=2π
(
1,− 1

√
3

)
(B.6)

b2=2π
(
0, 2
√

3

)
,

1In the report we use r j as the lattice vector of site j.
2Not to be confused the Kronecker delta δab!
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Figure B.2: Illustration of the reciprocal space of the triangular lattice.

shown in fig. B.2B.2. Note that these basic reciprocal vectors have a length of 4π
√

3
, unlike the basic

lattice vectors. The reciprocal analogue to vectors in real space are the wave vectors k. We may
expand the wave vectors in the b1 − b2 basis, so that

k = m1b1 + m2b2, (B.7)

where m1,m2 are real numbers. By definition, the reciprocal lattice vector K has the property

eiK·R = 1. (B.8)

Expanding K as shown above, we get

eiK·R = ei(m1b1+m2b2)·(p1a1+p2a2) = e2πi(m1p1+m2p2)
≡ 1, (B.9)

which is satisfied in general when m1 and m2 are integers.

B.2 Periodicity

B.2.1 Periodic Boundary Conditions

Our grid in real space is normally periodical in both the ai-directions, in the sense that
b̂(R+Niai)σ = b̂Rσ, where Ni is the number lattice sites in ai-direction. This periodicity carries over
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into reciprocal space through the Fourier transform in eq. (2.182.18), and we require that

eik·(R+Niai) = eik·R (B.10)

to satisfy the spatial symmetry. Equation (B.9B.9) implies that this holds if Nik is a reciprocal lattice
vector, so we may write mi = ni

Ni
where ni is an integer.

Now, since adding a reciprocal lattice vector K to the wave vector k has no effect on the
exponential phase factor eik·R in the Fourier transformation, we may restrict ourselves to keep the
wave vectors within what is known as the first Brillouin zone. This zone is the area of reciprocal
space that is closer to a certain reciprocal lattice point than any other point in the lattice [2424,
p. 89], and is shown in fig. B.3B.3. A wave vector outside the first Brillouin zone will be equivalent
to a vector inside it, this can be seen by simply adding and subtracting reciprocal lattice vectors.
For the triangular lattice, the it has a rather cumbersome hexagonal shape. Luckily, an equivalent
unit cell in the simpler shape of a rhombus can be constructed, also shown in fig. B.3B.3. In this
rhombic unit cell, the triangles 1, 2, 3 and 4 do not overlap with the original first Brillouin zone.
But by adding/subtracting either b1 or b2, we can project all the exterior triangles 1-4 to the
interior triangles a-d (1→a and so on). Therefore, there are no "missing" wave vectors in the
rhombic unit cell, and we may use it instead of the hexagonal one.

The wave vectors contained in this unit cell can be written as

k =
n1

N1
b1 +

n2

N2
b2 (B.11)

n1∈

{
−

N1

2
,−

N1

2
+ 1, ...,

N1

2
− 1

}
n2∈

{
−

N2

2
,−

N2

2
+ 1, ...,

N2

2
− 1

}
,

where we assume that N1 and N2 are even numbers. This gives a total of N1 ·N2 = N wave
vectors in the unit cell.
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Figure B.3: Illustration of the first Brillouin zone (hexagonal) for the triangular lattice. An
equivalent and geometrically simpler unit call is also shown (rhombic). The wave vectors ±Q
that make the structure factor diverge, see chapter 33, are also depicted.

B.2.2 Antiperiodic Boundary Conditions

We are also interested in the triangular grid with antiperiodic boundary conditions in one
direction and regular periodic boundaries in the other direction. This is only relevant for the
calculations in section 4.44.4. For simplicity, let us place the antiperiodic boundary in the a1
direction and keep the periodic boundary in the other direction. This means that b̂iσ = −b̂i+N1a1σ

and b̂iσ = b̂i+N2a2σ, changing the condition in eq. (B.10B.10) to

eik·(R+N2a2)=eik·R (B.12)

eik·(R+N1a1)=− eik·R = ei(k·R+π). (B.13)

By the same argument as in the previous section, we require that m1 = n1+1/2
N1

and m2 = n2
N2

to
satisfy the boundary conditions. We may still confine ourselves to the first Brillouin zone and
choose the same values for ni as we found in the previous section, giving us
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k =
n1 + 1/2

N1
b1 +

n2

N2
b2 (B.14)

n1∈

{
−

N1

2
,−

N1

2
+ 1, ...,

N1

2
− 1

}
n2∈

{
−

N2

2
,−

N2

2
+ 1, ...,

N2

2
− 1

}
,

The derivation is of course identical for an antiperiodic boundary in the a2 direction, and doubly
antiperiodic boundary conditions gives the extra term of 1/2 for both m1 and m2. In respect
to our equations, the only noticeable effect of the antiperiodic boundary is the shifting of the
wave vectors by 1

2Ni
bi. This effect decreases rapidly as the size of our system increases, as is

expected from a perturbation of the boundary, and it luckily does not alter the form or shape of
any equation we have derived.

B.3 A Useful Relation

Finally, we would like to show the relation∑
R

ei(k−k′)·R = Nδk,k′ , (B.15)

which is used frequently throughout this report. We first rewrite the dot product using eq. (B.11B.11):

(k−k′) ·R =
(n1 −n′1

N1
b1 +

n2 −n′2
N2

b2
)
·

(
p1a1 + p2a2

)
= 2π

(
p1

n1 −n′1
N1

+ p2
n2 −n′2

N2

)
. (B.16)

Clearly, this also holds for antiperiodic boundaries as the extra term of 1/2 in eq. (B.14B.14) will
cancel out. If k = k′⇔ ni = n′i , we get∑

R

ei(k−k′)·R =
∑

R

e0 = N. (B.17)

In the case where k , k′, we define x j ≡ e
2πi

nj−n′j
Nj and rewrite the left hand side of eq. (B.15B.15) as

∑
R

ei(k−k′)·R =
∑
p1,p2

xp1

1 xp2

2 =
(N1−1∑

p1=0

xp1

1

)(N2−1∑
p2=0

xp2

2

)
=

1− xN1
1

1− x1

1− xN2
2

1− x2
= 0. (B.18)

This time, x j , 1 , but x
N j

j = 1. Therefore, the sum of the geometric series is zero, giving rise to
the original relation eq. (B.15B.15). The dual relation∑

k

ei(R−R′)·k = NδR,R′ (B.19)

can be shown in the same way, and also holds true in the case of antiperiodic boundaries.
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