


Chapter 4. Results and discussion

4.3 Tomography discussion
In this section the quality of the tomographic technique will be evaluated. First a discus-
sion of the tomographic resolution, both regarding details, alignment and reconstruction
artefacts will be presented. Next how to improve the resolution will be discussed.

4.3.1 Tomographic resolution
One measure of the quality of the tomographic technique is its resolution. Resolution is
defined as a systems ability to distinguish two distinct points that are close to each other.38

In the results presented here the STEM spot size used is 0.2 nm. The pixel size used in
acquisition of the projections is considerable larger than this. These are given table 4.1.
The varying pixel size is a result of different magnification during acquisition. This results
in under sampling38 limiting the resolution as a pixel only have one value for its area.

For reconstruction the resolution of the projections had to be reduced considerably.
The final voxel size is given in table 4.1. This voxel size is the minimum feature size that
can be detected as it also only has one intensity value for its volume.

Table 4.1: Table giving parameters relevant for estimating resolution limitations. Projection pixel
side length, sample size in length in voxels and nm and the the voxel side length.

Lower Lower Higher Higher
Sample intensity intensity intensity intensity

1 pulse 50 pulse 1 pulse 20 pulse

Pixel side length [nm] 0.73 0.59 0.73 0.46
Sample width [voxels] 749 898 772 640
Sample width [nm] 1090 1044 1145 1162
Voxel side length [nm] 1.46 1.16 1.48 1.82

Ultimately the resolution of these tomograms will be limited by the voxel size, but
some other factors as the missing wedge problem and bad alignment also reduce resolu-
tion.

If we consider the effect of the 40◦ missing wedge in this tomographic set up it should
give an elongation of features of approximately 30%.38 This was illustrated in figure 2.20.
The simulations for the 2◦ angle increment and 40◦ missing wedge is shown in figure 4.15
together with a reference. To see this effect in the tomograms is rather hard. It can be
seen by considering particles. The actual shape of particles are not known, but if they
are assumed to be approximately spherical, they are stretched in the direction parallel to
the thin direction of the sample. This is the same direction the elongation effect from the
missing should occur.

From the top view of the tomograms in section 4.2 little or no bending of features
can be seen. The absence of bending effects as shown in figure 2.18 indicates that the
alignment is rather good.
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Figure 4.15: Simulations of reconstruction of a circle for 0.1◦ angle increment and 0◦ missing
wedge to the left and 2◦ angle increment and 40◦ missing wedge to the right. Taken from Al-
Afeef 36 .

Segmentation will in many ways limit the actual resolution of the data extracted from
a tomogram. One issue with the threshold based segmentation of the samples is that the
threshold value is set manually and globally. This results in missing out on some features
and some features might be segmented to a larger size than they are.

4.3.2 Improving resolution
The most obvious way of increasing resolution is to decrease the voxel size of the tomo-
grams. This can be done easily by increasing the resolution of the projections. Actually
all the projections for the tomograms shown in this thesis were recorded in at least twice
the resolution than what were used for reconstruction (half the pixel side length). The last
higher laser intensity 20 pulse projections were recorded at 4 times the resolution. The
resolution reduction were done to reduce computation time. As such the resolution could
be increased just by increasing the computation time or the computational power used in
alignment, reconstruction, segmentation and visualization. This can again be extended
further by recording the projections at even higher resolution.

As a quick experiment of how resolution can be increased two images of the lower laser
intensity 1 pulse sample were taken. One at twice and one at four times the resolution of the
original images. This results in a resolution of 4000x4000 and 8000x8000 pixels. Together
with the images used for the tomogram and the original image from the acquisition, at
1000x1000 and 2000x2000 pixels respectively, these were all filtered equally and an area
of 100 nm× 100 nm were cropped out to show some detail. The resulting images are seen
in figure 4.16.

It is obvious how this increases the detail level in the image. Especially from the
1000x1000 to the 2000x2000 image, but there is a slight improvement in the later images
as well. The issue is that the acquisition time goes up, but not by the same factor as the
pixel count. The 4000x4000 image actually takes abut the same time to acquire. This
is done by reducing the time for each pixel by a factor of 4. This gives more noise, but
this is easily filtered out by a median filter. For The 8000x8000 image the time per pixel
could not be reduced as much, but still the scan time can be set to under the double of the
2000x2000 image. This experiment demonstrates how the resolution from the microscope
and the acquisition of these is not the limitation of the tomogram resolution. The limitation
lies in processing the large data sets such resolution would result in. Thus faster computers
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could be used to improve the resolution.

(A) (B)

(C) (D)

Figure 4.16: STEM images showing the same 100 nm× 100 nm area of the lower laser intensity
1 pulse sample. The difference is the resolution used in acquisition. Acquisition resolution (A):
1000x1000, (B): 2000x2000, (C): 4000x4000, (D): 8000x8000.

To improve on the depth of focus issue a smaller condensor aperture can be used as
this increases the depth of field. The issue with this is that the microscope used here has a
40 µm condensor aperture and the next aperture is 10 µm. This results in an area reduction
of 16, and thus an intensity reduction of the same factor. To compensate for this either the
images have to be filtered for much more noise or the scan time has to be increased. Here
a more optimal condensor aperture would solve the issue.

To compensate for the missing wedge problem an alternative sample design and an-
other holder design can be used to reduce the missing wedge. The sample could be pre-
pared as a round pillar and is mounted directly to a single tilt holder as described by Meng
and Zuo 53 and presented in figure 4.17. This results in a tilt range of −85◦ to 85◦. As the
sample is a pillar it has the same thickness everywhere. This also solves both the issue of
depth of focus and the contrast brightness issues seen during acquisition.

The resulting data that can be acquired from a tomogram is as mentioned limited by
the segmentation process. Thus one important next step is to work on segmenting the
tomogram better, try more methods and also further improve the analysis of the acquired
data. Segmentation can be improved by using for example random walker based segmenta-
tion, sceletonalization38 or watershed.38 Analysis can be both particle analysis or network
analysis.38 This has not been covered in this thesis and would probably be a good next
step.
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Figure 4.17: An alternative sample and sample holder design. A is a plate that connects to a standard
Jeol single tilt holder, B is a pipe fastened to this plate, C is a copper tube and D is the sample fastened
at the tip of a etched tungsten wire. Image and design taken from Meng and Zuo 53 .

4.3.3 Iterative algorithm
The model based iterative alignment algorithm was implemented in python as a final align-
ment step. It is very computationally time consuming and here its performance will be
evaluated.

In the supporting material S13-S16 four videos of the aligned projection series are
given. For each video the left projection series is the manually aligned series before the
iterative alignment process is done. The right series is aligned with the iterative algorithm.

In general it is hard to see any difference. Its seems like the algorithm makes the move-
ment of features smoother. But it actually also seems like it introduces some ”jumps” in
the series. This seems like single frames have been rotated a little bit. Still the recon-
structions seemed to improve in quality, especially for the higher laser intensity 20 pulse
sample. This is probably a result of the algorithm being able to detect shifts in tilt axis
much better than the prior used methods.

This algorithm is known to converge slowly and require a good initial alignment.38,39

One question is if the algorithms have had time to converge for the 70-100 iterations used
here. It could also be that the precision in the realignment of projections are to low. This
could be improved by improving the realignment and increasing the projection resolution.
To conclude the the algorithm needs some further work and experimentation. It would be
beneficial to have a faster system to run the algorithm on to be able to iterate faster. But at
the end the algorithm seems to improve the tomographic reconstructions.
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4.4 Volume distribution of silver
One of the things that can be extracted from the tomograms is how silver is distributed
in 3D. To the knowledge of the author the only prior research doing 3D characterisation
on cellular breakdown structures in silicon is by Akey et al. 24 . They do atom probe to-
mography on the cobalt implanted silicon and characterise one filamentary structure of the
cellular breakdown. In this work four different samples with different processing param-
eters are characterised. Each of these contain tens of filamentary structures. This gives a
much better basis for further modelling of the cellular breakdown process. This complete
modelling is beyond the scope of this master thesis, but some basic features of interest will
be discussed and some calculations on the amount of segregated silver will be presented.

One interesting difference between the higher and the lower laser intensity samples
seen from the tomograms is that the segregates in the higher intensity samples make up
quite round filamentary features while the lower intensity samples have more plate like
structures. Both crystal grains and plates are only seen in the lower laser intensity samples.
By comparing the bright field images with the tomograms it can be seen that the plates are
located in between grains. This is probably related to silver segregating from the grain to
the liquid as the grains solidify. When two solidifying grains meet the segregates will end
up between them.

Another interesting comparisons is to consider the surface SEM images of the area
where the samples are prepared form shown in figure 4.18. The higher intensity samples
make up a square pattern on the surface. In the project work8 these were found to be
oriented in approximately the < 110 > directions. Also some accumulation of particles
are seen on the surface. The pattern is not seen in the tomograms deeper into the samples.
It could be that the features extend from corners of the square pattern as the periodicity
here is on the same order of magnitude. For the lower laser intensity samples the pattern
is more random with some more arch like shapes. The shapes on the 50 pulse ample are
bore square like than the 1 pulse. These shapes could be the top of the plate like structures
seen in the tomogram. This would also mean that these are grain boundaries.

(A) (B) (C) (D)

Figure 4.18: SEM images taken before sample preparation of the area where the samples are taken
from. (A): Lower laser intensity 1 pulse. (B): Lower laser intensity 50 pulse. (C): Higher laser
intensity 1 pulse. (C): Higher laser intensity 20 pulse.

70



4.4 Volume distribution of silver

4.4.1 Silver volume based on surface segmentation
As an example of information that can be extracted from a tomogram the amount of seg-
regated silver in the four samples will be calculated. This is done by getting the number
of voxels inside the surface used in visualising the samples. It should be pointed out that
this is a quite naive approach. As discussed earlier the choice of threshold value is done
manually and could lead to considerable errors in the actually measured volume.

The width and length of the sample in voxels are found form the tomogram. The actual
width of the sample in nm is found from TEM images. From the width in voxels and in
nm the voxel side length and volume are calculated. From the voxel side length and the
sample width in voxels the sample thickness in nm is found.

The found volume is assumed to only contain crystalline silver. This is based on the
findings for the higher laser intensity samples in the prior project work.8 From the crystal
structure of silver the density is found to be 58.46 atoms/nm3 and the number of silver
atoms per voxel is calculated.

From sample width and thickness the area of implantation for the sample is calcu-
lated. The implantation dose of 1.652 atoms/cm2 is used to find the number of implanted
atoms. From the number of voxels inside the surfaces and atoms per voxel the number of
segregated silver atoms are found. At the end the fraction of the two is calculated. All the
numbers used are shown in table 4.2.

Table 4.2: Parameters used for calculating the number of silver atoms segregated in the samples.

Lower Lower Higher Higher
Sample intensity intensity intensity intensity

1 pulse 50 pulse 1 pulse 20 pulse

Silver volume [voxels] 327431 171887 169897 142735
Sample width [voxels] 749 898 772 640
Sample thickness [voxels] 134 132 102 128
Sample width [nm] 1090 1044 1145 1162
Voxel side [nm] 1.46 1.16 1.48 1.82
Voxel volume [nm3] 3.08 1.57 3.26 5.99
Sample thickness [nm] 195 153 151 232
Atoms per voxel [atoms] 180 92 191 350
Surface area [µm2] 0.213 0.160 0.173 0.270
Segregated atoms [atoms] 5.90× 107 1.58× 107 3.24× 107 4.99× 107

Implanted atoms [atoms] 3.51× 107 2.65× 107 2.86× 107 4.46× 107

Fraction 1.68 0.60 1.13 1.12

From the fractions it is obvious that this approach is not good as the number of seg-
regated atoms are found to be higher than the number of atoms implanted for three out of
four samples. Especially the lower laser intensity 1 pulse sample is way too high. This
shows that the threshold value chosen for lower laser intensity one pulse sample is too low,
it includes a too large volume. These results are inconclusive, but it seems that a lot of the
silver segregates. This serves as a good example to illustrate the need for further work on
segmentation.
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4.5 Silicon with high doping densities of silver
In this section the processing of silver implanted silicon will be discussed and compared
to slightly different approaches form the literature. The goal of the process is to make
crystalline silicon with an ultra high doping concentration of silver. For all samples that
have been characterised so far silver have been seen to segregate. This begs the question
if it is even possible to make silver implanted silicon as an intermediate band material.

4.5.1 Pulsed laser melting
In this work one question have come up several times. Does the amorphous silicone melt in
the short time span of the laser heating? In the literature it is a general acceptance that the
silicone melts21,23,24,31. Rebohle et al. 21 , Akey et al. 24 presents estimated temperatures
in the range of 2300K to 4000K for different laser types. This is clearly high enough
for melting the sample. Nastasi and Mayer 31 presents another view and that is that dopant
diffusion is so fast that it can only be explained by a liquid phase. The diffusion coefficient
is of the order of eight times higher than in the solid state.

In this work all higher intensity samples have been recrystallized to the the same ori-
entation as the substrate. The lower laser intensity samples are recrystallised into a poly-
crystalline film for few laser pulses and for 100 pulses the substrate orientation extends
trough the film. As the sample is heated with a very fast laser pulse the temperature gra-
dient from the surface will be very high21. This would for a solid phase recrystallisation
process probably nucleate crystals near the surface. As a recrystallisation process is seen
growing from the substrate and up a liquid phase recrystallization seems more likely. To
sum up the assumption of a liquid phase recrystallization seems reasonable also for the
results from this thesis and thus agrees well with the literature.

4.5.2 Processing improvement
In the literature multiple different ways of making silicone supersaturated with low solu-
bility dopant are presented. Next the methods used in thesis project will be discussed in
relation to a couple of these.

One alternative procession presented by Recht et al. 22 is to use a faster laser pulse to
recrystallise the material. This is also liquid phase epitaxy. Because of the higher heating
rate the temperature gradient will be steeper and thus the cooling rate is higher21. This
higher cooling rate results in a faster solidification front that freezes the dopant into place.
This has been successfully demonstrated for silicon with ultra high doping densities of
gold by Olea et al. 20 , Recht et al. 22 . Here a thinner implantation layer is used to reduce
the thickness of the layer that have to be recrystallized. This method could work well for
silver as well because of the similarities between silver and gold. They are placed in the
same column in the periodic table and thus have a similar electronic structure. They also
have both a liquid and solid diffusivity in silicon of the same order of magnitude54.

Another approach is to go slower instead of faster. With flash lamp annealing (FLA)
the sample is kept in the solid state trough out the annealing process. The sample is heated
with a flash lamp to a high temperature, close to its melting point, for a few milliseconds.
This results in solid phase crystal growth. This has been successfully demonstrated by
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Liu et al. 23 for silicon with ultra high doping densities of titanium. This is still a fast
process and as mentioned earlier the dopant diffusivity in solid silicone is many orders of
magnitude lower than in the liquid phase21,31. This results in that the time difference is
compensated for by the slower diffusivity.

The processing of silver implanted silicone can be changed in different ways to try to
optimise the recrystallization process. Here examples form the literature on both using
faster and slower processes have been suggested.
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CHAPTER 5

CONCLUSION

In this work silver implanted silicon recrystallised with different laser intensities and dif-
ferent number of laser pulses have been characterised. It is found that silver segregates for
all studied samples.

The higher laser intensity samples have been recrystallised all the way trough the amor-
phous implanted layer. This leads to a crystal orientation identical to the substrate in all
the sample. Crystalline silver segregates as a phase with the same orientation as the sur-
rounding silicon.

The lower laser intensity samples with few laser pulses are not recrystallised all the
way trough and become polycrystalline. For 100 pulses the amorphous layer is melted all
the way trough and the orientation is mostly the same as the substrate.

A second objective for this thesis was to establish electron tomography as a tech-
nique on the TEM infrastructure at NTNU. A work flow for electron tomography has been
demonstrated. This includes both acquisition and processing trough open source software.
Now the technique should be applicable to other TEM characterisation at the microscopes.

From 3D tomography characterisation of the samples silver is found to segregate as
filamentary structures in the high intensity samples. For the lower intensity samples seg-
regation along grain boundaries more plate likes structures are seen.

Trough calculation of the amount of silver segregated in the samples were found to
demonstrate the type of data available from tomography.. This also demonstrated the im-
portance of correct segmentation as the calculations for three out of four samples indicated
a segregated amount higher than 100%.

To make silver implanted silicon as an intermediate band solar cell material have been
found to be hard. But there are still some unexplored routes that can be explored further.
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5.1 Further work
This section will list some suggested further work from where this thesis ends. First some
suggestions regarding silver implanted silicon will be covered. Afterwards suggestions
regarding the tomography technique will be given. some of the points mentioned here will
be repetition from the discussion.

Silver implanted silicon have been found hard to recrystallise after implantation with-
out getting segregated silver. A god next step would be to try to recrystallise both wit FLA
and with a faster laser pulse as have been discussed.

To improve the data output of the tomography technique the segmentation process
needs more work. Here improvement in how segmentation is done can be implemented
trough image analysis techniques in python. This could be random walker based algo-
rithms, watershed etc.38 To analyse the segmented data particle or network analysis could
be implemented. The data could be skeletonsed to reduce it to one dimensional network.
The data extracted from this kind of analysis could further be used for modelling of the
cellular breakdown process.

To improve the tomographic acquisition the sample design cold be improved. Probably
the best results would be obtained by a cylindrical sample tilted to very high angles, −85◦
to 85◦. This would be quite similar to an atom probe sample.

Another way of reducing the missing information in the acquired data is by changing
the tilt geometry. Conical tomography is one such geometry that could be quite easily
acquired, but could be harder to process.13

To improve on the automation of the acquisition process some improvements to the
tomography plug-in could be implemented. This could be better tracking of X-Y drift
by using prior knowledge of drift. It could also take sample tilt into consideration for
adjusting brightness and contrast.

One quite extensive extension of the tomography process is using another signal than
HAADF-STEM. This could be to also acquire Electron dispersive x-ray spectroscopy
(EDS) maps, Electron energy loss spectroscopy (EELS) maps or using Scanning proces-
sion electron diffraction (SPED). All of these signals could give more information about
the sample and could be used to make extensive models. EDS, EELS and HAAD-STEM
could in principle be acquired in parallel to get a enormous amount of information about
the sample.
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APPENDIX A

TOMOGRAPHY ACQUISITION
PARAMETERS

Here tables of the parameters used for the acquisition with the tomography plug-in is
presented. Many of these are default settings, but all are silted for completeness.

Table A.1: Overview of Digiscan parameters used in the tomographic acquisition.

Digiscan preset Search Preview Record

Image width [pixels] 1024 1024 2048
image height [pixels] 1024 1024 2048
Pixel time [µs] 2 10 20
Frame time [s] 2 10 83
Line sync - - YES
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Table A.2: Parameters for the tomography plug-in in digital micrograph. The different tabs in the
settings part of the software is divided into individual tables.

Tilt angles

Minimum angle (deg) -70
Maximum angle (deg) 70
Tilt angle model equal
Direction of tilt min→ max
Exposure time constant
Tilt step (deg) 2
Number of steps 71

STEM

Z Tracking
DigiScan Parameters Search
Zoom level 8
Dynamic focus none
XY
DigiScan Parameters Preview
Zoom level 3
Dynamic focus Objective
Imaging
DigiScan Parameters Search
Zoom level 5
Dynamic focus Objective

Tracking

Correction order X,Y correction first
X,Y tracking

Tracking device DigiScan X,Y offset
Online correction method X,Y tracking with reference image
Settings:

Image filter for cross correlation: Combined filter
Correct every 1 step
On manual assist, do an initial measurement Yes
Enable tracking constraints No

Z tracking
Tracking device Objective focus
Online correction method Optimized focus
Settings:

Correct every 1 step
On manual assist, do an initial measurement Yes
Search for focus within 2.5 µm

Behaviour

On initial tilt, include backlash corrective tilt to: Yes −71◦
Manual assisted tracking step after initial tilt Yes
Save plane by plane to disk Yes
Keep entire series in memory No
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APPENDIX B

CODE FOR TOMOGRAPHIC
ALIGNMENT AND

RECONSTRUCTION

Here the python functions written for the tomography processing is presented. These will
be made available internally in the group and and for others to use freely.

code/tomo.py

1 i m p o r t tomopy
i m p o r t h y p e r s p y . a p i a s hs

3 i m p o r t t ime
i m p o r t i m r e g d f t

5 i m p o r t numpy as np
from j o b l i b i m p o r t P a r a l l e l , d e l a y e d

7 i m p o r t m u l t i p r o c e s s i n g

9 d e f r e c o n s t r u c t ( ims , r o t c e n t e r , ang min , ang max , a n g s t e p , n u m i t e r ,
num gridy , num gr idx ) :
a n g l e s d e g r e e s = l i s t ( r a n g e ( ang min , ang max , a n g s t e p ) )

11 t h e t a = tomopy . a n g l e s ( nang= l e n ( a n g l e s d e g r e e s ) ,
ang1= a n g l e s d e g r e e s [ 0 ] ,

13 ang2= a n g l e s d e g r e e s [−1])
s t a r t = t ime . t ime ( )

15 e x t r a o p t i o n s ={ ’ M i n C o n s t r a i n t ’ : 0}
o p t i o n s = { ’ p r o j t y p e ’ : ’ cuda ’ , ’ method ’ : ’SART CUDA ’ , ’ n u m i t e r ’ :
n u m i t e r , ’ e x t r a o p t i o n s ’ : e x t r a o p t i o n s }

17 r e c o n = tomopy . r e c o n ( ims . da t a , t h e t a , c e n t e r = r o t c e n t e r , num gr idy =
num gridy , num gr idx = num gridx , a l g o r i t h m =tomopy . a s t r a , o p t i o n s =
o p t i o n s )
s t o p = t ime . t ime ( )

19 t o t a l = ( s top−s t a r t ) / 6 0
p r i n t ( ’ R e c o n s t r u c t i o n t ime i n m i n u t e s : %f ’%t o t a l )
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21 r e c o n s t r u c t i o n = hs . s i g n a l s . S igna l2D ( r e c o n )
r e t u r n r e c o n s t r u c t i o n

23

d e f r e c o n r o t i t e r ( ims , r o t c e n t e r , ang min , ang max , a n g s t e p , method ,
n u m i t e r , num gridy , num gridx , s ave ) :

25 a n g l e s d e g r e e s = l i s t ( r a n g e ( ang min , ang max , a n g s t e p ) )
t h e t a = tomopy . a n g l e s ( nang= l e n ( a n g l e s d e g r e e s ) ,

27 ang1= a n g l e s d e g r e e s [ 0 ] ,
ang2= a n g l e s d e g r e e s [−1])

29 f o r i i n r o t c e n t e r :
s t a r t = t ime . t ime ( )

31 e x t r a o p t i o n s ={ ’ M i n C o n s t r a i n t ’ : 0}
o p t i o n s = { ’ p r o j t y p e ’ : ’ cuda ’ , ’ method ’ : method , ’ n u m i t e r ’ :

n u m i t e r , ’ e x t r a o p t i o n s ’ : e x t r a o p t i o n s }
33 r e c o n = tomopy . r e c o n ( ims . da t a , t h e t a , c e n t e r = i , num gr idy =

num gridy , num gr idx = num gridx , a l g o r i t h m =tomopy . a s t r a , o p t i o n s =
o p t i o n s )

s t o p = t ime . t ime ( )
35 t o t a l = ( s top−s t a r t ) / 6 0

p r i n t ( ’ R e c o n s t r u c t i o n t ime i n m i n u t e s : %f ’%t o t a l )
37 r e c o n s t r u c t i o n = hs . s i g n a l s . S igna l2D ( r e c o n )

r e c o n s t r u c t i o n . s ave ( save + ’%d ’%i + ’ . t i f ’ )
39

d e f a l i g n s t a c k o l d ( ims1 , ims2 , p r i n t c h a n g e = F a l s e ) :
41 s t a r t = t ime . t ime ( )

c o r r = hs . s i g n a l s . S igna l2D ( np . random . random ( ( ims1 . shape [ 0 ] , ims1 . shape
[ 1 ] , ims1 . shape [ 2 ] ) ) )

43 s t a t s = [ ]
f o r i i n l i s t ( r a n g e ( 0 , ims1 . shape [ 0 ] , 1 ) ) :

45 r e s u l t = i m r e g d f t . imreg . s i m i l a r i t y ( ims1 [ i ] , ims2 [ i ] )
c o r r . d a t a [ i ] = r e s u l t [ ’ t img ’ ]

47 s t a t s . append ( [ r e s u l t [ ’ a n g l e ’ ] , r e s u l t [ ’ t v e c ’ ] [ 0 ] , r e s u l t [ ’ t v e c ’
] [ 1 ] , r e s u l t [ ’ s c a l e ’ ] ] )
s t o p = t ime . t ime ( )

49 t o t a l = ( s top−s t a r t ) / 6 0
p r i n t ( ’ Al ignment t ime i n m i n u t e s : %f ’%t o t a l )

51 i f p r i n t c h a n g e == True :
sum1 = [ sum ( i ) f o r i i n z i p (∗ s t a t s ) ]

53 a v e r a g e = [ i / ims1 . d a t a . shape [ 0 ] f o r i i n sum1 ]
p r i n t ( ’ Average : ’+ ’ a n g l e=%f , ’%a v e r a g e [ 0 ] + ’ s h i f t Y=%f , ’%a v e r a g e

[ 1 ] + ’ s h i f t X=%f , ’%a v e r a g e [ 2 ] + ’ s c a l e=%f , ’%a v e r a g e [ 3 ] )
55 r e t u r n c o r r

57 d e f i m r e g w r a p p e r ( ims ) :
r e s u l t = i m r e g d f t . imreg . s i m i l a r i t y ( ims [ 0 ] , ims [ 1 ] )

59 r e t u r n r e s u l t

61 d e f a l i g n s t a c k ( ims1 , ims2 , p r i n t c h a n g e = F a l s e ) :
s t a r t = t ime . t ime ( )

63 i n p u t s = l i s t ( z i p ( ims1 . da t a , ims2 . d a t a ) )
num cores = m u l t i p r o c e s s i n g . c p u c o u n t ( )

65 r e s u l t s = P a r a l l e l ( n j o b s = num cores ) ( d e l a y e d ( i m r e g w r a p p e r ) ( i ) f o r i
i n i n p u t s )
c o r r = hs . s i g n a l s . S igna l2D ( [ r e s u l t s [ i ] [ ’ t img ’ ] f o r i i n r a n g e ( l e n (
r e s u l t s ) ) ] )

67 s t a t s = [ [ r e s u l t s [ i ] [ ’ a n g l e ’ ] , r e s u l t s [ i ] [ ’ t v e c ’ ] [ 0 ] , r e s u l t s [ i ] [ ’ t v e c
’ ] [ 1 ] , r e s u l t s [ i ] [ ’ s c a l e ’ ] ] f o r i i n r a n g e ( l e n ( r e s u l t s ) ) ]
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s t o p = t ime . t ime ( )
69 t o t a l = ( s top−s t a r t ) / 6 0

p r i n t ( ’ Al ignment t ime i n m i n u t e s : %f ’%t o t a l )
71 i f p r i n t c h a n g e == True :

sum1 = [ sum ( i ) f o r i i n z i p (∗ s t a t s ) ]
73 a v e r a g e = [ i / ims1 . d a t a . shape [ 0 ] f o r i i n sum1 ]

p r i n t ( ’ Average : ’+ ’ a n g l e=%f , ’%a v e r a g e [ 0 ] + ’ s h i f t Y=%f , ’%a v e r a g e
[ 1 ] + ’ s h i f t X=%f , ’%a v e r a g e [ 2 ] + ’ s c a l e=%f , ’%a v e r a g e [ 3 ] )

75 r e t u r n c o r r

77 d e f p r o j e c t ( recon , ang min , ang max , a n g s t e p ) :
s t a r t = t ime . t ime ( )

79 a n g l e s d e g r e e s = l i s t ( r a n g e ( ang min , ang max , a n g s t e p ) )
t h e t a = tomopy . a n g l e s ( nang= l e n ( a n g l e s d e g r e e s ) ,

81 ang1= a n g l e s d e g r e e s [ 0 ] ,
ang2= a n g l e s d e g r e e s [−1])

83 p r o j = hs . s i g n a l s . S igna l2D ( tomopy . sim . p r o j e c t . p r o j e c t 2 ( recon , t h e t a ,
c e n t e r = r e c o n . shape [ 1 ] ∗ 0 . 5 , e m i s s i o n =True , pad= F a l s e ) )
s t o p = t ime . t ime ( )

85 t o t a l = ( s top−s t a r t ) / 6 0
p r i n t ( ’ P r o j e c t i o n t ime i n m i n u t e s : %f ’%t o t a l )

87 r e t u r n p r o j

89 d e f i t e r a l i g n r e c o n ( ims , recon , n u m i t e r , ang min , ang max , a n g s t e p ,
n u m i t e r r e c o n , n u m i t e r r e c o n f i n a l , num gridy , num gridx ,
w o r k i n g d i r , s ave = F a l s e ) :
s t a r t t o t = t ime . t ime ( )

91 c o r r = ims
r o t c e n t e r = [ r e c o n . d a t a . shape [ 1 ] ∗ 0 . 5 ]

93 f o r i i n l i s t ( r a n g e ( 0 , n u m i t e r , 1 ) ) :
p r o j = p r o j e c t ( r e c o n . da t a , ang min , ang max , a n g s t e p )

95 ims = c o r r
c o r r = a l i g n s t a c k ( p r o j , ims , p r i n t c h a n g e =True )

97 r e c o n = r e c o n s t r u c t ( c o r r , r o t c e n t e r , ang min , ang max , a n g s t e p ,
n u m i t e r r e c o n , num gridy , num gr idx )

i f s ave == True :
99 r e c o n . s ave ( w o r k i n g d i r + ’ tomo%d ’%i + ’ . t i f ’ )

r e c o n = r e c o n s t r u c t ( c o r r , r o t c e n t e r , ang min , ang max , a n g s t e p ,
n u m i t e r r e c o n f i n a l , num gridy , num gr idx )

101 r e c o n . s ave ( w o r k i n g d i r + ’ t o m o f i n a l . t i f ’ )
p r o j . s ave ( w o r k i n g d i r + ’ p r o j f i n a l . t i f ’ )

103 c o r r . s ave ( w o r k i n g d i r + ’ c o r r f i n a l . t i f ’ )
s t o p t o t = t ime . t ime ( )

105 t o t a l = ( s t o p t o t−s t a r t t o t ) /3600
p r i n t ( ’ P r o c e s s i n g t ime i n h o u r s : %f ’%t o t a l )
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