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showed a slight overestimation of midpoint displacement by numerical simulations. However, general
agreement in deformation history was found. A parametric study was conducted to identify trends in the
structural behavior, concerning protective capabilities, by varying parameters such as foam density and core
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percent of energy absorbed in the back skin, while maximizing foam core activation. The optimal
configuration was also found to vary with blast intensity.

RESPONSIBLE TEACHER: Professor Tore Bgrvik
SUPERVISORS: Professor Tore Bgrvik, Professor Aase Reyes and PhDc Christoffer Aune Brekken
CARRIED OUT AT: Department of Structural Engineering







Institutt for konstruksjonsteknikk TILGJENGELIGHET:
Fakultet for ingenigrvitenskap Lukket
NTNU - Norges teknisk- naturvitenskapelige universitet

MASTEROPPGAVE 2018

FAGOMRADE: DATO: ANTALL SIDER:
Beregningsmekanikk 11. juni 2018 12 +132 +35
TITTEL:

Eksperimentelt og numerisk studie av sandwich-paneler utsatt for eksplosjonslast

Experimental and Numerical Study of Sandwich Panels Exposed to Blast Loading

UTF@RT AV:

Olaf Kielland

Sigurd Lekve

SAMMENDRAG:
Formalet med denne avhandlingen er & undersgke, bade eksperimentelt og numerisk, den mekaniske
responsen til ulike sandwich-komponenter med skumkjerner utsatt for eksplosjonslaster.

Eksperimenter ble utfgrt i shocktuben ved Structural Impact Laboratory (SIMLab), Norges teknisk-
naturvitenskapelige universitet (NTNU). Flere sandwich-paneler med hudkonfigurasjoner av AA1050-H14
aluminium og DOCOL 600DL stal og skumkjerner av forskjellige XPS-variasjoner ble undersgkt.
Komponentene ble utsatt for nominelle avfyringstrykk fra 10 til 35 bar. Tredimensjonal digital
bildekorrelasjon (3D-DIC) ga deformasjonsprofiler og midtpunktsdeformasjon av bakre hud.

De eksperimentelle resultatene viste at skumaktiveringen gkte ved bruk av lavtetthetsskummet XPS-250,
sammenlignet med XPS-skum med hgyere tetthet. Bruken av ROMER Absolute Arm for skanning av plater ga
supplementerende deformasjonsdata, som ble inkludert i en kvalitativ deformasjonsanalyse. Materialtester
ble utfgrt pa hudene av aluminium brukt i studiet. Data fra trykktester pa XPS-skum ble hentet fra en
tidligere avhandling og ble brukt til 3 gjgre ytterligere undersgkelser av fortettingstgyning og til a innfgre en
tetthetsavhengig modell.

En referansemodell ble validert giennom en sammenligning av eksperimentelle og numeriske resultater,
som ga en liten overestimering av midtpunktsforskyvning i de numeriske resultatene. Generell
overenstemmelse ble funnet for deformasjonsforlgpet. En parameterstudie ble gjennomfgrt for @ undersgke
trender i den mekaniske responsen, med tanke pa beskyttelsesevne, ved a variere parametere som
skumtetthet og skumtykkelse. En optimal skumkonfigurasjon ble funnet for vektlegging av minimering av
deformasjon og prosentvist energiopptak i bakre hud og maksimering av skumaktivering. Den optimale
konfigurasjonen ble ogsa funnet til a veere trykkavhengig.
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1. INTRODUCTION

In the event of high-energy accidents and targeted attacks, it is important to reduce the consequences to human
lives and critical infrastructure. Sandwich panels, which traditionally take the form of a plated structure with a
core layer encapsulated by face sheets on either side, are found to be efficient energy absorbents. As the sandwich
structure deforms, energy is dissipated within the layers — reducing the forces transferred to other more critical
components. Such panels may be used as sacrificial claddings on structures or as part of the structure itself. It is
important to understand the fundamental mechanisms and mechanical properties of the different panel layers, when
exposed to various blast scenarios in order to investigate the energy absorption capabilities of the sandwich
configurations in question.

2. OBJECTIVES

The primary objective of the research project is to investigate, both experimentally and numerically, the
mechanical response of various sandwich panel configurations with core layer made of polymeric foam materials
exposed to blast loading.

3. ASHORT DESCRIPTION OF THE RESEARCH PROJECT
The main topics in the research project will be as follows:

1. The candidates shall conduct a study of relevant literature concerning sandwich panels, the constitutive
modeling of cellular and metallic materials, and retrieve experimental data of relevant materials and
components.

2. Establish robust numerical models for sandwich panels subjected to blast loading in the finite element code
LS-DYNA in order to establish an experimental program and to get an initial understanding of which key
parameters influence the mechanical response of such designs.

3. Conduct necessary experimental material tests on core and skin materials, and to calibrate these to constitutive
material models available in LS-DYNA.

4. A series of experimental component tests with various sandwich configurations shall be carried out in the
SIMLab Shock Tube Facility (SSTF) for further understanding of the underlying physical mechanisms in
design characteristics. 3D-DIC shall be used to measure the deflection of the sandwich panels as a function of
the applied loading.

5. The candidates shall compare the established numerical models to the experimental results and validate the
numerical simulations of the various experimental sandwich configurations.

6. Numerical parametric studies should be conducted on the sandwich panels to investigate the geometrical and
material effects on energy absorption, force transfer and panel deflection.
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Abstract

The main objective of this thesis is to investigate, both experimentally and numerically, the
mechanical response of various sandwich components with foam cores subjected to a range of
blast load scenarios.

Experiments were performed in a shock tube facility at Structural Impact Laboratory (SIM-
Lab), Norwegian University of Science and Technology (NTNU). Multiple sandwich configura-
tions consisting of AA1050-H14 aluminum and DOCOL 600DL steel skins with a variation of
XPS-foam cores were investigated. The components were exposed to nominal firing pressures
in the range 10 to 35 bar. Three-dimensional digital image correlation (3D-DIC) was used to
obtain deformation profiles and midpoint displacements of the back skins.

Experimental results indicate that foam core activation is increased using a low-density XPS-
250 foam, compared to higher density XPS-foams. The use of a ROMER Absolute Arm in
a scanning procedure post-experiment provided supplementary deformation data, which was
included in a qualitative deformation analysis. Material tests were performed on the AA1050-
H14 aluminum skins used in this study. Compression test data for the XPS-foams were taken
from a previous study and was used for further investigation of the densification initiation
strain and to introduce a density-dependent model.

A reference model was validated through a comparison of experimental and numerical results,
which showed a slight overestimation of midpoint displacement by numerical simulations. How-
ever, general agreement in deformation history was found. A parametric study was conducted
to identify trends in the structural behavior, concerning protective capabilities, by varying
parameters such as foam density and core thickness. An optimal foam core configuration was
found, regarding minimization of displacement and percent of energy absorbed in the back
skin, while maximizing foam core activation. The optimal configuration was also found to vary
with blast intensity.
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Chapter 1

Introduction

1.1 Motivation

Explosions are a complex phenomenon that can be caused by natural reactions, by accidents or
by attacks. For either case, it is desired to protect both human lives and critical infrastructure
during the accidental or intentional explosive detonation. Many precautionary measures can
contribute to protective solutions, one of these are a reinforcement, enhancement or structural
design to protect the building mass exposed to an explosion. Conventionally structures meant
to protect against explosives have been constructed with massive concrete or steel elements,
which tend to become large, heavy and immobile. To reduce the size, weight and increase
the mobility of protective structures, smarter designs incorporating more lightweight materials
must be utilized to obtain the same protective capabilities. A proposed solution is the use
of sandwich components, which combines the high strength and ductility of materials such
as aluminum and steel with the excellent energy absorption properties of foam materials. A
well-designed sandwich panel absorbs significant quantities of energy and transfers little force
to the boundaries of the panel, and keeps the deformation of the back skin of the component
low. This results in an efficient energy absorbent and a versatile protective structure.

Knowledge of the structural behavior of different sandwich configurations under a variation of
blast loading scenarios is vital for a meaningful and efficient choice of protective structures.
This knowledge can be obtained through experimental programs focusing on the mechanical
behavior of sandwich panels. However, it is also valuable in terms of saving time and cost to be
able to accurately investigate and document the structural response of the panels numerically.



1.2 Scope

The scope of this thesis is the experimental and numerical investigation and documentation of
the mechanical response of sandwich configurations exposed to various blast load intensities.
A brief introduction to the theory behind foam materials, aluminum and steel, the blast phe-
nomenon, digital image correlation, the shock tube facility, and the state-of-the-art of blast
loading on sandwich components are presented. A preliminary study was conducted with the
aim to establish and evaluate a reference model for further numerical work, establish a mean-
ingful firing pressure range for the experimental program and to evaluate and compare different
boundary conditions for the sandwich components in question.

The materials of interest in this thesis are the aluminum alloy AA1050-H14, DOCOL 600DL
steel, and XPS foam, with an extra focus on XPS-250, XPS-400, and XPS-700. Material tests
for the aluminum alloy AA1050-H14 were conducted to accurately determine the material
parameters for the aluminum material model. Nine uniaxial tension tests were performed on
dog bone specimens, with three tests in 0-degree, 45-degree and 90-degree loading direction
relative to the rolling direction of the aluminum. Material parameters for DOCOL 600DL steel
has been thoroughly studied in previous work [1, 2] and necessary material parameters were
obtained from a study by Holmen et al. [1]. Data from compression tests of the XPS-250,
XPS-400, and XPS-700 were obtained from a study performed by Sigurdsson [3] to validate
numerical compression models, investigate the densification initiation strain and construct a
density-dependent material model.

Experiments were performed in the shock tube facility at Structural Impact Laboratory (SIM-
Lab), Norwegian University of Science and Technology (NTNU), ensuring a controlled and
repeatable environment of blast load scenarios. Multiple sandwich configurations were tested,
where the blast-exposed area of the sandwich panels were 300 x 300 mm?. The sandwich panels
were composed of a front skin, a foam core, and a back skin with nominal thicknesses of 0.8,
50.0 and 0.8 mm, respectively. Two skin configurations were used in the tests; one with a
front and back skin of AA1050-H14 aluminum, and another with a front skin of AA1050-H14
aluminum and a back skin of DOCOL 600DL steel. Both skin configurations were tested with
foam cores of XPS-250, XPS-400, and XPS-700, with nominal densities of 33, 37 and 50 kg/m3,
respectively. The aluminum skin configuration was exposed to a nominal firing pressure of 10
and 15 bar, and the aluminum and steel configuration was exposed to a nominal firing pressure
of 35 bar. As a reference, both skin configurations were tested without a foam core at vari-
ous firing pressures. Three-dimensional digital image correlation (3D-DIC) was used to obtain
deformation profiles and midpoint displacements for the back skins.

Further numerical work was conducted in the finite element software LS-DYNA, where a ref-
erence model was validated through a comparison of experimental and numerical results for
pressure histories, midpoint displacement curves, and deformation profiles. To identify trends
in the structural behavior and the importance of parameters such as foam density and foam
thickness concerning the protective capability, a parametric study was conducted.



Chapter 2

Theory

The objective of this thesis spans a vast amount of theoretical concepts and research fields.
In this chapter, the essential background theory for this study is introduced, followed by a
summary of the state-of-the-art on topics such as the energy absorption capabilities of sandwich
structures and the mechanical properties of foam materials.

2.1 Blast Phenomenon

The main topic of this thesis is the dynamic response of structures exposed to blast loading, and
not the blast phenomenon itself. Regardless, an understanding of the basic concepts related
is necessary. This section will give a brief overview of explosions, blast loading and some
commonly used methods in structural design with regards to blast loading. This section is
mainly an adaptation from parts of work done by Aune [2|. For a more in-depth presentation,
the reader is referred to [2].

2.1.1 Explosions

An explosion is defined as a rapid release of energy and categorized based on the way the energy
propagates, i.e., if it deflagrates or detonates [4]. Deflagrations are created by low explosives
through a slower burning process, while detonations are a rapid and stable chemical reaction
created by high explosives where the shock wave travel at supersonic speed. Figure 2.1 shows
the pressure-time history of a typical deflagration and detonation wave.
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Figure 2.1: Pressure-time history of a typical deflagration and detonation wave [5].

Chemical explosions are the most common source of both accidental and intentional blast
loading, which makes chemical explosions the main concern in protective design. However,
to study the structural response to chemical explosions, a load of similar magnitude can be
generated in a controlled environment where the source of the explosion can be, for example,
mechanical. Different types of explosions are listed in Table 2.1.

Table 2.1: Categorization of explosions with corresponding examples.

Category Example

Natural Volcano
Astronomical Supernova
Chemical Dynamite
Electrical High current electrical fault
Mechanical High pressure container
Nuclear Fission/fusion

During a detonation in open air, there are three primary blast environments depending on the
location of the charge relative to the target. In Figure 2.2 (left) a free air burst blast is shown,
where the height above ground of the explosive charge is greater than the projected distance to
the target, causing the shock wave to interact with the target before encountering the ground.
Figure 2.2 (center) illustrates an air burst blast, where the height is smaller than the projected
distance, and the shock wave is reflected by the ground before interacting with the target. The
third blast environment is a surface blast where the explosive is located at ground level, as
seen in Figure 2.2 (right). In a surface blast the shock wave is immediately reflected from the
ground, and typically causes higher pressures than the air burst detonations.
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Figure 2.2: Free air burst blast: H>R (left), air burst blast: H<R (center) and surface blast:
H=0 (right) [2].

The energy released by a detonation is commonly compared to trinitrotoluene (TNT), known
as the TNT equivalent. By calculating the weight of TNT required to produce a particular
shock wave of equal magnitude to that produced by a unit weight of another explosive, the
efficiency of explosives can be compared. The energy released in the detonation of one metric
ton of TNT is defined to be 4184 GGJ. For example, a ton of C-4 releases 5860 GGJ of energy,
which means that the heat of reaction ratio for C-4 is Ec_4/Ernr = 5860/4184 = 1.4, which
means that 1 kg of C-4 is equivalent to 1.4 kg of TNT. An equivalent weight of TNT, Wrnr,
may be calculated for any explosive with a given weight, Wgx p, by using the ratio of the heat
produced during the detonation expressed as

E
Wrnr = Wexp—m (2.1)

ETNT

where Frxp and Epnr are the energy released by the explosive in question and TNT, re-
spectively. The TNT equivalence is also helpful when comparing the total explosive mass of
common blast threats such as person- and vehicle-borne improvised explosive devices (IEDs),
as shown in Table 2.2

Table 2.2: The TNT equivalent mass of various IEDs.

.. TNT eq.
Description

P kgl
Pipe bomb 2.4
Suicide Vest 9.0
Briefcase bomb 23.0
Car 454.0

Passenger van 1814.0
Delivery truck 4536.0
Semi-trailer 27216.0




2.1.2 Blast Loading

During a detonation, a rapid and stable reaction propagates through the explosive material
and converts the material into a hot, dense and high-pressure gas. The volume of this gas is the
source of the shock wave propagating in the surrounding air. The shock wave is transmitted
spherically while the pressure decreases with the cube of the distance shown in Figure 2.3. The
decrease in pressure causes a decay in strength and velocity while increasing the duration of
the wave.

1,

<
Distance

Figure 2.3: Shock wave propagation of a detonation |2].

Figure 2.4 presents an idealized pressure-time history curve of a blast wave often used for
design analysis purposes. At a short time after the explosion, t,, the pressure increases from
the atmospheric pressure, P,, to the peak incident overpressure, P,,. The pressure decays
exponentially as the shock front expands before reaching the atmospheric pressure to constitute
the positive phase of the blast wave. A negative phase follows, causing a reversal of flow back
to the explosion center. The positive phase has a duration of ¢, and the negative phase a
duration of ¢_.
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Figure 2.4: Idealized pressure-time curve of a blast wave. Illustration based on [2].

When a blast wave interacts with a structure which is not parallel to the wave direction,
the wave is reflected and reinforced. The reflected pressure, P,, is always higher than the
incident pressure at the same distance from the explosion as shown in Figure 2.4. Therefore,
the reflected peak pressure is used for design purposes. Since the positive phase is associated
with the most significant structural damages, the negative phase is often neglected. Eq. 2.2



shows the Friedlander equation, which is widely used and represents the idealized positive
pressure-time history from Figure 2.4.

t _ bt
P(t) = Pat P(1= - )e o (2.2)
_l’_

where b is the exponential decay coefficient. The specific impulse, i,,, of the blast wave is
given as the area under the positive pressure-time curve expressed as

ta+ty
e = / P(t)t (2.3)
ta
With the analytic solution for the Friedlander equation defined as

iy = P;* [b—1+e" (2.4)

2.1.3 Blast Loads in Structural Design

In structural design and blast load predictions a useful tool is the comparison of various ex-
plosives at different stand-off distances. The comparison is performed through the application
of scaling laws were smaller scale experiments can contribute to the prediction of large-scale
explosions. A conventional approach is the use of Hopkinson-Cranz scaling |6, 7], also known
as cube-root scaling. The law states that charges of the same material with similar geometry,
but of different mass will produce similar blast waves at equal scaled distances and times, given
that the charges are detonated in the same atmosphere. If R is the stand-off distance, E is
the total energy of explosive detonation, and W is the total weight of the reference explosive
source, then the properties of the shock wave for the reference explosion may be related to
those arising from another charge of weight, Wi, with a total released energy, E, located at a

distance, Ry, by the expression.
R £\ /3 W\ /3
(= = — 2.5
Ry <E1> (Wl) (25)

If W5 and E; are chosen as a unit of mass or energy, the scaled distance Z and the scale factor
A are introduced as

R_ B g (2.6)

Z=t=E = s

A schematic presentation of the Hopkinson-Cranz scaling is shown in Figure 2.5, where a
transducer located a distance R from the center of the explosive charge, with characteristic
dimension d, will experience a pressure P, duration ¢, and a characteristic time history resulting
in the specific impulse 7,. The scaling law then states that a transducer positioned AR from
the center of a similar explosive charge of the characteristic dimension Ad would experience a
blast wave of similar form with magnitude P, duration At, and specific impulse Ai,.



ARARY

AR

<O

Atas

Figure 2.5: Schematic presentation of Hopkinson-Cranz wave scaling [2].

The scaled distance Z presented is also commonly used to categorize loading scenarios into
three categories; close-in detonations defined by 0 < Z < 0.5, near-field detonations defined by
0.5 < Z < 2.0 and far-field detonations defined by 2.0 < Z. Contact or close-in detonation are
characterized by high magnitudes of pressures in the order of 10 to 30 GPa. These types of
detonations typically involve highly localized effects on the structure, with failure modes of the
structure categorized by shear, spalling, punching or petalling. Both near-field and far-field
detonations are characterized by a more distant blast wave that involves the compression of
atmospheric air only. The near-field loading involves a non-uniform spatial distribution of the
pressure on the surface and may involve both global and local effects, while far-field detonations
generally result in a global response, exclusively. It is noteworthy that the categorizations
explained above may be misleading, in the sense that a small charge detonating close to a target
may yield a similar Z-value as a large charge detonating much further away, while their impact
on the structural target varies greatly. In blast-resistance design, the categorizations may
indicate the necessary complexity in design. Scaled parameters can also be used in structural
design concerning blast loading by the application of the empirical equations of Kingery and
Bulmash [8], which provide relations to compare several blast parameters.

The research by Kingery and Bulmash, in which experimental data from idealized conditions
were gathered and curve-fitted to higher-order polynomial equations for the necessary blast
parameters from a TNT equivalent charge using the Hopkinson-Cranz scaling laws, is seen in
Figure 2.6. The empirical data is based on detonations of TNT equivalent weights ranging from
1 to 400000 kg. The Kingery and Bulmash relations are an empirical method that presents
an idealized representation of blast loads for design purposes and have a significant advantage
compared to other methods regarding time consumption. The method can be used as a starting
point of a blast load analysis before more elaborate analyses and methods are considered.
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Figure 2.6: Kingery and Bulmash relations for some important blast parameters [8|.

In a previous study conducted by Aune [2| in the SIMLab Shock Tube Facility (SSTF) rigid
plates were exposed to a firing pressure range similar to the one seen in Table 2.3, where the
maximum reflected pressure on the rigid plates was recorded. In this thesis, a similar firing
pressure range was investigated, and the approximate TNT equivalents at a standoff distance
of 25 m for the reflected pressure according to Kingery and Bulmash are listed in Table 2.3.
Noticeably, the Kingery Bulmash relations suggests that the firing pressure of 35 bar resulting
in a maximum reflected pressure of 1187.7 kPa is equivalent to the shock wave from a small

Scaled distance, Z [m/kg”a]

delivery truck filled with TNT at a standoff distance of 25 m.

Table 2.3: The TNT equivalent mass of various SSTF firing pressures at a standoff distance of

25 m.

Firing Pressure

Reflected Pressure TNT eq.

[bar] [k Pal [kg]
10 462.6 836.5
15 620.5 1139.3
25 825.9 1526.0
35 1187.7 2194.3




2.1.4 Structural Response

Flexible structures exposed to various intensities of blast loading display different dynamic
responses. Three damage modes were identified, illustrated in Figure 2.7, by Menkes and
Opta [9], Teeling-Smith and Nurick [10] and Olson et al. [11] for clamped aluminum beams,
clamped circular plates and clamped square plates, respectively. Mode I shows large inelastic
deformations, Mode II displays tensile tearing at the supports and Mode III is caused by shear
failure at the supports. Mode I is observed up to a critical value of impact velocities, where a
further increase of the impact velocities is observed to trigger Mode II. Further, when another
critical value is reached Mode IIT will be triggered [2].

(c)
Figure 2.7: Failure modes for impulsively loaded beams and plates: (a) Mode I - Large inelastic

deformation, (b) Mode II - Tensile tearing at supports and (c¢) Mode III - Shear failure at
supports [2].
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2.1.5 Fluid-structure Interaction

Structures exposed to blast loading may experience significant blast-structure interaction. This
interaction occurs when the structural surface being impacted by the blast wave and the wave
itself are not parallel. The impacted structure typically behaves like either a rigid or a de-
formable surface. Fluid-structure interaction (FSI) is observed when the impacted surface is
allowed to deform or move [2]. Therefore, FSI effects are more pronounced for flexible struc-
tures. Taylor [12] suggested that lightweight structures undertake less momentum compared
to a heavier more rigid structure when exposed to the same blast intensity. In other words, the
motion of the reflecting surface reduces the pressure acting on it. Previous research has shown
that FSI effects can reduce the blast load acting on the structure, with this effect being more
pronounced for large deformations [2]. The reduction of the blast load is related to both the
induced velocity of the impacted structure and the deformed shape. Lightweight and flexible
structures experience both a higher induced velocity and a dynamic response as seen in Figure
2.7a) with a possible overlapping of the dynamic response and the positive phase duration.
By the utilization of ductile materials in the design of flexible structures, which allows finite
deformations, FSI may reduce the transmitted impulse and serve as alternative load paths.
Given that the structural members can sustain the deformation without experiencing failure
the blast wave is partially absorbed through various deformation mechanisms [2].

Methods and procedures used in blast-resistance design can vary considerably in complexity,
accuracy, computational cost and efficiency. Regarding explicit non-linear finite element anal-
ysis, an uncoupled approach is a widely preferred procedure in today’s blast-resistance design.
Blast load construction is then often done from empirical data or through computational fluid
dynamics in a Eulerian reference system. This provides a spatial and temporal pressure distri-
bution over the problem boundary, which is applied to computational structural dynamics to
calculate the corresponding dynamic response. The fundamental assumption of the uncoupled
approach is that the behavior of the blast loading is not changed due to structural motion and
visa versa. Considering non-linear effects in both geometry and material behavior, an uncou-
pled approach may yield undesired deviations in numerical simulations. In a study conducted
by Bervik et al. [13], considerable variations in the predictive capabilities of uncoupled and
coupled methods in typical industrial applications were observed. While coupled methods have
the potential of increased accuracy regarding dynamic response, an uncoupled approach is con-
sidered to provide conservative and sufficiently accurate results, while keeping computational
costs low.

11



2.2 SIMLab Shock Tube Facility

In this thesis, the blast loading scenarios in the experimental program were created in the
SIMLab Shock Tube Facility (SSTF), which will be briefly described in this section. For
an in-depth description, the reader is referred to work by Aune et al. [14]. The use of a
shock tube to investigate the response of structures in blast environments is a practically and
experimentally valuable alternative to explosive detonations. The shock tube produces shock
waves under controlled laboratory conditions, where the shock strength is determined by the
initial conditions. Properties of the planar shock wave acting on a structure can be studied
by placing a test object inside or at the end of the tube. It has been verified by several
researchers at the Department of Structural Engineering at NTNU, that the shock tube can
produce repeatable uniform shock waves that have similar pressure-time characteristics as an
actual far field explosive detonation |2, 3, 15, 16, 17, 18|.

2.2.1 Design

The SSTF is made up of several modular sections, as illustrated in Figure 2.8 and 2.10a, joined
together using bolted connections at the end flanges of each part. Between the parts, rubber
O-rings are used to ensure sealing at the joints. Each part is carried by a support structure on
steel wheels for convenient assembly and disassembly of the tube. This provides flexibility in
varying the length of the driven section. The SSTF is made from P355NH stainless steel and
is designed according to ISO-2768-1. The overall length of the tube is 18.36 m and is divided
into the following sections:

e The driver section
e The firing section

e The driven section
e The window section
e Expansion 1

e Expansion 2

e The dump tank

Firing section Window section ~ TANK

v v
[DRIVERJF_DRIVEN _Jood[ 9 Imlj [ @y@@
H || [T ll [ )2
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Figure 2.8: Illustration of the SSTF sections seen from the side [2].

The driver section has a total length of 2.02 m and has an inner diameter of 0.331 m. It is
possible to use aluminum inserts to vary the length of the section in increments of 0.25 m.
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Next to the driver section is the firing section with a length of 0.14 m. The firing section is made
up of several intermediate pressure chambers separated by membranes, shown in Figure 2.10b.
These membranes are made from the polyester Melinex, but membranes of other materials are
also available. Membranes of different thickness and capacity can be chosen and combined
depending on the desired firing pressure. Two of the intermediate pressure chambers are
pressurized simultaneously in the firing section with approximately 2/3 and 1/3 of the driver
pressure. This creates a stepwise pressure differential between the driver section and the
driven section, as seen in Figure 2.9. When the driver section reaches the desired pressure, the
membranes are ruptured to initialize the shock wave. To rupture the membranes, the pressure
chamber closest to the driver section is vented. This results in the pressure differential loading
the membranes past their capacity. However, venting causes a slight increase in the volume
of the driver section, which further leads to a slight drop in driver pressure. It is, therefore,
necessary to pressurize the driver section higher than the desired firing pressure.

T Venting
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Figure 2.9: Sketch of cross-section of SSTF at firing section immediately before firing [2].

The driven section starts out as a circular tube, with an inner diameter of 0.331 m. Along
the next 0.6 m the cross-section of the tube transitions into a square cross-section with inner
dimensions of 0.3 m x 0.3 m, capsuled by the circular outer. The transition was made to enable
the installation of test objects in threaded holes in the tube floor, and to accommodate plane
parallel windows in the following window section, which simplifies the use of optical techniques,
as seen in Figure 2.10d. The window section is used to investigate the interaction and flow
around objects. The driven section is extended beyond the window section by extension 1 and
extension 2.

The driven section ends with a clamping rig for test specimens inside of a dump tank, as seen
in Figure 2.10c. The tank has a volume of 5.1 m? with an internal diameter of 1.6 m. The
increase in volume enables the mounting of larger test specimens exposed to localized blast
loading at the end of the driven section. The increase in volume also lowers the pressure and
contains the shock wave to protect surrounding equipment and personnel.
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(c) Internal cross-section of driven section (d) Window section

Figure 2.10: Pictures of SIMLab Shock Tube Facility [2].

2.2.2 Shock Wave

When the membranes rupture, a uniform shock wave starts propagating down the driven
section of the tube. The development of the shock wave is illustrated in Figure 2.11. Figure
2.11a shows a simplified shock tube with a driver section with constant pressure, p4, a firing
section with one membrane and a driven section with constant pressure, p;. In Figure 2.11b the
pressure differential just before the membranes rupture is illustrated. When the membranes
are loaded past their capacity the incident shock wave is released into the driven section as
seen in Figure 2.11c. The pressure behind the shock front, p,, is moving down the tube with
the contact surface between the gas in the driver and the driven section moving in the same
direction with a lower velocity. A rarefaction moves in the opposite direction of the shock wave
and is reflected in the back of the driver section, as seen in Figure 2.11d. This results in the
rarefaction moving in the same direction as the shock wave with pressure ps behind it. When
the incident shock wave reaches the end of the driven section, the wave is reflected, and we
get a reflected shock wave moving back towards the driver section with the pressure behind it
increased to ps, as illustrated in Figure 2.11e.

14
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Figure 2.11: Shock wave propagation in a shock tube [19].

The interaction between reflected waves and wavefronts causes pressure peaks throughout the
pressure history in the experiment. At high driver pressures, the interactions may result in
secondary and tertiary peaks during the positive phase of the pressure-time history, as seen in
Figure 2.12.
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Figure 2.12: Pressure-time history curve with secondary and tertiary reflection in the shock
tube.
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2.3 Digital Image Correlation

Digital Image Correlation (DIC) is a non-contact optical technique for measuring strain and
displacement. The accelerated advances of digital storage capacity, computer hardware and
high-resolution imaging over the last decade have made DIC a widespread experimental mea-
suring technique. DIC works by comparing digital photographs of a component or test specimen
at different stages of deformation. By tracking blocks of pixels, surface displacement can be
measured as well as the construction of full-field 2D or 3D deformation vector fields and strain
maps. DIC requires the pixel blocks to be unique and random regarding contrast and intensity
levels to work properly. Often the photographed materials natural surface texture is sufficient
for DIC to work, while in some cases speckle pattern paint is applied to ensure unique and
random surface pattern. DIC is mainly a post-processing technique, but can also be applied
to live track material points during experiments [20].

High-resolution images taken with high frequency can provide data reflecting the real response
of the material. This is an advantage compared to displacement measured by a load cell, which
has to be corrected for machine stiffness and only measures the global response of the material.
The fact that DIC is a non-contact method also makes it preferable compared to, for example,
an extensometer when measuring a material reaching failure. However, large deformations may
present difficulties when tracked by DIC.

By using two cameras, DIC can be used to track 3D deformations. For 3D tracking camera
angles and camera positions have to be calibrated in advance. During calibration a set of
initial images are used to establish a relationship between image coordinates and 3D target
coordinates, as shown in Figure 2.13

During post-processing a mesh is applied to the initial configuration of the component, using
a DIC software. The mesh is related to the position of individual unique points and greyscale
patterns on the material. A tracking algorithm embedded in the DIC software is then used
to track the movement of the said unique points from image to image and deform the mesh
accordingly. The measured deformations of the mesh provide the deformation and strain out-
puts. In this thesis the DIC software eCorr [21| developed by E. Fagerholt at SIMLab, NTNU,
is used to measure the response of the test specimens during all experiments.
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Figure 2.13: Cylindrical calibration target (left) and glass-plate calibration target (right) with
meshes where the nodes represent extracted corners, with known target coordinates, used to
calibrate camera models [2].
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2.4 Foam

Foams are three-dimensional cellular materials with either open or closed cell structure |22,
23|, as shown in Figure 2.14. While the cells are connected by sharing struts in open cell
foams, the cells are connected by sharing walls in closed cell foams. The latter seals the gas
inside each cell and makes closed cell foams more rigid than open cell foams [24]. Foams
are widely used in energy absorbing applications due to high weight-to-strength ratio and
cost efficiency. These are usually metallic and polymeric foams, where compression causes a
progressive collapse of the core material - an excellent energy absorbing quality. A common
application of foam is in sandwich panels, which traditionally take the form of a structure with
a foam core layer encapsulated by face sheets on either side. Sandwich components are widely
used in protection, construction, aircraft and automotive businesses due to the combination of
high energy absorption and the panels ability to maintain integrity during loading.

Figure 2.14: Typical microscopic cell structure of open (left) and closed (right) cell foams [25].

2.4.1 Mechanical Properties

The behavior of foams subjected to dynamic loading has been investigated in numerous studies
and summarized by Sun and Li [24]. Since different notation is applied in different studies, the
notation used in this study follows the notation used by Sun and Li.

The compression of foams exhibits three distinct regimes - the pre-collapse, plateau and den-
sification regime as seen in Figure 2.15. During the pre-collapse stage, the stress increases
linearly with strain as a result of elastic deformation of cell walls. A local maximum is reached,
generally known as the collapse initiation strain, €.y, representing the initiation of the new de-
formation mechanism of cell wall failure in the plateau stage. Progressive collapse of cell walls
is initiated where the stress is relatively constant over a large strain range that ends at the
densification initiation strain, £49. Further compression from the densification initiation strain
causes more cell walls to collapse and densify the material further. In this regime, the slope
of the stress-strain curve increases rapidly as the strain approaches the asymptote defined by
the densification strain, 4. Figure 2.15 shows a schematic diagram of the stress-strain curve
of foam and the presented parameters.
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Figure 2.15: Schematic diagram of a foam stress-strain curve under compression loading.
[lustration based on [24].

The densification initiation strain can be obtained from the energy absorption efficiency method
presented by Li et al. [26], where the energy absorption efficiency, 7, is defined as

n(e) = — /Oga(e)de (2.7)

The densification initiation strain corresponds to the strain at maximum energy absorption
efficiency seen in Figure 2.15, i.e

dn(e)
de

=0 (2.8)

E=EJ0

The average plateau stress, 0,, can be obtained by energy equivalence in the plateau stage as

Jo0o(e)de
_ Jec 2.9
o €do — €0 ( )

Stress oscillation may occur in the plateau stage, and the plateau stage behavior varies for
different foams [24]. Strain softening or strain hardening characteristics can also be observed
in the plateau stage as seen in Figure 2.16 [26].
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Figure 2.16: Strain softening and hardening characteristics of foams. Illustration based on [26].
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2.5 Constitutive Models

In this section, the constitutive models applied in numerical simulations for aluminum, steel,
and foam are presented. A variation of the Deshpande-Fleck model is utilized for the description
of foam behavior, while the description of aluminum and steel is done through a thermoelastic-
thermoviscoplastic material model based on the constitutive model of Johnson and Cook.

2.5.1 Foam

The material behavior of foam can be described by several models, such as Schreyer et al. [27],
Ehlers et al. [28|, Miller [29] and Deshpande and Fleck [30]. Several different models are also
implemented in LS-DYNA. A selection of these models was validated through a study done by
Hanssen et al. [31]. The constitutive model chosen to describe the behavior of the polymeric
foam in this study was a variation of the Deshpande-Fleck model, with the inclusion of fracture
and a statistical variation of density, suggested and implemented in LS-DYNA by Reyes et al.
[32]. The model was chosen for its simplicity and because it has previously been used in similar
studies on polymeric foams subjected to dynamic loading [3, 33|, which yielded accurate results
in numerical validations.

The Deshpande-Fleck model [30] is seen as an extension of von Mises yield criterion, where the
yield function depends on both deviatoric and hydrostatic stresses. The yield function, f, is

defined as

f=6-Y (2.10)

where Y is the yield stress and ¢ is the equivalent stress. The yield stress is defined as

Y = 0q + R() (2.11)

where 0. is the collapse initiation stress and R(€) is the strain hardening as a function of the
equivalent strain €.

The equivalent stress can be expressed as

9 1

= T a/p ) -

where o, is the equivalent von Mises stress, 0y, is the mean stress, and « is a function describing
the shape of the yield surface, as seen in Figure 2.17. « varies with the plastic coefficient of
contraction, v,, and is defined as

2 _ 9(1 — 2uvy)
o’ = (2.13)

The equivalent von Mises stress and the mean stress is defined by Eq. 2.14 and 2.15, respec-
tively,

Oeqg = \| =0;:0 (2.14)

2ij i
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where O';j is the deviatoric stress and oy, is the sum of the principal stresses. The strain

hardening function is expressed as

€ 1
RE)=v—+aln | ———— 2.16

@ =% +oin [ (210
where v is a linear strain-hardening coefficient, s is a non-linear scale factor, § is a non-linear
shape factor, € is the true strain and ¢4 is the densification strain. If the plastic coefficient of

contraction is assumed to be zero the analytical expression for the densification strain can be
expressed as

ca=—In [ﬁ} (2.17)
Pio

where py is the density of the foam and pyy are the density of the base material.

1.5 -
c./Y

Uniaxial
compression

o./Y

0.5 1 1.5

Figure 2.17: Influence of o on yield surface [32]

2.5.2 Aluminum and Steel

The constitutive model chosen to describe the aluminum and steel material was suggested by
Borvik et al. [34]. The model is a thermoelastic-thermoviscoplastic material model well suited
for the large plastic strains and high strain rates associated with blast loading scenarios. It is
based on the constitutive model and fracture strain model of Johnson and Cook [35], and on
continuum damage mechanics as proposed by Lemaitre [36]. The model includes von Mises yield
criterion, linear thermoelasticity, the associated flow rule, non-linear isotropic strain hardening,
strain-rate hardening, temperature softening due to adiabatic heating, isotropic ductile damage,
and failure. The Cockeroft-Latham fracture criterion [37] is used to describe fracture.
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The definition of the yield function, f, is

f=0eq— (00 + R(p)) (2.18)

where oy is the yield stress, R(p) is the isotropic hardening and o, is the equivalent von Mises
stress. The equivalent stress can be expressed as

2
0o = |00+ QL= )| [L =T [1 4 5"]° (2.19)
i=1

where p is equivalent plastic strain, p* is a dimensionless strain rate, 7™ is a normalized tem-
perature, );, C;, ¢ and m are material constants. The dimensionless strain rate is defined
as

= (2.20)

where pg is a user-defined reference strain rate and p is the equivalent plastic strain rate. The
normalized temperature is expressed as

T -1,

T = ——+
Ty — 1T,

(2.21)
where T is the absolute temperature, 7, is the room temperature and 7;, is the melting tem-
perature of the material. The first term of the expression for the equivalent stress is a two-term
Voce hardening rule. The next term is a temperature correction term, while the last term is
a strain rate correction term. Temperature change due to adiabatic heating effects can be
expressed as

AT = /p 2 gy (2.22)
o PGy ‘

where p is the material density, C, is the specific heat, and x is the Taylor-Quinney coefficient
representing the proportion of plastic work converted into heat. Cockcroft-Latham fracture
criterion is widely used to describe ductile fracture [37] and defined as

1 P
W= WC/O maz(oy,0)dp (2.23)

where w is the damage parameter, W, the fracture parameter and ¢; is the maximum principal
stress. o7 is defined positively in tension and equal zero in compression causing failure only
to occur for tensile stresses. Fracture occurs when the damage parameter reaches unity for all
integration points in an element, and the element is eroded.
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2.6 State-of-the-Art

In this section, a summary of selected research done on the energy absorption capabilities of
various sandwich configurations is presented. Additionally, studies conducted on the mechani-
cal properties of polymeric foams are summarized.

2.6.1 Sandwich Structures

A surge in research on blast resistance and protective capabilities of structural component has
been observed in recent years, due to an increased amount of terrorist attacks using explosives
against civilian targets. In the broad research field of blast resistance, studies on sandwich
components have been conducted on a vast variation and combination of skins and cores,
where aluminum foam is a widely used core material in sandwich panels. There are many
findings on the increased protective capabilities of a sandwich component compared to single
plates. In this section, a variety of studies, and their findings, on sandwich components are
presented.

Sandwich configurations constructed with steel skins and aluminum foam cores exposed to
impact and blast loading has been studied in various scientific frameworks. Radford et al. [38]
studied clamped sandwich panels with aluminum foam cores exposed to mid-span impact of a
metal foam projectile. The dynamic response of the sandwich panels was compared to single
plates of stainless steel with the same areal mass, as seen in Figure 2.18. It was found that
the sandwich panels had a higher shock resistance than the single plates and that there was a
positive correlation between shock resistance and the sandwich core thickness. Similarly, Liu
et al. [39] studied the performance of sandwich components with aluminum foam cores and
steel skins exposed to blast loading. Again, a comparison with single steel plates was carried
out, which showed that the peak load was reduced by 60 to 65 % for the sandwich components
compared to the single plates.

Figure 2.18: Cross-sectional view of single steel plate (top) and sandwich components with
aluminum foam cores (center and bottom) exposed to mid-span impact of metal foam projectile
[38].
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The importance of foam density on blast resistance has also motivated studies on the field of
foam-based sandwich components with various densities exposed to blast loading. Hassan et
al. [40] found that damage within the sandwich panels became more severe as the density of
the foam core was increased. For the lowest density foam, the core did not experience fracture
or debonding over the range of loads considered. Instead, the panel absorbed energy through
plastic deformation of skins and compression of the foam core. When higher density foams
were used, fracture was observed in addition to debonding at the skin-core interface.

Regarding energy absorption, a variation of foam density over the thickness of the core has
been researched in a variety of studies. Wang et al. [41] studied the blast resistance of sandwich
configurations with composite skins and stepwise graded styrene foam cores. Two configurations
were investigated, one configuration with low/middle/high and one with middle/low/high-
density layers. It was found that core configured in ascending order outperformed the latter
in blast resistance. Significant compression of the foam core was observed in the ascending
configuration, while disintegration of the core layers and fracture in the front skin was observed
in the other configuration, as seen in Figure 2.19. Aluminum honeycombs are an alternative
to foam as an energy absorbing core. Shigiang et al. [42] investigated the effect of stepwise
graded aluminum honeycomb as a sandwich core in a blast resistance capability evaluation,
where aluminum was used as skin material. It was found that the blast resistance capability
of the sandwich configurations was moderately sensitive to the arrangement of core densities.
However, for the graded panels with a descending relative density core arrangement, the plastic
energy dissipated in the core and the force attenuation were larger than in the ungraded
configuration.

Figure 2.19: Cross-sectional view of sandwich panels with low/middle/high (top) and
middle /low /high-density (bottom) foam core configurations exposed to blast loading studied
by Wang et al. [41].
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Optimizing the blast resistance of a sandwich component is of great interest for protective
applications. Qi et al. [43| performed a multi-objective optimization of aluminum foam-
cored sandwich panels, with respect to blast resistance. Different combinations of AA2024 T3
aluminum alloy, AS3678-250 mild steel and rolled homogeneous armor steel was used as skins
in the panels. It was found that the sandwich component with an aluminum front skin and
a rolled homogeneous armor steel back skin outperformed the other sandwich configurations
regarding maximum back skin deflection and areal specific energy absorption. Additionally, it
was observed that boundary conditions and standoff distance between the explosive and the
target surface both had a significant influence on the dynamic response of sandwich panels.
Minimizing maximum back skin deflection and maximizing areal specific energy absorption
was found to be conflicting goals from the optimization, thus different blast loading scenarios
should be considered during the design of such sandwich panels for robust blast resistance.

2.6.2 Foam Materials

To be able to optimize and evaluate the protective capabilities of sandwich structures utilizing
foam as a core is of importance to understand the mechanical properties of the foam material
under the given blast load scenarios. In this thesis extruded polystyrene (XPS) foam will be
used as a core material and is therefore of great interest. There is, however, a lack of research
conducted on the mechanical properties of XPS. Considering the lack of research on XPS foam,
findings from research on other polymeric foams with transferable properties and concepts will
be presented.

The foam core of a sandwich component may be under high strain rate conditions during
blast loading. A wide range of studies suggests strain rate sensitivity for polymeric foams
under compression loading [44, 45, 46, 47, 48, 49|, where the strain rate dependence may be
observed as an increase in elastic modulus, compressive strength, or decrease of densification
strain. Ouellet et al. [44] studied the compressive response of polymeric foams under quasi-
static, medium and high strain rate conditions, where the strain rates ranged from 0.0087 to
2500 s~ 1. In literature, a large amount of compression data is available; however, most data
addresses strain rates up to 250 s~!, where higher strain rate data only investigates modest
levels of compression. Oullet et al. found that strain rate effects become more pronounced
at rates above approximately 1000 s~!. In a study of strain rate effects on elastic and early
cell-collapse of polystyrene foam, Song et al. [45] found that the collapse stress increased nearly
linearly with the logarithm of the strain rate, and the elastic modulus was seen to increase with
strain rate. However, Chen et al. [46] found that the elastic modulus of expanded polystyrene
did not exhibit apparent strain rate dependency over the range of 1 to 280 s~!. In the study by
Chen et al. it was also found that the compressive strength of expanded polystyrene increased
rapidly with strain rates over 113 s=! and a slight decrease of the densification strain over the
same strain rate range.
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The impact of density on the mechanical properties of polymeric foam has also been investigated
in several studies. Bouix et al. [47] studied the behavior of polypropylene under dynamic
loading, where it was shown that the strain rate hardening phenomenon was more pronounced
for higher density foams. This phenomenon is according to Bouix et al. correlated to the micro-
inertia effects, which are more pronounced on thicker cell walls during the dynamic buckling of
the foam cells. Chen et al. [46] found that the static strength and elastic modulus of expanded
polystyrene increased with density, where higher density expanded polystyrene exhibited higher
energy absorption capabilities than lower density ones. Avalle et al. [50] conducted a study on
polymeric foams under compressive loading, characterized by the use of the energy-absorption
diagram. It was shown that the maximum efficiency identifies the condition for optimal energy
absorption of the foam, while the maximum stress reached a value limited through other design
considerations. In the study by Avalle et al. it is suggested that a foam with an optimum value
of density can be found for various applications. In other words, the utilization of a low-density
foam, too porous for the loading conditions will result in the densification stage being reached,
which will exponentially increase the force before the energy has been dissipated. However,
a foam with a density too high for the loading conditions may result in a high force without
utilizing the full plateau region, as shown in Figure 2.20 [50].
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Figure 2.20: Energy diagram of typical foams of different density obtained from the same solid
material [50].
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Chapter 3

Preliminary Numerical Work

Physical experiments are expensive, time-consuming and usually limited to small-scale testing,
while numerical simulations can be applied to full-scale models, where implementation of mod-
ifications require less extensive work and are far cheaper. Numerical simulations also provide
valuable results outside the limitations of the experimental setup. In this chapter, a preliminary
study aimed to establish and evaluate a reference model, to suggest a firing pressure range for
the experimental program and evaluate different options for boundary conditions in the test
setup is presented.

All simulations in this chapter were performed on sandwich components with aluminum skins
and an XPS-250 core. Results of back skin midpoint displacement, maximum and average
force, impulse and energy absorption values are presented and investigated. The midpoint
displacement was extracted at the last time step of the simulations. The contact force between
the back skin and back clamping frame was extracted to obtain the force-time curves, where
the impulse is the area under the curve, and the average force is the impulse divided by the end
time. The energy absorption is extracted as the internal energy of each part in the component.

3.1 LS-DYNA

In this thesis, the finite element solver LS-DYNA is used for numerical simulations. LS-
DYNA is a general-purpose finite element program created by Livermore Software Technology
Corporation (LSTC). It offers a large database of material models, contact algorithms, and
element formulations. Moreover, it is frequently employed in crash and impact simulations due
to its strong capabilities in highly nonlinear and transient dynamic analysis with explicit time
integration.

The energy balance has to be studied after a simulation is completed to investigate the reliability
of the results [51], defined as
Eiotal = Elgm + Ezont + Weat (3-1)

0

where E}. is the initial kinetic energy, E , is the initial internal energy and W,,; is the external

work. The total energy, Fioq, is defined as

Etotal == Ekln + Eint + Esi + Erw + Edamp + Ehg (32)
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where Fj;, is the current kinetic energy, F,; is the current internal energy, F,; is the current
sliding interface energy, E,, is the current rigid wall energy, Fgqm, is the current damping
energy and Ej, is the current hourglass energy.

The energy balance is usually studied through the energy ratio expressed as

. Etotal
eratio = ————— 3.3
E)?otal + th ( )

which is equal to unity if the energy is preserved. A deviation exceeding a couple of percents
indicate an error in the model and require further investigation by the user.

3.2 Reference Model

The establishment of the reference model concerning the component geometry is based on
earlier experimental and numerical studies conducted on sandwich panels in the SIMLab Shock
Tube Facility at NTNU, such as the study performed by Sigurdsson [3|. The sandwich panel
geometry and clamping frame geometry is shown in Figure 3.1 and will be further presented
together with the experimental test set-up in Section 5.1. The thickness of the skins, foam and
clamping frames are 0.8, 50.0 and 25.0 mm, respectively.
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Figure 3.1: Sandwich panel geometry (left) and clamping frame geometry (right).
This illustration is based on [2].

The reference model developed based on the geometry presented above, was is divided into
six parts; three for the rig and three for the sandwich panel. The rig was modeled with two
clamping frames and twelve bolts. The sandwich panel was modeled with two skins and a
foam core. The reference model can be seen from the side in Figure 3.2 and a front view is
displayed in Figure 3.3. Both steel clamping frames and the bolts were modeled with linear
elastic properties, using the elastic material model Mat 001 in LS-DYNA, with a stiffness of
210 GPa, following the assumption of no plastic deformation in these components. The front
clamping frame was constrained in the longitudinal direction of the bolts to mimic the behavior
of the shock tube.
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Figure 3.2: Front view of the sandwich reference model.

Figure 3.3: Top view of the sandwich reference model.

The aluminum and steel skins were modeled with Bervik et al.’s [34] constitutive model pre-
sented in Section 2.5.2 implemented as the material model Mat 107 in LS-DYNA. Cockcroft-
Latham fracture criterion was utilized to describe fracture. Since no material tests were per-
formed at this stage of the study, aluminum and steel material parameters were taken from
earlier studies performed at SIMLab [2] and are presented in Table 3.1.

Table 3.1: Material parameters for the constitutive relation for aluminum and steel [2].

. 0o Q1 Cy Q2 Cy c m Po We
Material _
[MPa] [MPa| [-] [MPal [-] [~ [-] [s7'] [MPq|
AA1050-H14 80.0 31.2 1090.0 12.2 20.4 0.014 1.0 5%10°* 60

DOCOL 600DL  325.7  234.8 56.2 4457 47 0.01 1.0 5x107* 555

The XPS foam was modeled with a variation of the Deshpande-Fleck material model, Mat 15/
in LS-DYNA, with material parameters obtained by Berdal and Bjgrgo [33|. XPS-250, XPS-
400 and XPS-700 was modelled with nominal densities of 33, 37 and 50 kg/m? as presented in
Table 3.2. No fracture criterion was applied in the foam material model.
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Table 3.2: Material parameters for the constitutive relation for XPS foams [33].

) P E 00 Y €d Q3 B
Material - - -

[kg/m?] [MPa] [MPal -
XPS-250  33.0 1371 0257 0.771 3.36 26.43 5.51

XPS-400 37.0 1847 0412 0.707 3.68 38.96 5.05
XPS-700 50.0 2345 0.732  0.287 3.46 56.87 4.70

Automatic surface to surface contact algorithm was applied between all components with both
static and dynamic friction coefficient set to 0.1. The friction coefficient has not been appro-
priately investigated. The soft penalty formulation was applied for all components in contact
with foam, while a standard penalty formulation was used between all other components. The
foam and skins were meshed with an element size of 5 mm. Four-node Langrangian shell ele-
ments with Belytschko-Tsay element formulation was utilized, with Gauss quadrature rule and
five integration points through the thickness of 0.8 mm for the skins. Ten eight-node constant
stress solid elements were used through the thickness of 50 mm for the foam. Hourglass stiff-
ness of type 3, Flanagan-Belytschko, with exact volume integration and a coefficient of 0.05
was utilized in the model.

The blast loading was implemented as a uniformly distributed pressure-time history obtained
experimentally in the shock-tube facility on massive steel plates by Aune [2]. This is a sim-
plification, as the plates studied in this thesis are not considered rigid. The pressure-time
history curves were idealized using curve-fitting of the Friedlander equation, Eq. 2.2, with the
Friedlander parameters presented in Table 3.3 and the pressure-time history curve presented
in Figure 3.4 [2]. Note than R77_P35 is obtained by two curve fits to take the secondary
reflection into account, where only the curve fit from the primary to the secondary peak is
presented in Table 3.3.

Table 3.3: Friedlander parameters to the idealized pressure-time history curves.

Firing Pressure  pymaes ty b Ty
Name lbar] (kPa]  [ms| || [kPams]
R77_P10 10 44620 3540 157 490450
R77 P15 15 606.60 44.10 2.03 7510.00
R77 P25 25 795.20 68.70 2.04 12383.30
R77 P35 35 1105.20 73.90 1.90 16613.40
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Figure 3.4: Idealized pressure-time curves used to describe blast loads in the numerical models.

3.3 Experimental Firing Pressure

Experimentally, it is desired to obtain results with significant deformation of the specimen
without reaching fracture. Therefore, a preliminary numerical study was performed to suggest
firing pressure range for the experimental program. Simulations were performed for aluminum
skins without foam cores and aluminum front skins and steel back skins without foam cores
exposed to different firing pressures while investigating the recorded damage parameter. The
midpoint displacement is included for aluminum skins to validate the convergence of deforma-
tion. Considering a previous study on single aluminum plates by Aune [17] the double skins
were expected to fracture due to stress localization along the edges of the clamping frame.
Stress localization is a highly mesh dependent phenomenon. Therefore a study of the mesh
sensitivity was performed by decreasing the element size stepwise to a shell thickness of 0.8 mm.
Fracture occurs when the damage parameter, w, in Cockcroft-Latham fracture criterion pre-
sented in Section 2.5.2 reaches unity. Note that the fracture parameter, W,, is also mesh

dependent and was calibrated to an element size of 0.8 mm [2]. The damage parameter was
extracted as "Misc History Variable #1" in LS-DYNA.
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3.3.1 Aluminum Skins

Table 3.4 presents the maximum value of the damage parameter and the physical location
on the back skins when varying the nominal firing pressure. No fracture was observed while
varying the firing pressure from 10 to 25 bar in the reference model with a mesh size of 5 mm.
It is observed that the maximum value of the damage parameter was recorded in the middle
of the blast-exposed area for all specimen modeled with this meshing. Decreasing the mesh
size to 2 mm affected the value of the damage parameter slightly, while the location of the
maximum damage was changed towards the edges of the clamping frame. Decreasing the
mesh size to 0.8 mm shows a significant increase in the maximum damage value due to a
stress localization along the edges of the clamping frame being captured as seen in Figure 3.5.
A damage parameter of 0.91 is obtained in the most refined model exposed to 15 bar firing
pressure, while fracture is obtained when exposing the model to 25 bar firing pressure. The
mesh refinement seems only to affect the midpoint displacement to a small degree.

Table 3.4: Back skin midpoint displacement, ugg, maximum damage parameter value, wyqz,
and location for numerical simulations of aluminum skins without foam cores, with varying
mesh sizes and firing pressures, Pj.

Element Size Py UBS Winaz .
Location
[mm] [bar]  [mm] -]
10 39.29 0.26 Middle
5.0 15 49.98 0.38 Middle
25  65.06 0.55 Middle
10 37.74 0.29 Side/Middle
2.0 15 47.78 0.38 Middle
25  60.75 0.56 Side/Middle
10  38.33 0.51 Side
0.8 15 48.36 0.91 Side
25 - Fracture Side

History Variable#1
1.000e+00 _
9.000e-01 _
8.000e-01
7.000e-01
6.000e-01
5.000e-01
4.000e-01
3.000e-01
X
1.000e-01 _
0.000e+00 _

Figure 3.5: Value and distribution of damage parameter on quarter of the blast exposed area
for double aluminum skins with a mesh size of 5 mm (left) and 0.8 mm (right) exposed to a
firing pressure of 15 bar.
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The results illustrate the challenges tied to modeling a mesh dependent mechanism such as
strain localization and fracture. The previous study by Aune [17] found that a single aluminum
plate reached fracture along the edges of the clamping frame when exposed to 10 bar nominal
firing pressure. Considering that the fracture parameter used in this study was calibrated for
an element size of 0.8 mm in [17], the numerical model meshed with the same size should
be emphasized when investigating fracture in the component. Fracture is observed when the
specimen is exposed to 25 bar firing pressure, while a damage parameter of 0.91 was obtained
when exposed to 15 bar firing pressure. The latter is close to unity, which makes predicting
experimental fracture difficult. With the presented results and the findings from [17] as a
reference, an experimental program exposing aluminum skins without a foam core to firing
pressures of 10 and 15 bar was suggested.

3.3.2 Aluminum and Steel Skins

Table 3.5 presents the value and the location of the maximum damage parameter recorded
during numerical simulations of components with aluminum front skin and steel back skin
exposed to different firing pressures. It is observed in Table 3.5 that the distribution of the
damage parameter follows a similar pattern as the numerical results for the aluminum skins,
where the localization moves towards the edges with increased mesh refinement. However, the
values of the damage parameters are far smaller in magnitude, as expected for the aluminum and
steel skins. The results suggest that the aluminum and steel skins will not experience fracture
exposed to the investigated firing pressures. Therefore, an experimental program exposing
components with a front plate of aluminum and a back plate of steel to firing pressures of 25
and 35 bar was suggested.

Table 3.5: Back skin midpoint displacement, ugg, maximum damage parameter value, wyqz,
and location for numerical simulations of aluminum and steel skins without foam cores, with
varying mesh sizes and firing pressures, Pr.

Element Size Py Wmag

[mm] bar]  [~] Location
25 0.08 Middle
5.0 35 0.13 Middle

60 0.20 Middle

25 0.08 Middle
2.0 35 0.15  Middle
60 0.21 Side/Mid

25 0.22 Side
0.8 35 0.32 Side
60  0.35 Side
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3.4 Boundary Conditions

Previous studies show that the use of a single nut on the bolts to fix sandwich components
to the test rig introduces issues related to pre-stress (PS) of the component and uncertain
boundary conditions [3]. The foam in the sandwich components experiences compression, even
at low levels of torque applied to the nuts, when the nuts are tightened. This behavior is
undesirable in the form of having an unknown pre-stress applied to the foam, and that loosely
fastened single nuts can cause reduced stiffness of the desired fixed boundary condition of the
test rig. Pre-stress in the foam and reduced stiffness of the boundary conditions are sources of
error and will be further discussed in Chapter 7.

To address this issue, multiple solutions for boundary conditions were suggested. Experimen-
tally, a fixed boundary condition can be obtained by using two nuts tightened against each
other or by using a distance piece (DP) around the bolts, as seen in Figure 3.6 (right). Using
two nuts is the preferred solution considering it requires less pre-experimental work than the
use of a distance piece. However, it has not been experimentally confirmed that the two nuts
locked against each other will not loosen during the impact of the shock wave. Numerically,
the desired boundary condition is obtained by modeling the bolts with one nut in each end as
one part as seen in Figure 3.6. This representation mimics the boundary condition obtained
by tightening two nuts against each other experimentally and is used in the reference model.

A distance piece is a hollow steel cylinder placed around the bolts to fix the distance between
the clamping frames or between the skins in the sandwich panel. Both configurations were
evaluated numerically and compared to the reference model. In addition, a model with both
clamping frames fixed without a distance piece was created as a reference where fixed boundary
conditions were ensured.

Figure 3.6: Cross-section of a bolt without (left) and with (right) a distance piece.
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The numerical results for midpoint displacement and the force histories are presented in Figure
3.7 for the different boundary conditions introduced above. Table 3.6 presents the obtained
midpoint displacement, impulse, average and maximum force and the foam core energy absorp-
tion. It can be observed that all options yield similar midpoint displacement as the reference
model (RM). However, the energy absorbed by the foam core is observed to decrease, and the
reaction force increases significantly for the simulations with a distance piece between the skins.
This is an undesirable effect in structural protection, and the configuration was discarded. By
comparing the numerical results for the other three options, it is seen that all three yields
similar results for midpoint displacement, energy absorbed in the foam core and reaction force
on the boundary condition. Oscillations can be observed in the force-time curves for all mod-
els except the model with fixed clamping frames, due to deformation of the bolts. Moreover,
modeling both clamping frames as fixed is considered a valid simplification of the numerically
introduced distance piece. The similarity in the numerical results for different boundary con-
ditions suggests that using two nuts or a distance piece in the experimental program will yield
similar results.

35 1201
— RM
301 1001 DP: Clamping frame
—_ —— DP: Skins
EZS— 80 —— Fixed clamping frames
£ 20 <
g g 60 1
9 151 =
o
2 Y- 40
2101 — RM
o DP: Clamping frame
5 oL 20+
—— DP: Skins
ol —— Fixed clamping frames o0l
0 2 4 6 8 10 0 2 4 6 8 10
Time [ms] Time [ms]

Figure 3.7: Midpoint displacement (left) and force (right) histories for the numerical study on
boundary conditions.

Table 3.6: Back skin midpoint displacement, ugg, impulse, average and maximum force, Fy,,4
and F,.., and energy absorbed in the foam core for boundary condition simulations.

ups Impulse Fu,,  Fhe  Absorbed energy

Simulation imm|  [kNs|  [kN]  [kN] 1]

RM 31.59 320.60 32.96 75.09 558.88
DP: Clamping frames  31.20 332.84 33.28 77.98 565.14
DP: Skins 32.54 439.78 43.98 116.48 478.45
Fixed clamping frames 32.98 343.64 34.36 71.00 568.51
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3.5 Pre-stress

An investigation on pre-stressed foam cores was conducted since the boundary conditions stud-
ied in Section 3.4 would experimentally include some degree of pre-tensioning of the nuts.
Previous studies by Sigurdsson [3] suggests a tightening of the nuts of 2 Nm for sandwich
panels and 100 Nm for skins. It is assumed that the latter torque would be appropriate for an
experimental setup including a distance piece. To mimic this behavior the initial torque was
included in the models through applying pre-tensioning stress, o,s, to the bolts as described
by Aune et al. [15]. Eq. 3.4, 3.4 and 3.6 describes the calculation of the pre-tensioning stress

M,
Fp=— (3.4)

Kp

Fps Fps

Ups = AC = leﬂ-g02 (35)

AN,
Ops = —— (3.6)

P rplk

where F,; is the pre-tensioning force, M, the initial torque, x the thread geometry and friction
coefficient, ¢ the bolt diameter and A, the contact area. The recommended value for the
coefficient k is usually 0.18, however, it may vary between 0.10 and 0.23 [15]. In this study, a
k equal to 0.18 was used.

Figure 3.8 shows the midpoint displacement and the force histories for numerical models with
and without pre-stress, PS, and with and without a distance piece, DP. Table 3.7 presents the
obtained midpoint displacement, impulse, average and maximum force and the energy absorp-
tion of the sandwich component. It is observed that introducing pre-stress on the bolts does
not significantly affect the midpoint displacement, force transferred to the clamping frame or
the absorbed energy of the simulations with or without a distance piece. Therefore, simulations
including pre-stress will not be studied any further.
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Figure 3.8: Midpoint displacement (left) and force (right) histories for the numerical study on
pre-stress, PS, with and without a distance piece, DP.
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Table 3.7: Back skin midpoint displacement, upg, impulse, average and maximum force, Fp,,
and F,q., and energy absorbed in the foam core for pre-stressed simulations.

ups Impulse Fu,;  Fiae Absorbed energy

Stmulation mm|  [kNs|  [kN] [kN] ]|

RM 31.59  329.60 32.96 75.09 1068.39
RM PS 31.74 337.22 33.72 76.02 1053.55
DP: Clamping frames 31.20 332.84 33.28 77.98 1055.92
DP PS: Clamping frames 31.40 335.20 33.52 75.90 1059.58

3.6 Friction

Considering no experimental study has been conducted on the static or dynamic friction co-
efficients between foam and aluminum, foam and steel and steel and aluminum in this study,
numerical results for varying the friction coefficients are evaluated. The static and dynamic co-
efficients of friction are assumed equal in all further simulations. The coefficients were increased
and decreased as seen in Table 3.8 and compared with the reference model, RM.

Midpoint displacement and force histories for varying friction is presented in Figure 3.9, while
the values obtained are presented in Table 3.9. It is observed that removing all friction causes an
increase of 25 % in midpoint displacement compared to the RM. A slight increase in impulse,
forces, and energy absorbed is also seen. Increasing the friction coefficients to 0.6 causes a
decrease of 15 % in the midpoint displacement, while a slight increase in force and a slight
decrease in energy are seen. Similar results are obtained when increasing the friction coefficients
to 1.0. This implies that there is an upper boundary where increasing the friction further will
not alter the results significantly. The friction coefficient of the reference model was considered
to yield acceptable results and was used for further numerical simulations.

Table 3.8: Friction coeflicients between the different materials.

Aluminum-Steel Aluminum-Foam Steel-Foam

Simulation

-] -] -]
RM 0.1 0.1 0.1
F1 0.0 0.0 0.0
F2 0.6 0.6 0.6
F3 1.0 1.0 1.0
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Figure 3.9: Midpoint displacement (left) and force (right) histories for the numerical study on
friction.

Table 3.9: Back skin midpoint displacement, ugg, impulse, average and maximum force, Fy,,
and F},.., and energy absorbed in the foam core for varying friction coefficients.

ugs Impulse Fu,y Flhae Absorbed energy

Stmulation Ny 6N [kN] 1]

RM 3159 32060 33.00 7509 106839
F1 39.87 351.94 35.19 76.53 1319.22
F2 26.68 335.03 33.50 78.53 985.02
F3 26.39 334.22 32.42 79.71 977.42

3.7 Mesh Sensitivity

In Section 3.3 a refinement of mesh size was performed to study stress localization and fracture
of skin specimens without foam cores. It is also desirable to investigate the convergence of
numerical results on sandwich components through a mesh sensitivity study. In Table 3.10 the
mesh refinement of the sandwich components is tabulated. The numerical model with a mesh
size of 0.8 mm and 2.0 mm for the skins and the foam core, respectively, is modeled as only a
quarter of the sandwich component. This measure was taken to reduce the computational cost
of the numerical simulation.

Table 3.10: Element size for skins and foam.

Skins mesh size Foam mesh size

Simulation

[mm] [mm]
RM 5.0 5.0
M1 2.0 2.0
M2 Q 0.8 2.0
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Midpoint displacement and force histories for the reference model and the models with refined
meshes are compared in Figure 3.10 while Table 3.11 presents corresponding values obtained.
It is observed that the midpoint displacement of model M1 and M2 (@ increase with 2 and
5 %, respectively, with mesh refinement, compared to the reference model. The same trend is
observed for the impulse, reaction force, and energy absorbed where mesh refinement causes
a slight increase in the presented values. The deformation profiles of the RM and the M2 Q
models can be seen in Figure 3.11. A slight change in deformation profile might cause the
deviations presented above. The results provided by the reference model with a mesh size
of 5.0 mm is considered relatively converged and fairly accurate. Based on these results and
considering the computational cost of the model with refined meshed, the reference model is
preferred and will be used for further numerical simulations.
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Figure 3.10: Midpoint displacement (left) and force (right) histories for the numerical study
on mesh sensitivity.

Table 3.11: Back skin midpoint displacement, upg, impulse, average and maximum force, F,4
and F,q., and energy absorbed in the foam core for varying mesh refinement.

ups Impulse Fu,, Fihae Absorbed energy

Stmulation N kN] kN ]
RM 31.59 329.60 32.96 75.09 1068.39
M1 32.24 330.43 33.04 77.18 1100.99
M2 Q 3327 33831 3383 7688 1141.32

Figure 3.11: Deformation profiles of the reference model, RM, (left) and the most refined mesh,
M2 Q, (right) after 10 ms.
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3.8

Main Findings

In this section, the main findings of the preliminary study are summarized.

Using a mesh size of 5 mm does not capture the stress localization along the edges of the
clamping frames. A mesh size of 0.8 mm is necessary to capture the phenomenon and
mimic fracture in the aluminum skins without a foam core.

For experiments with aluminum skins without a foam core, a firing pressure range of 10
and 15 bar was suggested.

For experiments with aluminum front skins and steel back skins a firing pressure range
of 15 and 35 bar was suggested.

Fixing the sandwich panels using two nuts is desired during conduction of experiments.
Using a distance piece between the clamping frames only affect the solution slightly.

Fixing both clamping frames is a sufficient simplification to modeling the distance piece
between the clamping frames.

Using a distance piece between the skins will reduce the energy absorbed by the foam
and increase the reaction forces on the boundary conditions significantly. Therefore, the
configuration discarded.

Pre-stressed nuts only affect the numerical solution slightly and will not be included in
further studies.

Increased friction decreases displacement and energy absorption. Removing friction dras-
tically increases the deformation and energy absorption of the simulations while the re-
action force is only slightly affected.

Mesh refinement increases the displacement and energy absorption with a slight change
in the deformation profile. The reference model is considered fairly converged and is
preferred to the models with refined meshes considering computational cost. Therefore,
an element size of 5 mm will be utilized in further studies.
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Chapter 4

Material Study

In this chapter, the materials used in this thesis are presented. The aluminum alloy used for
selected skins are presented through a short general description of the material, stating chemical
composition and material constants and through a more thorough presentation of the material
tests performed to calibrate the material parameters. For the steel alloy used in this study no
material tests were performed, considering the numerous studies done on the material [1, 2|. A
brief overview of the steel alloy and a tabulation of the material constants and parameters are
presented. For the foam types used as core material in the sandwich panels, no material tests
were performed. However, experimental data was obtained from a previously conducted study
by Sigurdsson [3] on the material. This data was used to validate the numerical models and to
study the energy absorption properties of the material. The compression test data was used
by Berdal and Bjorgo [33] to create a density-dependent model which will be used in further
studies.

4.1 Aluminum

In the current study skins made from 0.8 mm thick plates of AA1050-H14 aluminum were
used. AA1050A-H14 is a 1000-series aluminum alloy considered commercially pure and is
formulated for primary forming into wrought products [52|, produced by Hindalco Industries
Ltd. It is usually formed by extrusion or rolling. The alloy-series can be strengthened by
cold working, but not by heat treatment [53]. It is furnished in the H14 temper to develop
a particular degree of intergranular and exfoliation corrosion. The nominal yield stress and
ultimate tensile strengths were given by the manufacturer to be 110 M Pa and 116 M Pa
respectively. The chemical composition of the alloy is shown in Table 4.1. Table 4.2 presents
the physical material constants for aluminum used in the material models.

Table 4.1: Chemical composition of AA1050A-H14 [18].

Si[%) Fel|%| Cul% Mnl|% Mg|% 2Znl|% Til% Al|%]
0.030 0.360  0.001 0.002 0.000 0.003 0.010 Rest
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Table 4.2: Physical material constants for AA1050-H14 [1].

E v p « C, x 1, Tn
(GPa] [-] [kg/m?’] [K7']  [J/kgK] [-] [K] [K]

70 0.33 2705 1.2%107° 452 0.9 293 &893

To establish the material properties of the AA1050-H14 aluminum alloy used in the shock tube
experiments, nine uni-axial tensile tests of UT-200 flat dog bone components created from the
aluminum skins were performed at room temperature. Three tests were carried out for the
0-degree, 45-degree and 90-degree direction of the material, relative to the rolling direction.
The nominal geometry of the specimens is shown in Figure 4.1. The apparatus used for the
tensile tests was an Instron 5985 with a load cell of 250 kN. The tests were performed by fixing
one end of the specimens while pulling the other. Both sides of the dog bone specimens were
attached to the machine with a bolt through a hole in the specimen. The machine applied a
displacement at a rate of 1.0 mm/min until the specimens reached fracture. Reaction force
and displacement were measured by the machine, while a camera was used to capture the
deformation of the test specimens. Displacement data retrieved from the Instron machine was
disregarded due to error sources such as machine stiffness. The strain was obtained from image
analysis using 2D-DIC with the software eCorr. Data for force and strain was post-processed
to obtain the stress-strain relationship.

—Q/“% 70 VACTa
O 1125 -2.35- O 40
7 N

65 25.05 25

Figure 4.1: Dimensions of UT-200 flat dog bone test specimen.

4.1.1 Digital Image Correlation

DIC is an optical method that measures changes in an images series [54]. In this thesis, the DIC
software eCorr was used to generate strain plots and local strain values in nodes. The specimens
were painted with a random speckle pattern to improve the accuracy of the results. A camera
was placed such that the optical axis was normal to the dog bone specimen surfaces. Using
eCorr, a mesh of Q4 elements was placed on the test specimens in their initial configuration. By
tracking the development in the pictures, the software calculated displacements and strains in
the nodes of the mesh. Inaccuracies are usually due to grayscale noise in the recorded images.
The results can be improved by creating a vector over the uniform middle part of the specimen
as a virtual extensometer to even out the deviations in the nodes.

4.1.2 Material Model

An elastic-plastic material model was used to predict the response of the aluminum alloy
AA1050-H14 in this study. Von Mises yield criterion was considered in the material model due
to its appliance to ductile materials and since it is widely used for uni-axial tension tests [55].
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Von Mises assumes an isotropic, isochoric, isothermal and rate independent material where
yielding is independent of the hydrostatic pressure. Several studies suggest an anisotropic
behavior for extruded aluminum alloys [56]. Therefore three directions relative to the rolling
of the material were tested and used for material model calibration. The work hardening was
described using Voce hardening law. The tensile test data was processed and curve fitted to
calibrate the hardening model for the three different directions. Cockcroft-Latham [37] fracture
criterion was added to the material model and calibrated with trial and error numerically by
comparison of the material model and the experimental results.

4.1.3 Elastic Properties

The force data obtained during the tensile tests were used to calculate engineering stress, o..
Engineering stress is a measurement of stress based on force and the initial cross-section area
of the specimen as seen in Eq. 4.1, which means it disregards the area reduction during the
elastic, and more significantly, during the plastic deformation. Calculated engineering stress for
all material tests is shown in Figure 4.2. Notice that the third test for the 0-degree direction
was disregarded due to an error in the experimental setup for that particular test. Spikes
in the stress-strain curves can be observed. These were caused by yield in the specimen at
the interaction between the bolt and the holed part of the specimen. However, the spikes
are insignificant to the shape of the curves and will, for further calibration procedures, be
disregarded. As seen in Figure 4.2, the variations within the material test for each direction
are small. The second test for each direction was picked as a representative presentation of
the behavior in each direction. These three tests will be used for further illustration of the
calibration procedure described below.

True stress and true strain were calculated to include the deformation of the specimen and
describe the response accurately. In Figure 4.3 it can be observed that the engineering stress is
similar to the true stress in the elastic region but significantly lower in the plastic zone. This
effect is due to the elevated changes to the specimens area in the plastic zone compared to
the elastic zone. These measurements were derived assuming that the volume of the specimen
was conserved, an isochoric material, as seen in Eq. 4.2 and that plastic deformation zone is
far greater than elastic deformation zone. Eq. 4.3 and Eq. 4.4 were used to calculate true
stress, oy, and true strain, ;, respectively, until necking. Necking is initiated at maximum
force recorded.

F
Oe = T (4.1)
A[)LO
A= 7 (4.2)
op = 0e(l+¢.) (4.3)
gr=1In(l+e¢.) (4.4)

Young’s Modulus, F, yield stress, 0y, and Poisson’s Ratio, v, was not calibrated in this study,
instead generally accepted values of 70 GPa, 80 M Pa and 0.33, respectively, was used in
further calculations |2, 56].
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Figure 4.2: Engineering stress plotted with engineering strain for all tension tests for AA1050-
H14 in the 0-degree, 45-degree and 90-degree direction, relative to the rolling direction of the

material.
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Figure 4.3: Engineering stress, necking and yield stress plotted with engineering strain (left)
and true stress plotted with true strain (right) for selected tension tests for AA1050-H14.
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4.1.4 Plastic Properties

During blast loading, the aluminum skins may undergo large plastic deformation. Therefore, it
is instrumental to have information about the material’s plastic behavior. The performed tensile
tests only provide information pre-necking which occurs at maximum force, at approximately
0.01 to 0.02 elongation for all three directions. At necking, a biaxial stress state is introduced
which distorts the results for uniaxial behavior. Therefore, the post-necking behavior was
disregarded. The plastic strains, ,;, were obtained by subtracting elastic strains from the true
strains as seen in Eq. 4.5, and was the basis for calibrating the hardening model.

Epl = € — Eel (45)

The true stress-plastic strain curve was approximated using a nonlinear least squares solver.
Voce hardening law was used to describe the work hardening of the material, where the least
square solver provides the hardening parameters to the optimized curve fit. Due to the large
deformations during the shock tube experiments, significantly larger strains than necking are
expected. The stress post-necking is unknown but can be approximated by extrapolating the
hardening laws as seen in Figure 4.4 (right). The Voce law is based on a series of exponential
functions where @); and C; are optimized for each part of the series, shown in Eq. 4.6. The
curve fits of the hardening law for all three directions are shown in Figure 4.4 (left). Two
exponential functions were sufficient to provide an accurate fitting of the curves. Extrapolated
results are seen in Figure 4.4 (right) while Table 4.3 shows the optimized hardening parameters
for Voce hardening law.

n

o =00+ E Qi(1 — e ™P) (4.6)
=1
1154 115
110 110
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Figure 4.4: Curve fits for Voce hardening law for all three directions (left) and extrapolated
curve fits for strains post necking (right).
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Table 4.3: Curve fitted Voce hardening law material model parameters for 0-degrees, 45-degrees
and 90-degrees relative to the rolling direction of aluminum alloy AA1050-H14.

Direction @, Ch Q2 Cy

0-degree  18.65 1884.49 10.36 185.73
45-degree 21.66 1702.63 11.66 251.62
90-degree 17.79 2427.84 15.16 339.68

4.1.5 Numerical Validation

A numerical model of the test specimen was created to validate the calibrated material model,
as seen in Figure 4.5. The same constitutive model, element formulation and hourglass control
as described in Section 3.2 was applied to the numerical model of the dog bone specimen. The
geometry of the test specimen can be seen in Figure 4.1. The holed parts and the gauge section
of the specimen are meshed with an element size of 3.0 mm and 0.8 mm, respectively. Fixed
boundary conditions were applied to the left hole, while a velocity was applied to the right hole
equivalent to a translation of 5 mm during 151 seconds.

Figure 4.5: Numerical model of test specimen UT-200 flat dog bone.

The material parameters applied to the model described above can be seen in Table 4.4. Note
that the Johnson-Cook hardening parameter, c, is equal zero to obtain the quasi-static condition
of the material tests using a time-scaled numerical model. The Cockcroft-Latham fracture
parameters were obtained by trial and error for the three material directions. Note that necking
is a mesh sensitive phenomenon and that the element exposed to the largest plastic work, the
critical element, is always located inside the neck [15]. Therefore, the fracture parameter is
highly mesh dependent and is calibrated for the element size of the tensile test. Results on mesh
refinement on aluminum skins without foam core presented in Section 3.3 shows that mesh size
is a dominant factor when modeling fracture, but only affects the midpoint displacement to a
small degree. Since the main scope of this study is to investigate the structural response of
sandwich panels exposed to blast loading and not fracture, the fracture criterion calibrated for
an element size of 0.8 mm is assumed sufficient.
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Table 4.4: Material parameters for the constitutive relation for AA1050-H14.

of) 1 Ch Qo Cy c m Do We.
[MPa| [MPal [-] [MPa] [-] [-] [-] [s7'] [MPad|

0-degree 80.0 18.65 1884.49 10.36 185.73 0.0 1.0 5x10~*  60.0
45-degree  80.0 21.66 1702.63 11.66 251.62 0.0 1.0 5x107%* 45.0
90-degree  80.0 17.79 242784 1516 339.68 0.0 1.0 5x107* 25.0

Direction

The numerical work based on the obtained material parameters compared with the experimen-
tal results is presented in Figure 4.6. An agreement is observed pre-necking, while post-necking
the numerical results display a more sudden and complete fracture characteristic than the ex-
perimental results. The model is assumed sufficient to study the structural response of sandwich
panels exposed to blast loading.
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Figure 4.6: Numerical (dashed line) and experimental comparison of engineering stress-strain
curves (left) and true stress-strain curves (right).
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4.2 Steel

In the current study skins made from 0.8 mm thick plates of DOCOL 600DL steel were used.
DOCOL 600DL is a dual-phase, cool-rolled steel, manufactured by Swedish Steel Ltd (SSAB).
The heat treatment of the steel gives a two-phase structure with ferrite and martensite. The
ferrite gives the steel good formability, and the martensite gives high strength properties [57].
The chemical composition of the material is given in Table 4.5. Table 4.6 presents the physical
material constants for the steel used in the material models.

Table 4.5: Chemical composition of DOCOL 600DL [18§].

C % Si|% Mnl[% P[% SI[% Al[%| Fe %]
0.10 0.40 1.50 0.010 0.002 0.040 Rest

Table 4.6: Physical material constants for DOCOL 600DL steel [2].

E v p o Cp x 1. T
(GPa] -] [kg/m?] [K71]  [J/kgK] [-] [K| [K]

210 033 7850 1.2x%107° 452 0.9 293 1800

No material test was performed on DOCOL 600DL in this study, as the material has been
thoroughly studied in previous work [1]. Necessary material parameters for DOCOL 600DL
was obtained from a study by Holmen et al. [1] and are presented in Table 4.7.

Table 4.7: Material parameters for the constitutive relation for DOCOL 600DL steel [1].

0o 1 Cy Q2 Cy c m Po W
[MPa] [MPa] [-] [MPda] [-] [-] [-] [s7'] [MPad|

325.7 2348 56.2 4457 4.7 0.01 1.0 5*107* 60
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4.3 Foam

In the current study, the foam cores used in the sandwich panels are made from 50.0 mm thick
plates of XPS foam produced by Sundolitt, with three different densities, namely XPS-250,
XPS-400 and XPS-700 with nominal densities of 33, 37 and 50 kg/m?, respectively. XPS
is a closed cell foam which is mainly used as insulation due to its low thermal conductivity.
The foam is produced from molten polystyrene mixed with a gas phase before it is extruded
through a nozzle to obtain the wanted shape. Since XPS is a highly flammable material, a
flame retardant has to be added before it is used as thermal insulation [58] or in protective
applications. Since the main objective of this study is the structural response to blast load,
this will not be further addressed.

No material test was performed for the foam types in this study. However, experimental data
for compression tests from XPS-250, XPS-400 and XPS-700 was obtained from a previous study
by Sigurdsson [3]. The results from the previously conducted study were used to validate the
numerical foam compression model, facilitate an investigation of the densification initiation
strain of the foam types and introduce a density-dependent model.

4.3.1 Material Parameters

The material parameters o.9, as, 3, v and ¢4 can be obtained by inverse modeling by trial
and error in the optimization software LS-OPT in combination with LS-DYNA results. LS-
OPT uses a least-square method to match the experimental curve with a similar curve from
LS-DYNA. This method has been used in previous work by Berdal and Bjorgo [33] based on
extensive experimental data on XPS foams by Sigurdsson [3]. The resulting material parameters
are shown in Table 4.8. Note that the collapse initiation strain, o., is the same material
parameter as the yield stress, o, from Berdal and Bjgrgo [33| which is also the same material
parameter as the plateau stress, o,, from LS-DYNA keyword user’s manual [59].

Table 4.8: Material parameters for the constitutive relation for XPS-foams [33].

Material P E 90 2 p v £d
[—]

[kg/m?| [MPa] [MPa] [-] [ -
XPS-250  33.0  13.71  0.257 2643 551 0.771 3.36
XPS-400 370 1847 0412 3896 5.05 0.707 3.68
XPS-700  50.0 2345 0.732 56.87 4.70 0.287 3.46

4.3.2 Numerical Validation

A numerical model of the specimen used in compression tests was created to validate the
material parameters obtained by Berdal and Bjgrgo [33|. The same constitutive model, element
formulation and hourglass control as described in Section 3.2 was applied to the numerical
model of the compression test specimen. The geometry of the foam specimens were cubic, with
dimensions 50x50x50 mm? [3]. The model was meshed with an element size of 2.5 mm. To
simulate the compression test setup, two rigid plates were modeled, as seen in Figure 4.7. The
bottom plate was given fixed boundary conditions, while a velocity of 80 m/s was applied to
the top plate for 0.6 seconds.
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Figure 4.7: Numerical foam compression test model.

Figure 4.8 shows the true stress-strain curves for numerical and experimental compression tests
for all three XPS-variations. It is observed that the numerical results are in good agreement
with the experimental results for all three XPS-variations.
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Figure 4.8: True stress—strain curves from compression tests for XPS-250, XPS-400 and XPS-

700 (solid lines) and numerical validation results (dashed lines) using material parameters from
Table 4.8.
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4.3.3 Plastic Properties

The collapse initiation stress, 0.9, and the collapse initiation strain, €., is obtained at the first
stress peak and are usually used to indicate the yield strength. An offset yield point of 0.3 %
strain might be used to determine the initial yield strength, but it requires the knowledge
of elastic modulus which may vary with strain and needs considerable extra effort to obtain
accurate measurements [24].

The densification initiation strain, €49, was obtained from the energy absorption efficiency
method [26], where the densification initiation strain corresponds to maximum energy absorp-
tion efficiency. The energy absorption efficiency, 7, is defined as

n(e) = — /Oga(e)de (4.7)

where o is the true stress and € is the true strain. The average plateau stress, o, is obtained
by the energy equivalence in the plateau stage, defined as

S22 o(e)de
_ Jec 4.8
v €do — €c0 ( )

The experimental and numerical efficiency-strain curves obtained by Eq. 4.7 for XPS-250,
XPS-400 and XPS-700 foams are presented in Figure 4.9.
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Figure 4.9: Energy absorption efficiency plotted with true strain for experimental data (left)
and numerical simulations (right) for XPS-250, XPS-400 and XPS-700.

In any foam applications involving energy absorption and protection, the densification strain
plays an important role [26]. Table 4.9 and 4.10 presents the collapse initiation strain, densi-
fication initiation strain and plateau stress for the experimental and numerical results. It is
observed that the numerical plateau stress is around 10 % higher than the experimental values,
while the densification initiation strain is up to 30 % higher than the experimental values. The
parameters obtained from the numerical results will be used in comparison to numerical values
from component tests in Chapter 6.
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Table 4.9: Experimental energy absorption efficiency parameters for XPS-foams.

€c0 €do Op
-] [-] [MPa]
XPS-250 0.02 1.11 0.38

XPS-400 0.03 1.17  0.53
XPS-700 0.03 1.07  0.80

Foam

Table 4.10: Numerical energy absorption efficiency parameters for XPS-foams.

€c0 €do Op
-] -] [MPad]
XPS-250 0.02 1.43 0.44
XPS-400 0.03 1.39  0.58
XPS-700 0.04 1.21 0.84

Foam

4.3.4 Density-Dependent Model

A density-dependent model was calibrated by Berdal and Bjgrgo [33] to study densities outside
of the density range of the experimental program. The model is based on the study by Hanssen
et al. [31] on aluminum foam. Note that the density-dependent model by Berdal and Bjgrgo
is calibrated to the material parameters obtained by direct calibration and not the material
parameters obtained with LS-OPT as used in this thesis.

The material parameters were obtained by a power law expression including the foam density,
defined as

an'c[])aQ)ﬁ?Py:CO—i_Cl (ﬁ> (49)
Pro

where py is the foam density, py is the foam base material density, Cy, C and n are constants
for each material parameter.

While the densification strain utilized in this thesis was obtained by optimization with LS-OPT,
the densification strain in the density-dependent model was calculated with the theoretical
expression presented in Section 2.5.1, and as defined by Eq. 4.10. Therefore, a deviation in
the densification strain is expected.

ea=—In [ﬁ} (4.10)
Pro

The calibrated constants for the density-dependent material model, obtained by Berdal and
Bjorgo [33], is presented in Table 4.11. Note that the calibration of Young’s modulus was not
stated in [33] and was therefore calibrated from Eq. 4.9. The material parameters obtained
with the density-dependent model for XPS-250, XPS-400, and XPS-700 are presented in Table
4.12.
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Table 4.11: Constants for the density-dependent material model for XPS foam based on power

law curve fit [33].

FE w0 Qo 1/p ~
Co -2000.00 0.00 10.01 0.17 0.00
Cy 2091.93 700 1.62 54.81 1.074e-4
n 0.011 227 -0.39 2.11 -2.62

Table 4.12: Density-dependent material parameters for XPS-250, XPS-400 and XPS-700.

. p E Tco Q2 B g €d
Material
[kg/m?| [MPa] [MPal [-] [-] [ [+
XPS-250 dd 33.0 14.71 0.279 16.16 4.82 0.837 3.45
XPS-400 dd 37.0 17.32 0.366 15.89 4.58 0.614 3.33
XPS-700 dd 50.0 23.98 0.726 1524 3.83 0.279 3.03

The density-dependent stress-strain curves are compared with the experimental results for
validation in Figure 4.10. It is observed that the density-dependent model captures the general
shape of the stress-strain curves for strains lower than 1.5, but the initial collapse stress deviates
slightly from the initial numerical work for XPS-250 and XPS-400. The deviations between the
experimental results and the numerical density-dependent results increase for larger strains.
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Figure 4.10: Stress—strain curves from compression tests for XPS-250, XPS-400 and XPS-700
(solid lines) and density-dependent numerical model validation results (dashed lines) using

material parameters from Table 4.12.
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The calculated energy absorption efficiency parameters for the density-dependent model for
XPS-250, XPS-400 and XPS-700 are presented in Table 4.13. From a comparison with Table
4.10, it is observed that the collapse initiation strains are fairly similar, the densification ini-
tiation strains increase with around 10 % and the plateau stress increase slightly for XPS-250
and XPS-700 while decrease for XPS-400.

Table 4.13: Numerical energy absorption efficiency parameters for XPS-250, XPS-400 and
XPS-700 obtained with the density-dependent model.

€c0 €do Op
=] -] [MPad|
XPS-250 dd 0.02 1.55 0.51

XPS-400_dd 0.02 143 0.54
XPS-700_dd 0.03 1.31  0.89

Foam

Material parameters for XPS foam with density varying from 30 to 100 kg/m? are presented
in Table 4.14. Densities lower than 30 kg/m?3 gave undesired stress-strain behavior and was
therefore discarded. Note that Berdal and Bjgrgo’s density-dependent model is based on a
study by Hanssen et al. [31] on varying density for aluminum foam. Therefore, extrapolation
outside of the tested densities has limited validity.

Table 4.14: Material parameters for XPS foam with density varying from 30 to 100 kg/m3.

. . Density E T y 15} Q9 €d
Simulation i3] [EPa) [MPa) [-] -] -] |-
D30 30.0 12.56 0.224 1.082 4.99 16.40 3.55
D40 40.0 18.89 0.430 0.510 4.43 15.73 3.26
D50 50.0 23.81 0.713 0285 3.85 1525 3.04
D60 60.0 27.84 1.079 0.177 3.31 1490 2.85
D70 70.0 31.25 1.530 0.118 2.84 14.61 2.70
D&0 80.0 34.21 2.072  0.082 2.43 14.38 2.57
D90 90.0 36.83 2.708 0.061 2.08 14.19 2.45
D100 100.0 39.17 3.439 0.046 1.79 14.02 2.34

The numerical stress-strain and efficiency-strain curves for XPS foam with density varying
from 30 to 100 kg/m? are presented in Figure 4.11 with associated energy absorption efficiency
parameters presented in Table 4.15. It is observed that densities higher than 60 kg/m? does
not have a local maximum efficiency and therefore not a densification initiation strain. This is
a consequence of the shape of the stress-strain curves which does not include the distinguished
plateau and densification regime. This emphasizes the limitations of the density-dependent
model and will be further discussed in Chapter 7. However, the density-dependent model is
assumed sufficient to study the general trends of sandwich components with varying foam core
density.
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Figure 4.11: True stress (left) and energy absorption efficiency (right) plotted with true strain
for XPS foam with density varying from 30 to 100 kg/m3.

Table 4.15: Numerical density-dependent energy absorption efficiency parameters for XPS foam
with density varying from 30 to 100 kg/m?.

: : p €co €do Op
slation o imd =] [-] [MPd
D30 30.0 0.02 1.74 0.54
D40 40.0 0.03 1.38 0.58
D50 50.0 0.03 1.31 0.87
D60 60.0 0.04 1.41 1.39
D70 70.0 0.05 - -
DR&0 80.0 0.07 - -
D90 90.0 0.08 - -
D100 100.0 0.09 - -
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4.4 Main Findings

In this section, the main findings of the material study are summarized.

Material tests for the AA1050-H14 aluminum alloy on the 0-degree, 45-degree and 90-
degree direction of the material, relative to the rolling direction provided accurate mate-
rial parameters for further numerical work.

The Cockroft-Latham fracture parameter was calibrated by trial and error for each ma-
terial direction of the AA1050-H14 aluminum alloy.

A validation of material parameters obtained from [33] for XPS-250, XPS-400 and XPS-
700 showed good agreement between experimental and numerical compression tests.

Experimental and numerical energy adsorption efficiency parameters, such as the densi-
fication initiation strain and the average plateau stress was found for XPS-250, XPS-400
and XPS-700.

Calibration and validation of a density-dependent material model was performed, which
showed good agreement between experimental results and results provided by the density-
dependent model for small strains, with the deviation growing with increased strains.

The density-dependent material model was used to obtain material parameters for densi-
ties outside the experimental range. The density-dependent model was observed to give
unsatisfying material behavior for densities below 30 kg/m? and was therefore discarded.

No densification initiation strain could be obtained for densities above 60 kg/m3, with
the density-dependent model due to no distinct plateau and densification regime in the
stress-strain curves.
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Chapter 5

Experimental Work

In this chapter the experimental work conducted and the obtained results are presented. The
results serve as a basis of comparison for numerical simulations and as an indicator of mecha-
nisms in sandwich components consisting of two skins and a foam core. All experiments were
performed at the shock tube facility at SIMLab, NTNU. Experimental data from a previous
study performed in the same facility conducted by Sigurdsson [3| is included for comparison
and completeness of the experimental results.

5.1 Experimental Setup and Program

The shock tube facility was used to recreate loading conditions similar to those that occur
during explosive detonations. The shock tube offers a controlled alternative to a detonation
of explosives, which makes the replication of the experiments and the experimental conditions
easier. The experimental program consists of fourteen separate experiments, where five were
performed on skin configurations without a foam core tested at different firing pressures. The
remaining nine experiments were performed on sandwich components with a variation of firing
pressure, foam density and skin configurations. Three foam variations, XPS-250, XPS-400,
and XPS-700, with nominal densities of 33, 37 and 50 kg/m?, respectively, and with a nominal
thickness of 50.0 mm, were used as core materials in the sandwich panels. Each foam variation
was tested with both AA1050-H14 skins and a combination of an AA1050-H14 front skin and a
DOCOL 600DL back skin. The skins had a nominal thickness of 0.8 mm. The sandwich panels
with aluminum skins were subjected to 10 and 15 bar firing pressure, while the sandwich panels
with an aluminum front skin and steel back skin were subjected to 35 bar firing pressure. No
bonding agent was used between the foam and the skins. The primary goal of the experiments
was to investigate the response of the sandwich panels, with regards to a variety of foam core
material and skin configuration, under blast load conditions, and to get a basis of comparison
for further numerical analyses and validation. The test program is summarized in Table 5.1
and 5.2.

A skin combination of aluminum front and back skin will be abbreviated as "Al", and a
combination of an aluminum front and steel back skin will be abbreviated "AIS" for the rest
of this thesis.
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Table 5.1: Experimental program for Al configurations in the shock tube facility.

Firing Pressure

Test Name Core Material Skin Material
[bar|
S Al P10 -
SW Al 250 P10 XPS-250
SW_Al 400 P10 XPS-400 AAL050-H14 10
SW Al 700 P10 XPS-700
S Al P15 -
SW Al 250 P15 XPS-250
SW_Al 400 P15 XPS-400 AAL050-H14 1o
SW Al 700 P15 XPS-700
S Al P25 - AA1050-H14 25

Table 5.2: Experimental program for AlIS configurations in the shock tube facility.

Firing Pressure

Test Name Core Material Skin Material lbar]
S _AIS P25 - AA1050-H14 and DOCOL 600L 25
S AIS P35 -

SW_AIS_250 P35 XPS-250 s A1050-H14 and DOCOL 600L 35

SW_AIS 400 P35  XPS-400
SW_AIS 700 P35  XPS-700

The foam cores and the skins were pre-drilled with twenty-four bolt holes as shown in Figure 5.1
(left). The dimensions and the mass of the foam cores were recorded to calculate real densities
for the specimens and can be seen in Appendix A. Generally, the measured real densities
showed agreement with the nominal densities. However, deviations were present, which is
likely due to challenges related to the cutting process of the foam specimens. To impose fixed
boundary conditions, the sandwich components and the skins were clamped to the end of the
driven section of the SSTF, presented in Section 2.2, using a clamping frame and twelve bolts.
In the clamped configuration, a 300 mm x 300 mm area of the test specimen were exposed to
the shock wave, as seen in Figure 5.1 (middle). The thickness of the skins, the foam core and
the clamping frames are illustrated in Figure 5.1 (right).

As discussed in Section 3.4, previous studies indicate that using a single nut to fix sandwich
panels to the test rig have introduced challenges related to tightening the nuts without applying
stress to the foam core [3] and still maintaining fixed boundary conditions. As presented in
Section 3.4, two solutions were proposed; the use of two nuts or a distance piece between the
clamping frame and the test rig. For the solution including two nuts, the inner nut would
be fastened with a torque wrench set to 2 Nm, while the outer nut would be locked against
the first nut with a torque wrench set to 100 Nm, as seen in Figure 5.2. Considering the
pre-experimental work related to the solution including distance pieces, the solution including
two nuts was preferred and used for initial experiments. A physical inspection of the tautness
of the two nuts after the conduction of two experiments on sandwich components, lead to the
conclusion that the solution provided sufficient tautness of the nuts and the distance piece
proposal was discarded for further experimental work.
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Pressure sensors placed along the driven section are used to measure the shock wave as it
propagates towards the test component. Sensor number P0O1-1 and P01-2 are placed closest to
the test specimen, as seen in Figure 5.3 (right). The pressure data recorded was used to obtain
the peak pressure before and after the shock wave hit the test specimen, and to determine the
time of impact. Two Phantom v1610 high-speed cameras were used to capture the structural
response of the backside of the test specimen. One camera was placed on each side of the dump
tank as seen in Figure 5.3. The recording rate of the cameras was set to 37000 fps with an
image resolution of 768 x 800 pixels, for all experiments.

25 mm
- 625 mm R A
A O
oo*O*oo Ooo CDOO
O d=25mm O D =650 mm c
e o) O £
£ O O o
520 mm
§ e 53 300 x 300 m:
O @]
(@) O
@) @)
| Oo oOO

0.8 mm

Figure 5.1: Top view of component (left) and clamping frame geometry (middle) and side view
of the clamped component (right). Illustration based on [2].

End of driven
section

DIC-specle

pattern

Figure 5.2: Picture of clamping configuration for sandwich panels in test rig.
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5.2 Three-Dimensional Digital Image Correlation

Three-dimensional digital image correlation (3D-DIC) is a technique used in post-processing of
experimental results. 3D-DIC can be used to obtain displacements and strains from high-speed
camera images. It is an accurate and fast technique that can track large displacements and
capture local deformations. It is dependent on sufficient image quality and accurate camera
calibrations to obtain accurate results. The two high-speed cameras used in this thesis was
positioned as seen in Figure 5.3 and synchronized with pressure transducers.

Test specimen

/ \Laser
Ve yd

) ) I m% TANK

{ K 3

Pressure
sensor 1 & 2

Figure 5.3: Picture (left) and schematic illustration (right) of SSTF camera setup [2].

The back skin of the specimens was painted with a speckle pattern shown in Figure 5.2 to ensure
uniqueness of grey scale values in the elements during DIC-analysis. To analyze the pictures
using 3D-DIC, the software eCorr was used. The software utilizes finite element formulations
to calculate displacements and strains in the mesh applied during analysis. An illustration of
the 3D-DIC processes and results obtained can be seen in Figure 5.5. For a more in-depth and
general explanation of 3D-DIC techniques and procedures, the reader is referred to work by
Fagerholt et al. [54].

Midpoint displacements were extracted by using point tracking of a subset approximately
placed in the middle of the skin. To correct for movements of the shock tube due to recoil from
the shock wave, tracking of subsets on the clamping frame was added. Subsets are marked
as squares in Figure 5.5. The displacement of the rig was averaged and subtracted from the
midpoint displacement during post-processing. Deformation profiles were extracted at four
different times during the deformation processes. Maximum midpoint displacement and a
corresponding point in time were obtained from the 3D-DIC analysis. Next, the times for 3/4,
2/4 and 1/4 of the specified maximum midpoint displacement was extracted together with
deformation profiles corresponding to those points in time during the deformation evolution.
The deformation profiles were collected horizontally across the specimen by defining a vector
from the checkerboard stickers at each side of the clamping frame as seen in Figure 5.5 (left).
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Figure 5.5: Pictures from both cameras, with vector and subsets (top left), mesh and subsets
(top right), and mesh and field map showing deformation evolution (bottom left and right).
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5.3 Results

The experimental program performed in this thesis provides results on pressure history, mid-
point displacement and deformation profiles. Results for tests on Al skins are presented in
Section 5.3.1, Al sandwich panels in Section 5.3.2, AlS skins in Section 5.3.3 and results on AlS
sandwich panels in Section 5.3.4.

All experiments are presented with pressure histories synchronized with midpoint displacements
and deformation profiles extracted at maximum midpoint displacement and 1/4, 2/4, 3/4 of
maximum midpoint displacements. The displacement levels at which the profiles are extracted
are illustrated as points on the midpoint displacement curves with the same colors as the profile
plots. For the experiments where fracture was reached, a dotted horizontal line is plotted to
illustrate at what approximate deformation level fracture was initiated. This gives an overall
presentation of the individual results of each experiment.

Further, an investigation of pressure histories was conducted, which is presented in Section
5.3.5 and 5.3.6, followed by a closer comparison and examination of midpoint displacement in
Section 5.3.7 and 5.3.8 for Al components and AIS components, respectively.

A physical measurement of the midpoint displacement of the tested specimens was recorded.
This measurement was recorded as a rough validation of the results obtained through the 3D-
DIC analysis, and be further discussed in Section 5.3.7 and 5.3.8. As seen in Figure 5.6, a bar
was placed on the horizontal middle bolts in contact with the clamping frame to have a fixed
reference for all measurements. A caliper was used to measure the distance from the bar to
the deformed back skin of the test specimen.

Figure 5.6: Measuring technique of midpoint displacement post-experiment.

62



5.3.1 Skins - Aluminum
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Figure 5.7: Pressure recorded at sensor PO1-1 and midpoint deflection (left) and deformation
profiles at 1/4, 2/4, 3/4, and max deflection (right) for Al skins, without a foam core, exposed
to 10 (top), 15 (middle) and 25 bar (bottom) firing pressure.
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5.3.2 Sandwich Panels - Aluminum Skins
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Figure 5.8: Pressure recorded at sensor PO1-1 and midpoint deflection (left) and deformation
profiles at 1/4, 2/4, 3/4, and max deflection (right) for Al sandwich panels with XPS-250 (top),
XPS-400 (middle) and XPS-700 (bottom) as core material, exposed to 10 bar firing pressure.
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Figure 5.9: Pressure recorded at sensor P01-1 and midpoint deflection (left) and deformation
profiles at 1/4, 2/4, 3/4, and max deflection (right) for Al sandwich panels with XPS-250 (top),
XPS-400 (middle) and XPS-700 (bottom) as core material, exposed to 15 bar firing pressure.
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5.3.3 Skins - Aluminum and Steel
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Figure 5.10: Pressure recorded at sensor PO1-1 and midpoint deflection (left) and deformation
profiles at 1/4, 2/4, 3/4, and max deflection (right) for AlS skins, without foam cores, exposed
to 25 (top) and 35 bar (bottom) firing pressure.
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5.3.4 Sandwich Panels - Aluminum and Steel Skins
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Figure 5.11: Pressure recorded at sensor P0O1-1 and midpoint deflection (left) and deformation
profiles at 1/4, 2/4, 3/4, and max deflection (right) for AlS sandwich panels with and XPS-250
(top), XPS-400 (middle) and XPS-700 (bottom) as core material, exposed to 35 bar firing
pressure.
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5.3.5 Pressure Load - Aluminum Skins

Figure 5.12 presents pressure-time curves for all Al experiments and Table 5.3 presents the
recorded firing, incident and reflected peak pressure. It is clear from Table 5.3 that the accuracy
of the applied firing pressure is good. For the experiments exposed to 10 and 15 bar firing
pressure the maximum deviations, for experiments with the same nominal firing pressure, in
recorded firing pressure and incident pressure are 3 and 2 %, respectively. This indicates that
the state of the shock wave is close to identical for experiments with the same nominal firing
pressure prior to impact. More substantial deviations can be observed for recorded reflected
pressure, for experiments exposed to the same nominal firing pressure. The biggest deviation for
the experiments exposed to 10 and 15 bar firing pressure is approximately 10 %. The differences
in reflected peak pressure may be due to the different deformations of the test specimens and
FSI effects, considering that more substantial deformation results in a dissipation of reflected
pressure. Additionally, larger deformation in sandwich components leads to more leakage of
pressure to the dump tank. Note that fracture occurred when the Al skin specimen was

subjected to 15 bar firing pressure, which explains the rapid drop in recorded pressure seen in
Figure 5.12 (right).
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Figure 5.12: Pressure-time curves for Al configurations exposed to a nominal firing pressure of
10 (left) and 15 bar (right).

Table 5.3: Nominal and recorded firing, Py, and Py, incident, F;, and reflected, F,, pressure
recorded for Al components.

Pf,n Pf,r Pz Pr
Lest Name (kPa| [kPa] [kPa] [kPa
S Al P10 1021.15 167.85 378.42
SW_AL_250_P10 .. 1040.99 170.90 37537
SW Al 400 P10 1039.77 167.85 409.55
SW_Al_700_P10 1039.46 17151 407.10
S Al P15 1524.40 218.51 512.70
SW Al 250 P15 1500 1568.35 223.39 503.54
SW_Al 400 P15 1570.79 22644 549.93
SW Al 700 P15 1567.74 227.66 523.07
S Al P25 2500 2514.42 291.05 718.44
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5.3.6 Pressure Load - Aluminum and Steel Skins

Figure 5.13 presents pressure-time curves for all AlS experiments and Table 5.4 presents the
recorded firing, incident and peak reflected pressure. It can be seen that, for the same nominal
firing pressure, the deviation in recorded firing pressure is approximately 0.1 %, while the
deviations of the recorded incident pressure are 3 %. Regarding the reflected pressure, the
biggest deviation is observed to be approximately 30 %, within the same nominal firing pressure.
The AlS skins without a foam core experienced the highest reflected pressures with the recorded
values decreasing with foam density. The deviations are likely caused by the same factors as
for the Al experiments described in Section 5.3.5. Additionally, the differences are influenced
by the increased firing pressure and the increased stiffness of the back skin.

Noise is observed in the pressure recordings for all sandwich panels seen in Figure 5.13. This is
likely due to the large and somewhat uneven deformation of the front skin, in combination with
pressure leakage into the dump tank. Significant drops in pressure are seen after the reflected
peak pressure for the sandwich panel with an XPS-400 core. The reason for this is currently
unknown, but the first drop of pressure is similar to the behavior observed for experiment
S Al P15, seen in Figure 5.12, which experienced complete fracture. The sandwich panel
with an XPS-400 core might have experienced increased pressure leakage compared to the
other sandwich panels causing the distinct pressure drop. The following peak after the drop in
the pressure-time curve could be caused by a secondary reflection encountering the specimen,
resulting in further leakage. An excellent example of a secondary reflection is seen in the
pressure-time curve for experiment S _AlS P35, illustrated in Figure 5.13.

A physical inspection of the tested components, post-experiment, indicated that sandwich
panels with XPS-250 and XPS-400 cores experienced suction seen in Figure 5.12, causing the
front skin to deform in the opposite direction of the shock wave. This phenomenon is known
as reversed snap buckling [2] and can be observed in Figure 5.14, showing the deformation of
the front skin of experiment SW__AIS 250 P35.
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Figure 5.13: Pressure-time curves for AlS configurations exposed to a nominal firing pressure
of 35 bar.
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Table 5.4: Nominal firing pressure, Py, recorded firing pressure, Pj,, incident pressure, F;,
and reflected pressure, P,, pressure recorded for AlS components.

Pf,n Pf,r R Pr
Test Name kPa| [kPa| [kPa] [kPa|
S_AIS_P25 2500 2503.13 295.97 783.38
S AIS P35 3816.34 351.56 972.90
SW _AIS 250 P35 3500 3816.34 363.16 752.56
SW AIS 400 P35 3821.22 352.17 867.92
SW_AIS 700 P35 3815.73 362.55 944.21

Figure 5.14: Reversed snap buckling effect of front skin on AlS sandwich component with
XPS-250 foam core exposed to 35 bar firing pressure.
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5.3.7 Midpoint Displacement - Aluminum Skins

Figure 5.15 presents midpoint displacements for Al components exposed to firing pressure of 10
(left) and 15 bar (right). In Table 5.5 maximum midpoint displacements recorded in the 3D-DIC
analysis, midpoint displacements physically measured after the experiments and the difference
between the two are presented. The physically measured displacement was obtained as shown in
Figure 5.6. It can be observed that the measured midpoint displacements are consistently lower
than the recorded DIC max midpoint displacements, with the measurements regarding the
specimens exposed to 15 bar pressure having a slightly lower difference than the ones exposed
to 10 bar. These results are in general agreement with expectations of elastic deformation
effects decreasing the midpoint displacement after loading. The physical measure of midpoint
displacement was recorded as a rough validation for the midpoint displacements obtained with
3D-DIC techniques. Note that no physical measurement of midpoint displacement was recorded
on experiment S Al P10. Additionally, no deformation was recorded on SW__Al P15 or
SW Al 400 P15 because, in both cases, the specimens reached fracture. The experiment
with Al skins without a foam core exposed to 25 bar firing pressure was also performed, which
reached fracture. Considering that no Al sandwich panels were exposed to a firing pressure of
25 bar, the results are not presented in this section.

The midpoint displacement plots presented in Figure 5.15a suggests a trend where there is a
negative correlation between the density of the foam core and displacement levels. There is also
a significant gap of 7.75 mm and 9.38 mm between the sandwich component with an XPS-250
foam core and the panels having cores of XPS-400 and XPS-700, respectively. It is also seen
that the experiment with Al skins without a foam core reached a similar displacement level
as the one having an XPS-250 core subjected to 10 bar firing pressure, with a difference of
0.19 mm.

The displacement trend mentioned above is partially supported by the results from the exper-
iments exposed to a firing pressure of 15 bar. In Figure 5.15b and Table 5.5 it is observed
that there is a gap of 9.43 mm between the maximum midpoint deformation of the sandwich
component with an XPS-250 core and an XPS-700 core. This is in good agreement with the
results from the same sandwich configurations exposed to a firing pressure of 10 bar. The
fact that experiment S_Al P15 and SW__Al 400 P15 reached fracture at 15 bar firing pres-
sure suggests that there exists a capacity limit regarding firing pressure, before fracture, for
this specific sandwich configuration somewhere in the interval 10 to 20 bar firing pressure.
Material imperfections or production defects might also affect the capacity of the sandwich
configurations. It is worth mentioning that experiment SW Al 700 P15 also experienced
minor fracture along the edges of the back skin that was in contact with the clamping frame.
The Al skins without foam cores exposed to 15 and 25 bar reached complete failure, in both
skins, along the edges in contact with the clamping frame. Figure 5.17 shows the fracture of
experiment SW__Al 400 P15 and SW__Al 700 P15.
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Figure 5.15: Midpoint displacement extracted from 3D-DIC analysis for Al components exposed
to a nominal firing pressure of 10 (left) and 15 bar (right).

Table 5.5: Midpoint displacement provided by 3D-DIC analysis, .., physically measured
midpoint displacement, u,,, and the deviation between them for Al components.

T Py DIC Upqa Measured u,, Umaz — Um  Umaz — Um
est Name —_—
[bar] [mm)] [mm) [rmm] Urmaz

S Al P10 33.31 No Measurement - -

SW Al 250 P10 10 33.50 28.70 4.80 14.32 %
SW Al 400 P10 25.75 22.00 3.75 14.56 %
SW Al 700_ P10 24.11 19.85 4.26 17.68 %
S Al P15 Fracture Fracture - -

SW Al 250 P15 15 45.67 43.30 2.37 518 %
SW Al 400 P15 Fracture Fracture - -

SW Al 700 P15 36.24 33.50 2.74 7.55 %
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Figure 5.17: Fracture levels in back skin (left) and foam (right) of Al sandwich components
with XPS-400 (bottom) and XPS-700 (top) foam core exposed to 15 bar firing pressure.

5.3.8 Midpoint Displacement - Aluminum and Steel Skins

In Figure 5.18 (right) midpoint displacements for AlS sandwich panels with foam cores of
XPS-250, XPS-400 and XPS-700 are presented for firing pressure of 35 bar. In Figure 5.18
(left) the results from an AlS configuration without foam cores exposed to firing pressures of
25 and 35 bar are presented. Table 5.6 presents maximum midpoint displacements recorded in
the 3D-DIC analysis, midpoint displacements physically measured after the experiments, and
the difference between the two. In Table 5.6 it can be observed that the measured midpoint
displacements are consistently lower than the recorded DIC max midpoint displacements, as
previously seen for the Al configurations in Section 5.3.7. The difference calculated for the AIS
experiments is generally slightly lower than the ones recorded for the Al experiments due to
the steel skins being significantly stiffer than the aluminum skins.
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Figure 5.18: Midpoint displacement extracted from 3D DIC analysis for AIS components with-
out a foam core (left) and for AlS sandwich panels (right).

Table 5.6: Midpoint displacement provided by 3D-DIC analysis, .., physically measured
midpoint displacement, u,,, and the deviation between them for AIS specimens exposed to a
nominal firing pressure, Py, of 25 and 35 bar.

Py DIC upe, Measured uy,  Umaz — U Umaz — Um

Test Name [bar| [mm)| [mm)] [mm] Unmax

S AIS P25 25 29.96 27.50 2.46 8.22 %
S AIS_P35 36.99 34.47 2.5 6.82 %
SW_AIS_250_P35 | 357 31.77 3.90 10.93 %
SW_AIS_ 400 P35 28.14 26.95 1.19 424 %
SW_AIS_700_P35 27.00 26.80 0.20 0.75 %

The trend seen for the Al experiments where there is a negative correlation between foam
density and displacement levels is also present for the AlS experiments. For midpoint displace-
ment, differences of 7.52 mm and 8.67 mm between the sandwich component with an XPS-250
foam core and the panels having cores of XPS-400 and XPS-700, respectively, can be seen. A
similar maximum midpoint displacement is observed for the skins without a foam core and the
sandwich panel with an XPS-250 core, coinciding with results obtained for Al components. The
oscillations observed in Figure 5.18 (right) are unrealistic considering the blast load scenario
in question. These oscillations are likely due to vibrations in the Plexiglas plates in the dump
tank providing a view for the high-speed cameras. It is suspected that large deformations cause
pressure leakage from the driven section of the shock tube into the dump tank, which caused
the Plexiglas to vibrate. The most interesting information from the midpoint displacement
curves is the data before, and right after maximum deformation, therefore the oscillations are
insignificant and are disregarded in the further investigation of the results.
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5.3.9 Scanned Deformation Profiles

To extract additional information about the structural behavior of the sandwich panels exposed
to blast loading, a selection of front and back skins were scanned with a ROMER Absolute
Arm (RAA), produced by Hexagon AB [60]. The RAA is a portable measuring arm with RS4
laser scanner designed for 3D data capture across a range of surfaces and applications. The
RAA includes a laser scanner, with a laser width of 150 mm able to capture 752000 points per
second, to produce a point cloud with coordinates in x-,y- and z-plane. The point cloud was
later post-processed to filter out outliers and to extract data describing deformation profiles
of the components. The sandwich panels exposed to 35 bar firing pressure was excluded from
the laser measurements because of the reversed snap buckling behavior of the front skin, while
experiment SW Al 400 P15 was excluded from the laser measurements because of fracture.
The deformation profiles of all scanned sandwich panels are shown in Figure 5.19. Table 5.7
presents the RAA extracted measurements of midpoint displacement of front skin, back skin,
and the difference in midpoint displacement of the back skin physically measured and scanned
with RAA. Middle and average side compression of the foam core was calculated from the RAA
deformation profiles and are also presented in Table 5.7.
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Figure 5.19: Deformation profiles for Al sandwich components exposed to 10 (top) and 15 bar
(bottom) firing pressure, obtained by with RAA.
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Table 5.7: Front and back skin midpoint displacement,urgs and upgg, and middle and average
side foam compression, C,;q and Cy;qe, for Al sandwich components investigated with RAA.

Pr ups  ups uBS —Um Cpia  Cige

Test Name [bar] [mm] [mm)| Ups [mm|  [mm)]
SW Al 250 P10 33.97 29.71 3.39 % 4.26 20.69
SW_Al 400 P10 10 2326 22.89 390% 037 9.74
SW_AI_700_P10 20.34 2121  643%  -0.88 3.37
SW Al 250 P15 15 4798 44.32 2.30 % 3.66 30.98
SW Al 250 P15 34.00 33.89 1.15 % 0.12 8.98

The RAA scanned specimens were measured by reattaching them to a single clamping frame
with bolts placed on a table. The setup for the laser measurement can be seen in Figure 5.20.
Ideally, the skins should have been scanned while mounted in the test rig, under more similar
conditions. When interpreting the resulting deformation profiles and comparing them to other
measurements the conditions which the data was extracted has to be taken into consideration.
The possibility of sliding between the front skin and the bolts during the experiments are not
accounted for in the scanned results, neither are the elastic deformation differences between the
fully clamped panels during experiments and the reattachment used for the scanning procedure.

In Table 5.7 it can be seen that the midpoint displacement recorded by the RAA and the phys-
ically measured midpoint displacements are relatively similar. This is expected due to both
measurements being taken after the experimental loading in contrast to the 3D-DIC which mea-
sured the maximum midpoint displacement during testing. For the midpoint displacements of
the front and the back skins a similar trend as observed in Section 5.3.7, where a negative
correlation between the midpoint displacement and the density of the foam core, can be ob-
served. It can also be seen that the gap in midpoint displacement between the components
with foam cores of XPS-250 and the ones with a core of XPS-400 and XPS-700, is present.
Concerning deformation profile shape, it can be seen in Figure 5.19 that the experiments with
a core of XPS-250 experienced a rounder and more distributed shape than the two other foam
cores. This is also reflected in the measurement of the increased compression on the edge of the
component. This trend can also be observed in the Section 5.3.1 and 5.3.2, where deformation
profiles of the back skin at maximum midpoint displacement obtained from the 3D-DIC anal-
ysis are presented. It is also noticeable that the obtained values for midpoint compression are
low. This is not in agreement with the foam compression visually observed in the experiments.
This is suspected to be due to the conditions present when the skins were scanned with the
RAA.

Figure 5.20: Setup for measurements using the RAA.
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5.4 Previous Study

For completeness of the experimental results and as a reference to similar previous work,
the results from the experimental program performed by Sigurdsson [3] are included. This
includes data from five tests conducted on sandwich panels with steel skins and XPS foam
cores performed in a similar way as described in Section 5.1. There are, however, a set of
differences. The images recorded was captured by the same camera models but with a recording
rate of 24000 fps instead of 36000 fps, used in this study. The images were reanalyzed using
3D-DIC in this study for consistency and validation. The pressure histories were recorded by
the same sensors. However, these have been renamed from 409 and 410 to PO1 2 and P01 1,
respectively. To fasten the test component with foam cores to the test rig, only one nut was
used, instead of two used in this study. The major difference was, however, the experimental
program, summarized in Table 5.8. One of the tests was performed with a steel front and back
skin without a foam core exposed to a firing pressure of 60 bar. Only one foam type was used as
foam core, XPS-250, with a nominal density of 33 kg/m3. Three of the test components were
sandwich configuration with steel front and back skins and XPS-250 as foam cores exposed to
firing pressures of 35, 60 and 75 bar. The sandwich component exposed to 35 bar was also
tested without a front skin. The results are presented similarly as described in Section 5.3, with
an overall presentation of the individual results, and with closer examination and comparison
of midpoint displacement and pressure.

Table 5.8: Experimental program carried out by Sigurdsson [3].

Driver Pressure

Test Name Core Material Skin Material

[bar]
SW S 250 P35 1Skin DOCOL 600L back skin
SW S 250 P35 XPS-250 DOCOL 600L 35
S S P60 .
SW S 250 P60 XPS-250 DOCOL 600L 60
SW S 250 P75 XPS-250 DOCOL 600L 75
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5.4.1 Results
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Figure 5.21: Pressure and midpoint displacement (left) and deformation profiles at 1/4, 2/4,
3/4, and max deflection (right) for steel front and back skins without a foam core, exposed to
60 bar firing pressure.
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Figure 5.22: Pressure and midpoint displacement (left) and deformation profiles at 1/4, 2/4,
3/4, and max deflection (right) for a sandwich panel without front skin, with steel back skin
exposed to 35 bar firing pressure.
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Figure 5.23: Pressure and midpoint displacement (left) and deformation profiles at 1/4, 2/4,
3/4, and max deflection (right) for sandwich panels with steel front and back skins exposed to
35 (top), 60 (middle) and 75 bar (bottom) firing pressure.
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Pressure Load and Midpoint Displacement

The recorded pressure-time curves from the study by Sigurdsson [3| are presented in Figure 5.24
(left) with recorded firing, incident and peak pressure values listed in Table 5.9. It is observed
that recorded firing pressures are close to identical to nominal firing pressure, for components
exposed to 35 and 60 bar firing pressure. The deviation between nominal and recorded incident
pressure for 35 and 60 bar firing pressure is approximately 5 %. The deviation in recorded peak
reflected pressure between the two experiments with 35 bar firing pressure is approximately
20 %. This deviation is likely due to the removed front skin in one of the experiments. The
drop in reflected pressure for the sandwich component exposed to 60 bar may have been caused
by the reduced stiffness introduced by the foam core. A secondary and a tertiary peak can
be seen in the pressure curve for experiment S S P60. The pressure curves in Figure 5.9
(left) are similar to the pressure curves for AlIS components in Section 5.3.6, where the main
difference is the large deformation of the aluminum front skin.

The recorded midpoint displacements are presented in Figure 5.24 (right) and Table 5.9. It
can be observed that the midpoint displacement histories for experiment SW_S 250 P60
and SW_S 250 P75 are cut off before the other displacement histories. This is likely due
to vibrations of the Plexiglas between the high-speed camera and the test specimen because
of pressure leakage into the dump tank. These results are similar to the oscillations observed
in Section 5.3.8. However, the increased firing pressures resulted in warping of the images
captured. The distortion of images lead to diverged and incomplete results from the 3D-DIC
analysis [3]. Similar to the experiments conducted in this study, the sandwich component
with an XPS-250 foam core had a maximum midpoint displacement similar to the steel skins,
without a foam core, exposed to the same firing pressure of 60 bar. It is also noticeable
that the sandwich panels with steel back and front skins exposed to increased firing pressure
exhibited a smaller increase in maximum midpoint displacement than the Al sandwich panels.
The increase in maximum midpoint displacement between experiment SW_S 250 P35 and
experiment SW_S 250 P60 and SW_S 250 P75 are 16.94 % and 33.73 %, respectively.
The difference between experiment SW Al 250 P10 and SW Al 250 P15 is 26.65 %, for
an increase of 5 bar firing pressure, compared to an increase of 25 and 35 bar firing pressure
for the components with steel skins.
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Figure 5.24: Pressure recorded at sensor 410 (left) and midpoint displacement extracted from
3D-DIC analysis (right) for the experiments performed by Sigurdsson.
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Table 5.9: Nominal firing pressure, Py, recorded firing pressure, Py, incident pressure, F;,
reflected pressure, P,, and midpoint displacement, .., for experiments performed by Sig-
urdsson.

P, Py, P, P. DIC uymaz
Test Name (kPa|  [kPa] [kPa] [kPa]  [mm]
SW_ S 250 P35 1Skin 3500 3811.76 372.31 755.62 37.08
SW_S 250 P35 381176 350.34 91431  24.29
S S P60 6000 6203.50 400.39 1251.20 27.47
SW S 250 P60 6208.69 412.60 1102.30  29.25
SW_ S 250 P75 7500 7806.64 462.65 1285.40 36.66
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5.9

Main Findings

In this section, the main findings of the experimental work conducted are summarized.

Recorded firing pressure and incident pressure, for experiments exposed to the same
nominal firing pressure, varies only to a small extent. Deviations between peak reflected
pressure for equal nominal firing pressure was observed due to a difference in deformation
levels and fluid-structure interaction effects.

Significant drops in the pressure data obtained from the AlS experiments subjected to a
firing pressure of 35 bar were observed. The large deformations of the aluminum front
skin might cause an increased pressure leakage compared to the other panels exposed to
equal firing pressure.

For the AlIS experiments exposed to 35 bar firing pressure oscillations in the results were
observed, likely due to vibrations of the Plexiglas between the high-speed camera and
the test component caused by pressure leakage.

Reversed buckling behavior of the front skin was observed for AlS sandwich panels with
XPS-250 and XPS-400 foam core exposed to 35 bar firing pressure.

Results suggest a trend where there exists a negative correlation between foam density
and displacement levels. A gap between Al components with XPS-250 and XPS-400/700
foam cores was obtained when exposed to a firing pressure of 10 bar.

Similar deformation level was observed for the Al skins without a foam core and the Al
sandwich panel with XPS-250 foam core, subjected to a firing pressure of 10 bar.

Al sandwich panels and Al skins without foam cores exposed to 15 bar firing pressure
suggest similar trends as the Al experiments subjected to 10 bar firing pressure. However,
the results are less conclusive because of the presence of fracture in multiple experiments.

The Al experiments conducted on 10 and 15 bar suggests that there is a capacity limit
of the tested Al components, regarding firing pressure, between 10 and 20 bar.

AlS sandwich panels exhibit similar behavioral trends as Al sandwich components.

A selection of skins from sandwich components were scanned with the RAA scanning arm,
which produced accurate measurements of skin deformation, post-experiment. However,
the conditions which the skins were scanned caused uncertainties related to a quantitative
comparison of the results obtained through this method and other measuring techniques.

A qualitative comparison of the deformation profiles obtained from the scanning proce-
dure and 3D-DIC analysis was performed, which showed good agreement in deformation
shape. Compared to the Al components with XPS-400 and XPS-700 foam cores, a rounder
and more distributed deformation shape for the sandwich panel with a core of XPS-250
was found.

For completeness of the experimental work, results from a study conducted by Sigurdsson
[3] was included, where some of the same trends concerning deformation and recorded
pressure were seen.
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Chapter 6

Numerical Work

The numerical work, excluding the preliminary study and numerical validation of material
tests, are described in this chapter. As a reference model, the same model as introduced
and described in Section 3.2 was used, except for updated material parameters for aluminum,
obtained through the material tests described in Section 4.1. The numerical results obtained
with updated material parameters are presented in Section 6.1. Further, the numerical model is
validated by comparison to experimental results in Section 6.2. The validation of the numerical
model allowed further investigation of properties of the structural response not captured by
the current experimental setup. These properties are presented in Section 6.3. The numerical
results of interest are the compression and strains in the foam core, the energy absorption, the
energy distribution between skins and foam, and the contact force between the components and
the back clamping frames. Section 6.4 aims to evaluate and optimize sandwich configurations
under different blast load scenarios by separately varying foam thickness and foam density,
before varying both the thickness and density while keeping the mass of the foam core constant.

6.1 Updated Material Parameters for Aluminum

In Section 4.1 material tests for the AA1050-H14 aluminum alloy were performed at 0-degree,
45-degree and 90-degree direction of the material, relative to the rolling direction. The alu-
minum is assumed isotropic in the numerical model. Therefore, numerical simulations of an
Al component, without and with a foam core of XPS-250 core exposed to a firing pressure
of 10 bar, were performed with the different material parameters calibrated to the different
material directions. The resulting midpoint displacement histories from simulations with ma-
terial parameters calibrated for O-degree, 45-degree, 90-degree and the material parameters
used in the preliminary study are presented in Figure 6.1, together with the results for the
corresponding experiments. It can be observed that the different material parameters yield
similar results, where the numerical simulation with the material parameters from the 0-degree
calibration yields the largest maximum midpoint displacement for both components, which is a
conservative result. It was concluded that the calibrated material parameters for the 0-degree
direction will be used in further simulations. The material parameters can be seen in Table
6.1.
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Figure 6.1: Midpoint displacement histories obtained from experimental work, numerical simu-
lations with material parameters calibrated for aluminum AA1050-H14 in three directions and
simulations with the material parameters used in the preliminary numerical work. Al config-

urations, without (left) and with (right) XPS-250 core, exposed to 10 bar firing pressure are
shown.

Table 6.1: Material parameters for the constitutive relation for AA1050-H14 at 0 degree direc-
tion of the material.

. 0o Ql Ch Q2 Cy & m Do
Matetiall yrpo) pa) -] MPa) -] -] ] s

AA1050  80.0 18.65 1884.49 10.36 185.73 0.014 1.0 51074
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6.2 Validation of Reference Model

The experimental setup for the test program performed in this study provides a limited amount
of information on the structural behavior of the sandwich panels as a whole. The two sources
of information are the pressure sensors and the two high-speed cameras capturing the behavior
of the back skin. The sensors provide a fairly accurate measure of the blast load impacting the
component, and the high-speed cameras combined with a 3D-DIC analysis provide accurate
results on midpoint displacement and deformation profile evolution of the back skin. It is, how-
ever, desirable to investigate other properties of the structural response, such as the behavior of
the front skin, foam compression, energy absorbed in the different parts of the sandwich panel
and the force transferred to the clamping frame. These properties can be investigated through
numerical simulations. However, it is essential to evaluate the accuracy of the numerical model
in question before extracting and investigating properties not captured by the experimental
setup. In the following section, the reference model is validated through comparison of numer-
ical and experimental results on pressure histories, midpoint displacements, and deformation
profiles.

6.2.1 Pressure Load

It is observed in Figure 6.2 and 6.3 that the pressure time history applied to describe the
blast load scenario in the numerical simulations overestimate the pressure measured during
the experiments. While the general shape of the curve is similar, the increased peak pressure
and increased duration of the numerical curve provides a conservative presentation of the
pressure load. A secondary reflected pressure peak is observed in the pressure-time history of
experiment S AlIS P25, which is not included in the idealized curve for this pressure. The
secondary reflected peak pressure is included in the idealized curve for 35 bar firing pressure,
but the experimental results are difficult to compare due to the noise in the recorded data,
which is described in Section 5.3.6.
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Figure 6.2: Lines "R77 10" and "R77 15" show idealized pressure curves used in numerical
simulations. The remaining lines show recorded pressure curves at sensor PO1 1 for experi-
ments with the same nominal firing pressure as the numerical simulations.
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Figure 6.3: Lines "R77 25" and "R77 35" show idealized pressure curves used in numerical
simulations. The remaining lines show recorded pressure curves at sensor PO1 1 for experi-
ments with the same nominal firing pressure as the numerical simulations.

Table 6.2 presents the experimental and numerical values of the reflected peak pressures. It can
be seen that the numerical peak reflected pressure is 10 to 20 % higher than the experimentally
recorded values for firing pressures of 10, 15 and 25 bar. For the experiments subjected to 35 bar
firing pressure, the numerical peak pressure is 15 to 35 % higher. The combination of high
firing pressure, low-density foam and AlS skin configuration presents the largest deviation of
reflected peak pressure. Generally, all the experimentally recorded peak pressures are smaller
in magnitude than in the idealized pressure curves used for numerical simulations. This is
expected since the idealized curves are constructed based on pressure recorded on rigid plates
[2]. The deformation of the components in this experimental program causes a decrease in the
recorded peak pressure to a various extent as discussed in Section 5.3.5. The idealized pressure
curves are considered a conservative, controlled and fairly accurate representation of the actual
pressure curves.
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Table 6.2: Values of applied numerical, P4, and experimentally, P4z, recorded peak
reflected pressure and the deviation between them.

Test Name Pmaz,n Pmax,e Pmax,n - Pmaa:,e Pmax,n B Pma%@
|[kPa]  [kPa] [k Pal Prazn
S Al P10 378.42 84.19 18.20 %
SW_AL 250 P10 o o 37537 87.24 18.86 %
SW Al 400 P10 P00 409.55 53.06 11.47 %
SW_Al 700 P10 407.10 55.51 12.00 %
S Al P15 512.70 107.82 17.38 %
SW_Al 250 P15 .. 503.54 116.98 18.85 %
SW Al 400 P15 ’ 549.93 70.59 11.38 %
SW_Al 700 P15 523.07 97.45 15.70 %
S Al P25 905 gq 07505 150.89 18.27 %
S AIS P25 747,68 78.26 9.48 %
S AIS P35 972.90 214.79 18.08 %
SW_AIS 250 P35 ... 752.56 435.13 36.64 %
SW _AIS 400 P35 ’ 867.92 319.77 26.92 %
SW _AIS 700 P35 944.21 243.48 20.50 %

6.2.2 Midpoint Displacement - Aluminum Skins

A comparison of numerical and experimental midpoint displacement for the Al components
are shown in Figure 6.4 and in Table 6.3. The simulations follow a pattern similar to the
experimental results described in Section 5.3.7, where the midpoint displacement increases
with decreasing foam density. At 10 bar firing pressure, generally, the numerical simulations
yield greater levels of displacement with a maximum displacement of about 10 to 20 % greater
than the experimental values. An exception is observed for SW Al 250 P10, which only
displayed an increase of 0.45 %. The reason for this exception is not currently known. The
overestimation of midpoint displacement by numerical simulations is in agreement with the
findings of Aune et al. [18].

While experiment SW__Al 400 P15 and S_Al P15 experienced fracture in the experimental
study, the numerical and experimental results for experiment SW Al 250 P15and SW_ Al 700 P15
have a difference of less than 2.5 %. It is observed that both simulations experience a mid-
point displacement lower than the experimental results for most of their displacement his-
tory. Note that experiment SW__Al 700 P15 reached some degree of fracture, as discussed
in Section 5.3.7. In contrast to the experiments, the numerical simulations for experiment
SW_ Al 400 P15 and S Al P15 did not exhibit fracture. As discussed in Section 3.3, frac-
ture is mesh dependent. The results suggest that the coarse mesh of the reference model does
not capture the stress localization from the tensile tearing along the edge of the clamping
frame which might cause the obtained behavior. Mesh refinement is necessary when studying
components loaded close to their capacity. However, all simulations capture the shape of the
midpoint displacement histories of the experiments in an accurate way.

87



50 501
'E 40/ 'E 40/
E E
-~ -~
5 301 5 301
€ €
() [}
® 50 8 50
a —— S_ALP10 °
a SW_Al_250 P10 a SW_Al 250 P15
101 —— SW_AI_400_P10 109 4 —— SW_AI_400_P15
—— SW_AI_700_P10 ‘ —— SW_AI_700_P15
0l : : : : : ol : : : : :
0 2 4 6 8 10 0 2 4 6 8 10
Time [ms] Time [ms]

Figure 6.4: Numerical (dashed lines) and experimental (solid lines) midpoint displacement for
Al components exposed to a nominal firing pressure of 10 bar (left) and 15 bar (right).

Table 6.3: Numerical, u,, and experimental, u., maximum midpoint displacement and the

deviation between them for Al components exposed to a nominal firing pressure of 10 bar and
15 bar.

Numerical u,, Experimental u, 1w, —u, Un — Ue

Test Name

[mm] [mm] [mm] Up,
S Al P10 39.31 33.31 6.00 1527 %
SW Al 250 P10 33.65 33.50 0.15 0.45 %
SW Al 400 P10 31.42 25.75 5.68  18.06 %
SW Al 700 P10 28.16 24.11 4.05  14.38 %
S Al P15 48.73 Fracture - -
SW Al 250 P15 44.59 45.67 -1.08 242 %
SW Al 400 P15 43.68 Fracture - -
SW Al 700 P15 36.36 36.24 0.12 0.33 %
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6.2.3 Midpoint Displacement - Aluminum and Steel Skins

The numerical and experimental midpoint displacement results of the AIS components are pre-
sented in Figure 6.5 and in Table 6.4. The AIS configurations also display increased midpoint
displacements in the numerical results compared to the experimental results. The numerical
simulations of the AIS configuration, without the foam core, is found to have an increase of
11 to 13 % midpoint displacement while the AIS sandwich components display an increase
of 17 to 35 %. The experimental and numerical midpoint displacement behavior for the AlS
sandwich components exposed to 35 bar is similar to the behavior of the Al sandwich compo-
nents exposed to 10 bar, concerning an increase in midpoint displacement with decreased foam
density. However, the simulations of the AlS configuration display a behavior where there is a
gap present between the component with a foam core of XPS-400 and XPS-700, in contrast to

the formerly mentioned gap between XPS-250 and XPS-400 in the experiments.
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Figure 6.5: Numerical (dashed lines) and experimental (solid lines) midpoint displacement for
AlS skins, without foam cores, exposed to a nominal firing pressure of 25 and 35 bar (left) and
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for AlS sandwich components exposed to a nominal firing pressure of 35 bar (right).

Table 6.4: Numerical, u,, and experimental, u,, maximum midpoint displacement for AIS
components exposed to a nominal firing pressure of 25 and 35 bar and 35 bar, respectively.

Test Name Numerical u,, Experimental u, 1w, —u, Un — Ue
[mm] [mm] [mm)] Un,

S AIS P25 33.88 29.96 3.91 11.55 %

S AIS P35 42.39 36.99 5.40 12.74 %

SW _AIS 250 P35 47.21 35.67 11.54 2444 %

SW AIS 400 P35 42.78 28.14 14.64 3421 %

SW AIS 700 P35 32.55 27.00 5.55 17.05 %
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6.2.4 Deformation Profiles - Aluminum Skins

The experimental deformation profiles are extracted at maximum midpoint displacement, 3/4,
2/4 and 1/4 of maximum midpoint displacement. Additionally, profiles illustrating maximum
displacement for the numerical simulations are shown. The numerical deformation profiles are
extracted at similar deformation levels and not the exact same time, to be able to compare
the evolution of the deformation shape between experiments and simulations. A comparison of
deformation profiles at the same moment in time would be less useful considering the steepness
of the slope between impact and maximum displacement.

In Figure 6.6 and Figure 6.7 the evolution of the deformation profiles obtained from numerical
simulations and 3D-DIC analysis are presented. Figure 6.6 shows the development for Al skins
without a foam core exposed to 10 and 15 bar firing pressure, while Figure 6.7 displays the
results for Al sandwich components with varying foam cores exposed to 10 and 15 bar firing
pressure. Figure 6.6a shows agreement between the numerical and experimental evolution of
deformation shape. It is noticeable that the numerical simulation exhibits a rounder defor-
mation shape at the given deformation levels. However, the shape of maximum displacement
for both numerical an experimental profiles are fairly similar regarding roundness. The results
show that the displacement initiates at the edges of the component and propagates towards the
plate centers. This mechanism is more noticeable for skins without a foam core than sandwich
panels. The behavior was accurately captured numerically for all experiments. In Figure 6.7 it
is observed that there is general agreement between experimental and numerical deformation
profiles, except for experiment SW__Al 400 P15, where the sandwich component experienced
fracture during testing.

50 50
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E E
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[a) 4///’ T [a) ----- Maximum numerical displacement
of 4 of
0 100 200 300 0 100 200 300
Coordinates [mm] Coordinates [mm]
(a) S_Al_P10 (b) S_Al_P15

Figure 6.6: Numerical (dashed lines) and experimental (solid lines) deformation profiles for
Al skins without foam cores exposed to a nominal firing pressure of 10 bar (left) and 15 bar
(right).
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Figure 6.7: Numerical (dashed lines) and experimental (solid lines) deformation profiles for
Al sandwich components with XPS-250 (left), XPS-400 (center) and XPS-700 (right) as core
material exposed to a nominal firing pressure of 10 bar (top) and 15 bar (bottom).
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6.2.5 Deformation Profiles - Aluminum and Steel Skins

In Figure 6.8 and Figure 6.9 the evolution of the deformation profiles obtained from numerical
simulations and 3D-DIC analysis of AIS components are presented. Figure 6.8 shows the
development for AlS skins without a foam core exposed to 25 and 35 bar firing pressure, while
Figure 6.8 displays the results for AIS sandwich components with varying foam cores exposed
to 35 bar firing pressure. Small deviation between experimental and numerical results, except
the maximum numerical deformation profile, is observed in Figure 6.8. In Figure 6.9 it is
noticeable that the maximum simulated deformation profile deviates from the experimental
one, with some margin, with experiment SW__AlIS 400 P35 standing out. Looking at the
shapes exclusively, where the deformation initiates at the edges and propagates towards the
center, there is good agreement between experimental and numerical results.
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Figure 6.8: Numerical (dashed lines) and experimental (solid lines) deformation profiles for

AlS skins without foam cores exposed to a nominal firing pressure of 35 bar (left) and 25 bar
(right).
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Figure 6.9: Numerical (dashed lines) and experimental (solid lines) deformation profiles for
AlS sandwich components with XPS-250 (left), XPS-400 (center) and XPS-700 (right) as core
material exposed to a nominal firing pressure of 35 bar.
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6.3 Further Numerical Results

In this section, the properties of the sandwich components structural response not captured by
the experimental setup will be presented and investigated. The compression and strains of the
foam core, the energy absorbed and distribution between skins and foam core and the reaction
force is presented to evaluate the energy absorption capabilities of the sandwich panels. In
addition to numerical simulations of the configurations included in the experimental program,
Al and AIS configurations exposed to 25 bar firing pressure was included for the completeness of
the results and more meaningful comparisons. It is worth mentioning that the Al configuration
would, experimentally, most likely reach fracture. However, fracture was not observed in the
numerical simulations due to the coarse mesh of the reference model, as discussed in Section
3.3. The results are included, but not emphasized because of the somewhat nonphysically large
deformations without fracture.

6.3.1 Foam Compression

The foam core compression was obtained from the numerical front skin and back skin defor-
mation profiles. Figure 6.10 illustrates the deformation profiles of all sandwich components
tested in the experimental program. Figure 6.10a, 6.10b, 6.10c, 6.10d and 6.10f also displays
the results from the scanning performed with the RAA, described in Section 5.3.9. Figure 6.12
shows the cross section of numerical models for Al sandwich components with foam cores of
XPS-250 and XPS-700 exposed to 15 bar firing pressure.

The difference between the results obtained through numerical simulations and the results
obtained with the RAA can be seen in Figure 6.10. Significant deviations can be observed
between the results from the RAA scanning and the numerical results. Generally, the numeri-
cally recorded deformation of the back skin is in agreement with the scanned results. However,
recordings of the front skin deformation deviate significantly, which leads to significant differ-
ences in recorded foam compression at the middle and sides of the components. This is likely
due to the difference in conditions described in Section 5.3.9, such as the fact that the scanned
results were obtained post-experiment allowing elastic effects to take place, while the numerical
results were extracted within 10 ms of the blast loading impacting the components.

The foam compression in the middle of the components, seen in Table 6.5, was obtained by
calculating the difference between maximum midpoint displacement for the front and back skin
and then subtracting it from the initial foam thickness of 50 mm. The same procedure was
followed to obtain the average foam compression at the edge of the blast-exposed area, seen in
Table 6.5. The numerical deformation profiles in Figure 6.10 and the numbers associated with
the calculated results, shown in Table 6.5, were extracted at the last time step in the numerical
results, unlike the maximum values studied in Section 5.3.7 and 5.3.8.
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Figure 6.10: Numerical (dashed lines) and experimental (solid lines) deformation profiles for
sandwich components with XPS-250 (left), XPS-400 (center) and XPS-700 (right) as core
material exposed to a nominal firing pressure of 10 (top), 15 (center) and 35 bar (bottom).
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Table 6.5: Numerical front and back skin midpoint displacement, urpgs and ugg, and middle
and side foam core compression, C,,;q and Cjq., for sandwich components extracted from
deformation profiles.

urps  uBs  Cpmia  Caide
[mm]  [mm]  [mm| [mm]

SW_ Al 250 P10 46.48 33.39 13.09 15.53
SW_ Al 400 P10 33.25 3051 274 8.68
SW Al 700 P10 27.96 2647 149 521

SW_Al 250 P15  73.79 44.71 29.08 26.95
SW_Al 400 P15 51.30 43.78 7.52 14.12
SW Al 700 P15 37.84 3573 211 8.44

SW_ Al 250 P25 106.70 67.80 38.90 35.04
SW Al 400 P25  81.06 56.64 24.42 25.05
SW Al 700 P25  55.65 51.11 4.54 10.28

SW_AIS 250 P25 74.15 28.90 45.26 35.23
SW_AIS 400 P25 64.54 23.89 40.65 23.24
SW_ AIS 700 P25 33.98 23.31 10.67 7.28

SW_AIS 250 P35 90.33 4347 46.87 41.17
SW_AIS 400 P35 84.48 40.18 44.31 36.00
SW_AIS 700 P35 70.26 29.28 40.98 23.46

Test Name

Figure 6.11 presents the numerical middle foam compression of all sandwich components. It is
observed that the foam compression is decreasing with increased foam density for all panels.
The same trend is observed for the foam compression at the edge of the blast-exposed area, seen
in Table 6.5. At 10 and 15 bar firing pressure, the difference between XPS-250 and XPS-700
foam is significant, while for the sandwich components exposed to 35 bar firing pressure the
differences in numerically recorded foam compression is smaller. The combination of a high
firing pressure, a relatively soft and ductile aluminum front skin and a stiff steel back skin
caused the foam to compress up to 93.74 % of the thickness, where the foam is approaching
the densification stage explained in Section 2.4. This mechanism causes a rapid rise in the
stress-strain curve, which explains the small variations in foam compression with increasing
density for the sandwich components exposed to 35 bar firing pressure, seen in Figure 6.11.
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e

Figure 6.12: Cross section of Al sandwich panels with foam core of XPS-250 (left) and XPS-700
(right) after 0 ms (top), 1 ms (middle) and 2 ms (bottom) at 15 bar firing pressure.
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6.3.2 Strain

The strain, ¢, in the foam core is an interesting measurement in the evaluation of a sandwich
components ability to effectively absorb energy. The recorded strains can be related to the
densification initiation strain, which is an important parameter describing the compression
behavior of a foam, described in Section 2.4. Figure 6.13 presents the effective plastic strain
distribution in the XPS-250 core of an Al sandwich panel exposed to 15 bar firing pressure from
a front view, back view, and middle cross-section. It is observed that the maximum effective
plastic strain is located at the corner of the front side exposed to the blast loading. However,
the distribution is seen to be fairly uniform in-plane and through the thickness. Therefore,
extracting the effective plastic strain at the middle, front element in the numerical model is
assumed a sufficient measure of the effective plastic strain in the blast-exposed area through the
thickness. The true strain value is obtained by adding the yield strain obtained in Section 4.3.3
to the extracted effective plastic strain. The recorded values for strain and the densification
initiation strain for all sandwich components are presented in Table 6.6.

Effective Plastic Strain
2.072e+00

1.864e+00 :I
1.657e+00

1.450e+00 _
1.243e+00 _
1.036e+00 _
8.286e-01 _|
6.215e-01 _|

4.143e-01

2.072e-01 :I
0.000e+00

Figure 6.13: Effective plastic strain distribution for one quarter of a Al sandwich panel at
middle cross-section (top), front side (bottom left) and back side (bottom right) exposed to
15 bar firing pressure.
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Table 6.6: Strains in foam core, densification initiation strains and their deviation for sandwich
components at 10, 15, 25 and 35 bar firing pressure.

9 €do £
i
SW Al 250 P10 0.39 143 27.34 %
SW_ Al 400 P10 0.13 1.39 9.64 %
SW_ Al 700 P10 0.09 1.21 7.02%

SW_Al 250 P15 0.88 1.43 61.26 %
SW_ Al 400 P15 0.37 1.39 26.26 %
SW_Al 700 P15 0.10 1.21 835%

SW_Al 250 P25 1.38 1.43 96.36 %
SW_ Al 400 P25 0.86 1.39 61.65%
SW_Al 700 P25 0.15 1.21 1256 %

SW_AIS 250 P25 2.13 143 148.74 %
SW_AIS 400 P25 1.57 1.39 11518 %
SW_AIS 700 P25 032 1.21 26.12%

SW_AIS 250 P35 2.50 1.43 174.62 %
SW _AIS 400 P35 2.05 1.39 147.63 %
SW_AIS 700 P35 153 121 12645 %

Test Name

Figure 6.15 presents the extracted foam core strain compared with the foam core densification
initiation strain at the associated stress-strain and efficiency-strain curves from compression
tests. The recorded strain values give a reasonable estimation of which structural behavioral
regime the foam reaches when subjected to various pressures, whether it is the elastic regime,
the plateau stage or densification region. It is observed that XPS-250 and XPS-400 might
not be dense enough when exposed to 35 bar firing pressure, i.e., the densification region is
reached causing a rapid increase in stress. Further, XPS-700 might be too dense when exposed
to firing pressures lower than 35 bar, i.e., a small portion of the plateau region is utilized for
energy absorption. Note that the strains obtained in the numerical work include significantly
higher strain rates than the compression test. More accurate results would be obtained by
performing compression tests at higher strain rates or applying a strain rate dependent model
to the problem, which will be further discussed in Chapter 7.
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Figure 6.15: Foam core strain values and densification initiation strain presented at compression

test stress-strain and efficiency-strain curves for XPS-250 (top and middle left), XPS-400 (top
and middle right) and XPS-700 (bottom).
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6.3.3 Energy Absorption

Energy absorption is an essential parameter in the evaluation of protective properties of a sand-
wich structure. Since the current experimental setup did not facilitate calculations or recordings
of energy absorption, the energy absorption was studied numerically. The absorbed energy is
extracted as the internal energy of each part. Figure 6.16 presents the energy absorption for Al
components subjected to 10, 15 and 25 bar firing pressure (left), and AIS components exposed
to 25 and 35 bar firing pressure (right). Sandwich panels with low-density foam absorbed most
energy and the energy absorbed is decreasing with increased foam density. Regarding compo-
nents without foam cores, Al specimens showed energy absorbed equally divided between the
two skins, while for AIS specimens the back skin absorbed a larger fraction of energy.

Figure 6.17 presents the energy fraction absorbed in the foam core for Al sandwich panels
subjected to 10, 15 and 25 bar firing pressure (left), and AlS panels exposed to 25 and 35 bar
firing pressure (right). For Al sandwich panels, it is observed that the fraction of energy
absorbed in the foam core decreased with increased foam density, while an increase for the AIS
sandwich panels is observed. Both configurations subjected to 25 bar exhibit a maximum foam
energy absorption fraction with XPS-400 foam core. In Section 6.3.1 the foam compression
of the high-density foam panels subjected to 10 and 15 bar firing pressure is small, while
the compression value for panels exposed to 35 bar is above 80% with small variations. It
can be observed, in Figure 6.15, that the strain values obtained for the numerical simulations
exposed to 35 bar exceed the densification initiation strain, which means the foam is in the
densification region of the stress-strain curve. It is observed that components with XPS-400
core exposed to 25 bar firing pressure exhibit strains close to the densification initiation strain
which explains the observed maximum foam absorption fraction. The numbers, #, in the
bar charts are explained in Table 6.7 together with the total absorbed energy and the energy
fraction distribution between the skins and the foam.

6{ EEE Back Skin 6 EEE Back Skin
I Front Skin I Front Skin
| Il Foam | Il Foam
5 5
) <
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9] 9]
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Figure 6.16: Energy absorption in front skin, foam and back skin for Al components (left) and
for AIS components (right).

100



~
o
~
o

—— P10_Al
P15 Al
—— P25_Al

[o))]
(O]
[o))]
(O]

)]
o
)]
o

[§,]
[6,]
[S,]
[6,]

U1
o
8]
o

S
(S,
I
(S,

Foam energy fraction [%]
Foam energy fraction [%]

S
o
N
o

—— P25 AIS
— —— P35_AIS

35 ; ; w w ; ; w 35 ; w w w ; ; w
32.5 35.0 37.5 40.0 425 45.0 47.5 50.0 32.5 35.0 37.5 40.0 425 45.0 47.5 50.0

Foam density [kg/m3] Foam density [kg/m3]

Figure 6.17: Fraction of energy absorbed in the foam core of Al sandwich panels (left) and AIS
sandwich panels (right).

Table 6.7: Fraction of energy absorbed in front skin (FS), foam core and back skin (BS) and
total energy absorbed for components exposed to 10, 15, 25 and 35 bar firing pressure.

Test Name F'S fraction Foam fraction BS fraction Absorbed energy

I

-] -] | k]|
1 S Al P10 0.50 - 0.50 584.45
2 SW_Al 250 P10 0.24 0.51 0.25 1102.19
3 SW_Al 400 P10 0.23 0.40 0.38 668.00
4 SW_Al 700 P10 0.23 0.38 0.39 472.48
5 S Al P15 0.50 - 0.50 1029.14
6 SW_Al 250 P15 0.25 0.54 0.22 2479.10
7 SW_Al 400 P15 0.23 0.43 0.33 1536.65
8 SW_Al 700 P15 0.23 0.38 0.39 947.54
9 S Al P25 0.50 _ 0.50 1894.95
10 SW_Al 250 P25 0.23 0.47 0.30 4609.10
11 SW_Al 400 P25 0.25 0.49 0.25 3496.94
12 SW_Al 700 P25 0.23 0.41 0.37 2052.13
13 S _AIS_P25 0.23 _ 0.77 821.40
14 SW_AIS 250 P25 0.19 0.59 0.33 3600.66
15 SW_AIS 400 P25 0.21 0.65 0.14 2913.27
16 SW_AIS 700 P25 0.14 0.51 0.35 1175.31
17 S _AIS P35 0.21 - 0.79 1533.38
18 SW_AIS 250 P35 0.17 0.50 0.33 6252.30
19 SW_AIS 400 P35 0.18 0.54 0.28 5653.50
20 SW_AIS_700 P35 0.20 0.64 0.16 4337.48
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6.3.4 Specific Energy Absorption

The specific energy absorption is obtained by dividing the absorbed energy by the mass of the
numerical sandwich model. Figure 6.18 presents the specific energy absorption where double
skins specimen are represented with zero foam density. Sandwich panels with low-density foam
absorb the most specific energy, and the absorption decreases with increased foam density
which is also obtained studying the energy absorption in Section 6.3.3. For firing pressures of
10 and 15 bar, this effect is more pronounced than for firing pressures of 25 and 35 bar. It is also
seen that the specific energy absorbed by components without a foam core is more similar to
components with low-density foam core for lower firing pressures with a higher specific energy
absorption than the high-density foams due to low foam activation. It is observed that the Al
skins, without a foam core, at 15 bar absorbs more specific energy than the AIS component,
without foam core, exposed to a pressure of 35 bar due to the high weight of the steel back
skin. However, it is worth mentioning that the Al skins without foam core exposed to 25 bar
reached fracture experimentally, but not numerically due to the coarse mesh of the reference
model. Therefore, the Al sandwich panel exposed to 25 bar, displays a somewhat nonphysically
large deformation and energy absorption, which can be seen in Figure 6.18.
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Figure 6.18: Specific energy absorption for components with Al skins (left) AIS skins (right),
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Table 6.8: Mass of the components, total energy absorbed and specific energy absorption for
components exposed to 10, 15, 25 and 35 bar firing pressure.

Test Name Mass Absorbed energy Specific energy

(kg |kJ] |kJ/kg]
S Al P10 1.641 584.45 356.13
SW Al 250 P10  2.268 1102.19 485.93
SW_Al 400 P10  2.347 668.00 984.59
SW Al 700 P10  2.596 47248 181.98
S Al P15 1.641 1029.14 627.10
SW_Al 250 P15  2.268 2479.10 1092.93
SW Al 400 P15  2.347 1536.65 654.67
SW_Al 700 P15  2.596 947.54 364.96
S Al P25 1.641 1894.95 1154.67
SW Al 250 P25  2.268 4609.10 92808.51
SW_Al 400 P25  2.347 3496.94 2130.83
SW_Al 700 P25  2.596 2052.13 1250.44
S AIS P25 3.200 821.40 251.61
SW_AIS 250 P25 3.828 3600.66 1124.87
SW_AIS 400 P25 3.907 92913.27 910.14
SW_AIS 700 P25 4.156 1175.31 367.18
S AlS P35 3.200 1533.38 479.05
SW_AIS 250 P35 3.828 6252.30 1633.30
SW_AIS 400 P35 3.907 5653.50 1447.01
SW_AIS 700 P35 4.156 4337.48 1043.64
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6.3.5 Reaction Force

The reaction force is obtained as the resultant contact force between the back skin and the
clamping frame. The force-time curves for all components are presented in Figure 6.19 and
6.20. The back clamping frame was not fixed in the direction of the deformation, which
explains the oscillations in the force histories. In Table 6.9 the impulse, average and maximum
force are presented, where the impulse is calculated as the area under the force-time curve.
Components without foam cores experience high-frequency oscillations with large initial peaks
which results in a maximum force with a magnitude twice as large as the maximum force
for the sandwich panels. The average force is generally seen to increase with increased foam
density, which again results in an increased impulse with an increase in foam density. However,
a decrease in maximum force with, foam density, is seen for the sandwich components exposed
to 35 bar firing pressure, which is suspected to be due to higher levels of foam compression.
It is worth mentioning that variations within average force for sandwich panels exposed to the
same nominal firing pressure are relatively small.
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Figure 6.19: Force-time history curves for Al components subjected to 10 and 15 bar (top) and
25 bar (bottom) firing pressure.
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Figure 6.20: Force-time history curves for AIS components subjected to 25 bar (left) and 35 bar
(right) firing pressure.

Table 6.9: Impulse, average force and maximum force for components exposed to 10, 15, 25
and 35 bar firing pressure.

Test Name Impulse Average force Max force

[kNs] kN kN
S Al P10 0.770 77.04 189.97
SW_Al 250 P10 0.328 32.81 72.61
SW_Al 400 P10 0.330 33.04 81.66
SW Al 700 P10  0.354 35.39 85.70
S Al P15 1.155 115.48 242.92
SW_Al 250 P15  0.427 42.68 102.67
SW_Al 400 P15  0.451 45.07 99.98
SW_Al 700 P15  0.474 47.38 112.72
S Al P25 1.169 116.88 294.91
SW Al 250 P25  0.555 55.54 137.37
SW_ Al 400 P25  0.602 60.15 134.17
SW_Al 700 P25  0.639 63.94 137.27
S AlS P25 1.052 105.23 398.24
SW_AIS 250 P25 0.615 61.46 208.59
SW_AIS 400 P25 0.614 61.36 152.30
SW_AIS 700 P25  0.657 65.66 157.34
S AlS P35 1.416 141.63 574.43
SW_AIS 250 P35  0.840 84.03 259.47
SW_AIS 400 P35  0.860 85.98 253.84
SW_AIS 700 P35 0.895 89.46 213.61
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6.4 Parameter Study

In this section, a parametric study investigating the change of back skin displacement, average
force, total and specific energy absorbed, distribution of energy absorption, foam compression
and strain with varying density and thickness is presented. First, a variation of density, while
keeping the thickness constant is presented. Second, a variation of foam core thickness for
XPS-250, XPS-400, and XPS-700 is presented. Finally, a variation of thickness and density,
keeping the foam core mass constant, is presented. Numerical results were obtained for Al sand-
wich panels exposed to 10, 15 and 25 bar firing pressure and for AIS sandwich configurations
exposed to 25 and 35 bar firing pressure. The general trends, commonalities and interesting
observations for the parametric study will be presented with selected illustrative plots. For a
more comprehensive presentation of the results the reader is referred to Appendix C.

6.4.1 Density

The density-dependent model presented in Section 4.3.4 is applied to obtain material param-
eters for a foam density range that spans from 30 to 100 kg/m?. It was also attempted to
obtain material parameters for densities below 30 kg/m?. However, the resulting stress-strain
curves provided by the density-dependent model significantly deviated from the stress-strain
curves of the other foam densities and was therefore discarded. In Appendix C.1 all results for
a variation of foam density can be seen.

Figure 6.21a and 6.21b shows the variation of maximum displacement on the back skin and the
average force between the back skin and the back clamping frame for sandwich components
exposed to 15 bar firing pressure, respectively. The results illustrate the expected trend for
all components, where an increase in the density of the foam core gave a decrease in midpoint
displacement for the back skin and a simultaneous increase in average force. The increase in
average force was seen to be approximately 10 to 20 kN in the different pressure ranges for a
variation of foam density. The slope was noticeably steeper for the decrease in displacement in
the range of 30 to 60 kg/m?, with the deformation curves stabilizing with a further increase of
density, as seen in Figure 6.21a. These observations agree with the small percentage of foam
compression for densities exceeding 60 kg/m?> observed for all components, which can be seen
in Appendix C.1. Moreover, this suggests that for the densities beyond 60 kg/m?3 there was
negligible activation of the foam cores for the sandwich configurations tested in the pressure
range of 10 to 35 bar.

An interesting observation from the variation of foam density was the changing degree of
foam activation, obtained through the percentage of foam compression in the pressure range
investigated. In Figure 6.22 the percentage of foam compression for Al and AIS sandwich
components exposed to 10 and 15 bar, and 25 and 35 bar firing pressure, respectively, with
a variation of density, are shown. It is seen that sandwich components with the lowest foam
density experienced a rapid increase in foam compression before stabilizing at higher pressures.
Similar behavior was shown for larger densities, such as 40 kg/m? and 50 kg/m?, with the
rapid increase taking place at higher load levels than for the lower densities, shown in Figure
6.22. This indicates that the degree of foam activation is highly dependent on blast intensity
levels. The small percentage of foam compression for larger densities for the Al configuration
might also be due to the softness of the aluminum alloy utilized.
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Figure 6.21: Back skin displacement (left) and contact force (right) between component and
back clamping frame for a variation of foam core densities in Al components exposed to a firing
pressure of 15 bar.
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Figure 6.22: Foam compression in percent with a variation of foam density for Al and AlS
components exposed to 10 and 15 bar (top), 25 and 35 bar (bottom) firing pressure respectively.
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To investigate the change of energy absorbed in sandwich components with varying density the
energy and specific energy absorption was studied along with the percentage of total energy
absorbed by the foam core, back and front skin for all components. A high total energy
absorption combined with a high percentage of absorption in the foam core is desirable. Figure
6.23a and 6.23b shows the specific and total energy absorbed in Al and AlS components exposed
to firing pressures of 15 and 35 bar, respectively, with a variation of foam core density. For
all sandwich configurations at different firing pressures, it was observed that the total energy
absorbed decreased for increased foam densities, as seen in Figure 6.23.
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Figure 6.23: Absorbed energy (solid lines) and specific energy absorption (dotted lines) with
a variation of foam density for Al and AlS components exposed to a firing pressure of 15 bar
(left) and 35 bar (right), respectively.

Figure 6.24 shows the percentage of energy absorbed in the front and back skin and the foam
core for sandwich components exposed to 10, 15, 25 and 35 bar firing pressure, with a variation
of foam density. For sandwich components exposed to 10 and 15 bar firing pressure the lowest
foam density provided the most desirable distribution of energy absorbed in the foam core and
back skin, as seen in Figure 6.24a and 6.24b. However, for sandwich components exposed to
25 bar firing pressure a maximum and minimum was observed for the percentage of energy
absorbed by the foam core and back skin, respectively, at a foam core density of 40 kg/m?,
shown in Figure 6.24c. This finding suggests an optimal foam density for foam activation
regarding energy absorption. Further, the maximum and minimum percentages were found at
a foam density of 50 kg/m? for a firing pressure of 35 bar, as seen in Figure 6.24d, suggesting
that the optimal foam density is increasing with increasing blast intensities.
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Figure 6.24: Percentage of energy absorbed in the foam core, back and front skin with a
variation of foam density for Al and AIS components exposed to a firing pressure of 10 and
15 bar (top), 25 and 35 bar (bottom), respectively.

In Figure 6.25 the percentage of recorded strain compared to the densification initiation strain is
shown for a variation of foam density. In Figure 6.25, it is noticeable that the density exhibiting
strains closest to the densification initiation strain (DIS), for all firing pressures, corresponds
to the density providing the optimal foam core density described above. This supports the
proposed relation between the densification initiation strain and the optimal foam density
concerning energy absorption, described in Section 6.3.2.
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Figure 6.25: Foam core strain over densification initiation strain (DIS) in percent with a
variation of foam density for Al and AIS components exposed to a firing pressure of 10 and
15 bar (top) and 25 and 35 bar (bottom), respectively.
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6.4.2 Thickness

In this section a variation of foam thickness for XPS-250, XPS-400 and XPS-700 is presented.
The foam thickness studied are 25, 50, 75 and 100 mm. In Appendix C.2 and C.3 the results
for the variation of thickness can be seen plotted against density and thickness, respectively.

Figure 6.26a and 6.26b shows the midpoint deformation of the back skin for a variation of foam
core thickness of XPS-250, XPS-400 and XPS-700 for Al and AlS components, respectively.
It is seen that midpoint displacement of the back skin was reduced with increasing thickness.
Additionally, it is observed that for higher pressures the decrease of deformation is smaller,
which indicates a higher degree of foam compression.

Figure 6.26c and 6.26d illustrates the variation of average force between the back skin and
the back clamping frame with a variation of foam core thickness for Al and AIS components
subjected to firing pressures of 10 and 35 bar, respectively. In Figure 6.26¢, the variation of
average force is observed to be small for lower pressures. However, a slight decrease in average
force was observed for increased pressures, as seen in 6.26d. The observations indicate that
the average force is not very sensitive to foam thickness, at least not in the investigated blast
loading regime.
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Figure 6.26: Deformation of back skin (top) and average force between back skin and back
clamping frame (bottom) with a variation of foam thickness for Al and AlS components exposed
to a firing pressure of 15 bar (left) and 35 bar (right), respectively.
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The percentage of the total energy absorbed in the foam cores, with a variation of foam
thickness for Al and AIS components, is seen in Figure 6.27. An increase in the percentage of

energy absorbed in the foam core is seen with increased thickness for XPS-250, XPS-400, and
XPS-700.
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Figure 6.27: Percentage of energy absorbed in the foam core with a variation of foam thickness
for Al sandwich components exposed to a firing pressure of 15 bar (left) and for AIS sandwich
components exposed to a firing pressure of 35 bar (right).

Figure 6.28a and 6.28c show total and specific energy absorbed with a variation of foam core
thickness for Al and AIS components exposed to 15 and 35 bar firing pressure, respectively. It
is seen that the specific energy absorbed is fairly constant for all components with a variation of
foam thickness. In Figure 6.28b and 6.28d the percentage of foam compression with a variation
of foam thickness for panels exposed to 15 and 35 bar can be seen. Interestingly, for low blast
intensities and high foam densities, the total energy absorbed seem to be constant or decreasing
for increased foam thickness. This effect is likely due to the reduction of back skin displacement,
i.e., reduction of energy absorption in the back skin, while the foam cores experience low levels
of compression. The increase in total energy absorbed for increasing foam thickness for low
densities at low load levels is explained by the high degree of foam activation. When the load
level is increased, as seen in Figure 6.28c, an increase in the total energy absorbed can be seen
for all components, accompanied with a high level of foam compression, as seen in Figure 6.28d.
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6.4.3 Constant Mass

In this section, a variation in foam thickness and density, to keep the mass of the foam core
approximately constant, is presented. When both parameters are varied simultaneously the
importance of each parameter can be evaluated for different effects. The foam density and
thickness spans from 33 to 100 kg/m? and from 25 to 81 mm, respectively, when the foam
mass is kept approximately constant. The variation of thickness and density for the foam core
can be seen in Table 6.10. In Appendix C.4 results presenting back skin displacement, average
force, total and specific energy absorbed, distribution of energy absorption, foam compression
and strain for constant foam mass can be found.

Table 6.10: Foam core thickness, density and mass studied in the parameter study on approx-
imately constant mass.

Thickness Density Mass

[mm]  [kg/m?]  [kg]

81.0 33.0 1016
68.0 37.0  0.960
50.0 50.0  0.955
36.0 700 0.955
25.0 100.0  0.948

For Al components exposed to firing pressures of 10 and 15 bar, only slight differences were
observed for deformation of the back skin. The variation of average force between the back skin
and the clamping frame for the Al components exposed to 15 bar was observed to be small as
well. Figure 6.29a and 6.29b show the average reaction force recorded for a variation of foam
density and thickness for AlS components exposed to 25 and 35 bar, respectively. The average
force for the AlS components displayed conflicting results, as seen in Figure 6.29. A decrease
in force was expected for the components with lower foam densities and larger thickness. A
decrease in average force was seen between the component with a core of density 70 kg/m?
and thickness of 36 mm and the core of density 37 kg/m? and thickness of 68 mm, as seen in
6.29a. However, an increase of average force was seen between the component with a core of
density 37 kg/m? and thickness of 68 mm and the core of density 33 kg/m? and thickness of
81 mm. The reason for this behavior is not yet known.

Figure 6.30 presents the total and specific energy absorbed with a variation of foam density
and thickness for Al and AIS components subjected to 10, 15, 25 and 35 bar firing pressure. A
reduction of total and specific energy absorbed can be observed with increasing foam density
and decreasing thickness for all components. The reduction is less pronounced for the specific
energy absorbed. The observed trend is similar to the change in total and specific energy
seen for a variation of density in Section 6.4.1, which indicates that the effect of foam density
dominates the total and specific energy absorbed.
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Figure 6.29: Average force between the back skin and back clamping frame with a variation of
foam density and thickness with constant foam mass for AIS components exposed to a firing
pressure of 25 (left) and 35 bar (right).
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Figure 6.30: Absorbed energy and specific energy absorption with a variation of foam density
and thickness with a constant foam mass Al and AIS components exposed to a firing pressure
of 10 and 15 bar (top) and 25 and 35 bar (bottom), respectively.
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In Figure 6.31 the displacement of the back skin and the percentage of energy absorbed in the
back and front skin and the foam core for AIS components can be seen. A minimum is observed
for back skin displacement for foam core densities of 37 and 50 kg/m?. This minimum is also
found as a maximum of the percentage of energy absorbed in the foam core and a minimum
in the percentage of energy absorbed in the back skin as seen in Figure 6.31. This suggests
an ideal foam core density for minimization of back skin displacement and a maximization of

the percentage of energy absorbed in the foam core. The downside is, however, the decrease in
total energy absorbed.
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Figure 6.31: Deformation of back skin (left) and percentage of energy absorbed in the foam
core, back skin and front skin (right) with a variation of foam density and thickness with a

constant foam mass for AlS components exposed to a firing pressure of 25 (top) and 35 bar
(bottom).
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6.5 Main Findings

In this section, the main findings from the validation of the reference model regarding pressure
histories, midpoint displacement and deformation profiles are presented. The findings from
the study of numerically obtained properties not captured by the experimental setup are also
listed. Finally, the findings of the parameter study investigating the effects of varying foam
density and foam thickness independently and together, while keeping the foam mass constant,
are also presented.

6.5.1 Validation of Reference Model

e Validation of numerically applied idealized pressure curves against experimentally recorded
pressure histories showed general agreement on the shape of pressure histories with the
numerical pressure curves having a slightly larger peak reflected pressure value. The
idealized pressure curves were considered a controlled, conservative and fairly accurate
representation of the blast loading scenarios.

e A comparison of experimentally and numerically obtained midpoint displacement histo-
ries showed good agreement on the shape of the curves obtained. Generally, the midpoint
displacement obtained numerically overestimated the experimental displacements, where
the effect was more pronounced for higher firing pressures. Some exceptions were ob-
served, where the displacement histories were very similar.

e Deformation profiles obtained numerically and experimentally at similar midpoint de-
formation levels were compared, which showed good agreement between the two. The
deformation evolution initiating at the edges of the blast loaded area and propagating
towards the center was captured well numerically.

6.5.2 Further Numerical Results

e Further numerical study of foam compression showed significant deviations between the
results obtained from the scanning with RAA of skins post-experiment and numerically
obtained foam compression, where numerical results showed a decrease of foam compres-
sion with an increase in foam core density.

e A comparison of numerically obtained effective plastic strain values and the densification
initiation strain obtained from numerical compression tests provided a useful qualitative
measure of energy absorption capabilities of the sandwich components.

e Numerical investigation showed a decrease of energy absorbed with an increase of foam
core density. For the AlS configuration, an increase in the fraction of energy absorbed in
the back skin was observed compared to the Al configuration.

e Foam core energy absorption fraction is obtained to decrease for Al sandwich panels,
while an increase for AIS sandwich panel exposed to 35 bar is seen. A maximum for
foam absorption fraction is obtained for Al and AIS panels with XPS-400 core exposed
to 25 bar firing pressure.

117



e When studying the specific energy absorption, the same trends are observed as when
studying the energy absorption, but the decrease with foam density is more pronounced.
At low load levels, the components without foam cores and with low-density cores have
a similar specific energy absorption due to the low foam compression.

e The reaction forces recorded in numerical simulations showed a general increase with the
increase of foam density. The variation within average force for sandwich panels subjected
to the same firing pressure is fairly small.

6.5.3 Parameter Study

e An increase in foam core density showed a decrease in midpoint displacement of the back
skin and an increase in average force recorded, with densities above 60 kg/m? showing
only slight differences in displacement.

e Foam activation measured in foam compression was seen to have a rapid increase before
stabilizing at high levels of compression. This effect was seen to occur at higher firing
pressures for higher foam densities.

e When the distribution of energy absorbed was inspected it was seen that for lower levels of
firing pressure the percentage of energy absorbed in the foam core was maximized while
the percentage of energy absorbed in the back skin was minimized for low foam core
densities. This maximum and minimum were observed to correspond to increased foam
core densities for increased firing pressure. These maximums and minimums were also
observed to correspond to the strain levels closest to the densification initiation strain.

e Trends captured by varying density was also captured when increasing thickness of XPS-
250, XPS-400 and XPS-700 foam core.

e An increase in foam core thickness reduced the deformation of the back skin, with the
effect being more pronounced at lower levels of firing pressure.

e For increased foam thickness the fraction of energy absorbed in the foam core was observed
to increase, while the total energy absorbed decreased for higher foam densities at low
firing pressures. For higher pressures, the total energy absorbed increased for all foam
densities.

e For a constant foam core mass a minimum in the displacement of the back skin was found
for AIS sandwich components. The deformation minimum was seen to correspond to a
maximum and minimum in the percentage of energy absorbed in the foam core and back
skin, respectively.
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Chapter 7

Summary and Discussion

This chapter aims to compare and discuss the most important results presented in this thesis.
The results from the preliminary study, which aimed to establish and evaluate a reference
model, provide a firing pressure range for the experimental program and numerically evaluate
different boundary conditions, will be discussed. A discussion of the material tests performed
and the material models applied will be presented. The focus will be given to limitations of
the setup and conduction of the experimental program, as well as a summary and discussion
of the main findings. Conclusively, the numerical work done to validate the reference model
and performed during the parameter study will be discussed.

7.1 Preliminary Study

A preliminary study was conducted during the early stages of this thesis. A reference model
was established, and the effects of parameters such as friction coeflicients and mesh size were
evaluated. One of the goals for the preliminary study was to determine a firing pressure
range for the experiments planned. This was done to avoid undesirable experimental results
such as complete fracture and very small deformations. This was especially important for
the Al experiments because the aluminum skins were prone to fracture at relatively low firing
pressures. The main challenge when suggesting a firing pressure range for the experiments
was the highly mesh dependent mechanism of stress localization and fracture in the numerical
simulations. The preliminary study also served as an efficient evaluation of the effects of
different proposed boundary conditions before the experimental work was carried out.
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7.2 Material Tests

To increase the accuracy of the numerical model and to obtain a more accurate description of
the behavior of the specific batch of AA1050-H14 aluminum alloy, uni-axial tension tests were
performed on dog-bone specimens from the same batch as the skins used in the experimental
program. From the material tests, it was observed that the 0-degree tests exhibited necking
at a lower stress than the 45-degree and 90-degree tests. The O-degree tests also experienced
fracture at a higher strain than the other tests which suggests a more ductile behavior. Due to
conservative results for the component test, the material parameters obtained from calibration
of the 0-degree tests were used in further numerical simulations. Considering the anisotropic
nature of the AA1050-H14 aluminum alloy, the use of an isotropic material model is a sim-
plification of the material behavior. However, it is a reasonable simplification considering the
rather similar behavior in the three directions. The fracture criterion was calibrated by trial
and error in numerical simulations and can be calibrated more accurately by examination of
the critical element in the model. The material parameters used for the steel skins in the thesis
was also simplified as isotropic even though studies have shown a slightly anisotropic behavior

for the steel DOCOL 600DL [1].

For the three variations of XPS foam used in this study; XPS-250, XPS-400, and XPS-700,
no material tests were conducted. However, results from previously performed material tests
by Sigurdsson [3] was used to study the densification initiation strain and to validate the nu-
merical models for the compression tests of the foam types. Calibrated material parameters
for the XPS foams were taken from a previous study conducted by Berdal and Bjgrgo [33] and
showed good agreement with the experimental results from Sigurdsson’s study. The compres-
sion tests conducted in [3] was performed with a strain rate of 107 s~!. One limitation of
the variation of the Deshpande-Fleck model utilized is that it does not take strain rate into
account. Considering the nature of a blast loaded sandwich panel, higher strain rates than the
ones used in [3] is expected, which is confirmed by observation of strain rates of over 500 s™*
in the numerical simulations. This discrepancy between the strain rate in the material test
and the strain rate expected under blast load scenarios introduces uncertainties regarding the
material parameters utilized. Additionally, it reduces the applicability of the calculated densi-
fication initiation strain calculated in Section 4.3.3 in an evaluation of the energy absorption
capabilities of the numerically investigated sandwich components. To increase the applicabil-
ity of the densification initiation strain and the accuracy of the material parameters applied in
the Deshpande-Fleck model, XPS foam should be tested for increasing strain rates. Another
possibility is the implementation of strain rate dependence in the numerical model.

To be able to assess the protective and energy absorption capabilities of foam with a density
outside or between the densities used in the experimental program, a density-dependent mate-
rial model was introduced. For validation, similar densities as XPS-250, XPS-400, and XPS-700
were used as input in the density-dependent model, and numerical results were compared to
experimental results from the study done by Sigurdsson [3]. Good agreement and accuracy
were observed for the density-dependent model for strains below 1.5, with growing deviations
for larger strains. The validity and accuracy of the curve fit used to calibrate the constants
of the density-dependent model is uncertain outside of the density range of the experimental
material testing program, due to a lack of compression test data on different densities of XPS.
Undesired stress-strain behavior was obtained for densities outside a density range of 30 to
60 kg/m3. To obtain a more accurate curve fit of the constants used in the model a greater
variety of foam densities should be experimentally tested. It is also worth mentioning that the
derivation of the density-dependent model is based on aluminum foams, instead of polymeric
foams, in a study by Reyes et al. [32].
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7.3 Component Tests

The experimental program of this thesis included fourteen component tests exposed to different
firing pressures in the SSTF. The objective of the experimental program was to document,
investigate and compare the structural behavior of sandwich components exposed to blast
loading. The experimental setup facilitating an object of this nature is fairly complex and has
proven to provide valuable insight and results on the structural behavior of different sandwich
configurations exposed to blast loading. However, the experimental setup has clear limitations,
and the routines directing the conduction of the experiments can also be improved.

Concerning experimental data, the current setup provides information recorded from the pres-
sure sensors and the high-speed cameras. This limits the investigation of the structural behavior
to a study of the back skin of the test specimen and the pressure history of the experiment
performed. The absence of experimental data on the behavior of the front skin is limiting when
investigating trends and evaluating the protective and energy absorption capabilities of a sand-
wich component. The 3D-DIC analysis is limited to data collection on the back skin, as well.
In this thesis, an attempt was made to obtain experimental data on the deformation of the
front skin, by introducing the laser scanning of plates post-experiment, where the conditions
of the scan were different from the conditions in the test rig in the SSTF. Another limitation
is the absence of recorded force and energy absorption during experiments. In the evaluation
of protective capabilities, the information of force transferred from a protective component to
its boundaries is of great value. The same applies for a quantifiable measure of the energy
absorbed in the component, and the percentage of energy absorbed in the different parts of a
sandwich panel.

Regarding the routines followed during the conduction of the experimental program, there are
several sources of error. In addition to the video captured by the high-speed cameras during
the short time interval of blast loading, an image should be captured after the loading and
before the dump tank is opened, from the same cameras. This will facilitate a 3D-DIC analysis
providing information on deformation at a more permanent stage for the component. The
sandwich panels should also be dissected, and a more thorough manual measurement should
be obtained of the deformation of the front and back skin and the foam compression at different
points on the deformation profile.

For the Al configurations the components exposed to 10 bar firing pressure suggested a trend
where there was a negative correlation between foam density and maximum midpoint displace-
ment. This was partially supported by the results from the components exposed to 15 bar
firing pressure. The results were less conclusive for the components exposed to 15 bar because
fracture was observed. These fracture observations suggest that there exists a capacity limit
between 10 and 20 bar regarding firing pressure before fracture for a sandwich component with
the specific configurations tested. It is also suspected that this limit is higher for a sandwich
component with the low-density XPS-250 foam as a core than components utilizing foam cores
of higher densities, which is an interesting observation regarding the protective capabilities of
this sandwich configuration. The results from the experiments conducted on AlS configurations
were seen to support the trends observed for the Al configurations. An interesting observation
was that there was no fracture recorded for the AIS components, even for significantly increased
firing pressures. This suggests that in a protective application of the sandwich components, a
useful measure to avoid fracture would be to utilize a back skin of steel while using an aluminum
plate as a front skin to minimize the weight of the component.
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Experimental pressure data was recorded during the experiments. The pressure histories for
10, 15, 25 and 35 bar firing pressure showed high accuracy between recorded firing pressure
and nominal firing pressure. Additionally, minimal variation was observed for the incident
pressure recorded for the same nominal firing pressure. These findings suggest an accurate,
controlled and repeatable technique of producing blast loading scenarios. Deviations between
peak reflected pressure recordings for the same nominal firing pressure was observed and may
be due to deformation of the test specimen and fluid-structure interaction effects. Pressure
leakage from the driven section to the dump tank was seen to increase with firing pressure
and was assumed to cause vibrations in the Plexiglas between the high-speed camera and the
test specimen. The vibrations affect the pictures used in the 3D-DIC analysis, causing the
nonphysical oscillations in midpoint displacement observed for test specimen exposed to 35 bar
firing pressure. Similar results were obtained by Sigurdsson for increased firing pressures.

As mentioned, one of the limitations of the experimental setup is the lack of experimental
results on the structural behavior of the front skin of the sandwich components. To obtain
more extensive data on the back skins and front skins of the tested components a selection
of skins were scanned using the RAA scanning arm after the skins were detached from the
test rig. The point cloud provided by the scanning procedure produced accurate visualizations
of the deformed plates. However, meaningful comparisons were limited due to the results
obtained from 3D-DIC analysis illustrated the structural behavior of the back skin during
experiments in the test rig, while the scanning was performed after the components were
detached from the test rig and deformations due to elastic effects had taken place. This
introduced uncertainties concerning the relative displacement between the front and back skin
of the sandwich components. Although non-ideal conditions while scanning was present, a
qualitative comparison of the deformation profiles obtained with 3D-DIC and the robot arm
scan was performed. The comparison showed good agreement regarding deformation shape
of the back skin, which suggested a rounder and more distributed deformation shape for the
components with a foam core of XPS-250 than the two other XPS-types.

For the completeness of the experimental work done in this thesis, results from a study done
by Sigurdsson [3] was included, where some of the previously mentioned trends were captured.
In the study done by Sigurdsson, pressure leakage was also present. This was evident from
the large oscillations and the incomplete midpoint displacement histories. It was also observed
that sandwich panels with steel front and back skins the proportional increase in maximum
midpoint displacement for an increase in firing pressure was smaller than for skin configurations
including aluminum.
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7.4 Numerical Work

As a part of the evaluation of the accuracy of the reference model a comparison of experimen-
tally obtained pressure history curves and numerically applied pressure curves were performed.
Generally, the idealized pressure curves were observed to have a greater peak reflected pressure
and a longer duration of the positive phase. It was also observed that the deviation in peak
reflected pressure increased for higher load levels. However, the idealized curves were consid-
ered a conservative, consistent and fairly accurate representation of the actual pressure loads
compared to the method of extrapolation of experimentally obtained results with a curve fit of
the Friedlander equation.

For the Al components exposed to 10 bar firing pressure, a consistent agreement between ex-
perimental and numerical midpoint displacement results was observed. For the components
exposed to 15 bar firing pressure, the comparison was less meaningful due to fracture in the
experimental components. However, the numerical results for the sandwich components that
did not reach fracture captured the shape of the experimental results with similar values of
midpoint displacement. Stress localization and fracture are highly mesh dependent. Therefore,
a model with a mesh more refined than in the reference model should be utilized to simu-
late components loaded close to its capacity to obtain more accurate results. The numerical
simulation for the components exposed to 25 and 35 bar firing pressure showed behavior that
generally overestimated the midpoint deformation recorded experimentally. In general, the
shape of the midpoint displacement histories was captured by the numerical simulations with
sufficient accuracy compared to the experimental data, with a slight overestimation of the
deformation level by the numerical simulations.

For additional validation of the numerical model, deformation profiles were compared between
numerically obtained results and experimental results obtained with 3D-DIC. It was observed
that the numerical results captured the mechanism where the deformation initiated at the
edges of the front skin and propagated towards the center. It was generally seen that the
relatively simple numerical model achieved accurate and valuable results for a problem of high
complexity. Further numerical study of mechanical properties such as foam compression, strain
compared to densification initiation strain, energy absorbed and reaction forces gave valuable
insight on the behavior of the sandwich configurations at hand and served as a starting point
for the following parametric study. In the parametric study conducted, the focus was on
variations of the foam core, where foam thickness and foam density were varied separately and
then simultaneously where the mass of the foam core was kept constant.

A decrease in deformation of the back skin was found for an increase in both foam density
and thickness when the two parameters were varied separately. For the simultaneous variation,
a minimum of back skin deformation was found for high pressures. This minimum was seen
to correspond to a maximum of the percentage of energy absorbed in the foam core and a
minimum of percentage absorbed in the back skin. The findings suggest that an optimal foam
core configuration can be found to minimize the deformation and fraction of energy absorbed
in the back skin while simultaneously maximizing the activation of the foam core regarding the
percentage of energy absorbed. This optimal foam core configuration was also seen to change
for a variation of pressure which suggests that an optimal foam configuration is dependent on
the subjected pressure. For an optimal foam core configuration for different firing pressures
regarding energy absorption, an investigation of the effect of a non-constant (graded) foam
density would be interesting.

123



When performing a parameter study to evaluate the energy absorption capabilities of a sand-
wich structure, there are a vast amount of parameters to consider. In this study, the goal
was to investigate the effects of different foam core variations, to explore trends and general
behavioral patterns. A sandwich panel is a complex component, where the combinations of
geometries, materials, etc. allows for an infinite number of configurations. Therefore, design
and performance requirements are essential in an evaluation or optimization of a sandwich
panel. For optimization of components of similar complexities with regards to, for example,
back skin deformation, force transferred to the primary structure, energy absorption, total
mass of panel, or any combinations of the latter, a comprehensive optimization scheme has to
be utilized. The variation of single parameters, one by one, does not give sufficient information
to conclude on the protective capabilities of a sandwich component. However, a parametric
study of this nature may provide a set of starting points in the design of protective sandwich
components.
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Chapter 8

Conclusion

The primary objective of this thesis was to investigate, both experimentally and numerically,
the mechanical response of sandwich components, with foam cores of various densities, to a
range of blast loading scenarios. Below, the main findings of the study are shown.

The preliminary study served to establish a relatively simple, accurate and computational
viable reference model and suggest an experimental program.

Accurate material parameters were obtained from tension tests performed on the AA1050-
H14 aluminum alloy. A density-dependent model was introduced to study foam core
densities outside and between the densities of the experimental program. The model was
utilized to investigate the structural response of sandwich panels but was observed to
give unsatisfactory results for densities outside the density range of 30 to 60 kg/m3.

Experimental results for sandwich components showed a negative correlation between
foam density and displacement levels and rounder and more distributed deformation
profiles for sandwich panels with low-density foam cores, which suggest a higher degree
of foam activation.

Fracture in components with aluminum skins subjected to 15 bar firing pressure suggests
that there exists a firing pressure capacity that lies between 10 and 20 bar for this
sandwich configuration.

Recorded pressure histories suggested an accurate reproduction of blast scenarios and
showed signs of pressure leakage from the driven section into the dump tank, during
experiments.

The validation of the reference model showed good agreement between numerical and ex-
perimental results, with a general overestimation of deformation in the numerical results.

In the parameter study, the effects of foam density and thickness concerning protective
capabilities of sandwich panels were investigated. Results indicating an optimal foam core
configuration, for parameters such as back skin displacement, the percentage of energy
absorbed in foam core and back skin, was found. The optimal foam core configuration
was observed to be dependent on firing pressure.

The general observation is that sandwich panels are complex components that serve as excellent
energy absorbents in protective applications if the correct configuration is selected. Numerical
simulations were seen to predict the structural response of the components with sufficient
accuracy. However, to numerically optimize the energy absorption of sandwich panels an
elaborate optimization scheme should be utilized.
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Chapter 9

Further Work

Due to the range of research fields affecting the work included in this thesis, there are several
possible extensions related to its topics. The primary objective of this thesis was to investigate,
both experimentally and numerically, the mechanical response of sandwich components, with
foam cores of various densities, to a range of blast loading scenarios. The work has naturally
been limited by time constraints and the number of material and component tests performed.
In Chapter 7 several topics and extensions not covered have been pointed out for further work,
many of which stem from challenges encountered during the work. Below, suggestions for
further work are listed.

e Perform compression tests on a greater variety of XPS densities to increase accuracy and
validity of the density-dependent model. A density-dependent model is a useful tool in
the numerical investigation of the mechanical behavior of XPS-foam outside or within
the densities of the performed compression tests.

e Perform tension tests on XPS-foam to calibrate an accurate fracture criterion. For more
accurate numerical simulations of the behavior of XPS-foam, it is suggested that an
energy-based fracture criterion is calibrated from tension tests on the material.

e Perform compression tests on XPS-foam with higher strain rates and utilizing a material
model that is strain rate dependent. A discrepancy between the strain rate applied in the
compression tests performed on XPS and the strain rate recorded in numerical simulations
was found. To address this, it is suggested that compression tests with increased strain
rates are performed. It could also be beneficial to incorporate strain rate dependency
in the material model. The measures suggested would provide more accurate numerical
results and increase the applicability of the densification initiation strain as a parameter
for evaluation of energy absorption capabilities in XPS.

e Investigate the behavior of foam cores with non-uniform (graded) density through com-
pression tests. Considering that findings suggested that the optimal foam core density
was dependent on firing pressure, it would be beneficial to investigate the mechanical
behavior of a graded density foam through compression tests.
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e Extend the current experimental setup to be able to record reaction force and provide
information about front skin and foam behavior. As mentioned in Section 7.3, the cur-
rent experimental setup provides limited data with regards to reaction force, front skin
and foam behavior. The introduction of windows allowing the high-speed cameras to
capture the deflection of the front skin could be a beneficial modification of the current
experimental setup.

e Extended post-experiment measuring routines. To obtain more comprehensive experi-
mental data, several additions to post-experimental routines can be made. Using the
aforementioned RAA for scanning of the front and back skin should ideally be done when
the components are still fastened in the test rig, to achieve more similar conditions to
the conditions of the DIC analysis. It is also suggested that a picture is taken with the
high-speed camera after applied loading to obtain results on a permanent state of defor-
mation. It is also suggested that the front skin and foam are measured post-experiment
by, for example, dissecting the sandwich panels.

e Perform shock tube experiments on additional sandwich configurations. The aluminum
alloy used as skin material in this study is a fairly weak aluminum alloy. It is suggested
that an aluminum alloy of increased strength is used as skin material in further studies,
and as a comparison to the alloy used in this thesis. As mentioned above, a foam core of
graded density is an intriguing subject of further studies and should be utilized as a core
in sandwich panels tested in SSTF. It was found that the fraction of energy absorbed in
the front skin was approximately constant for a majority of the sandwich configurations
tested numerically. It is suggested that this observation is tested further empirically and
numerically by investigating the substitution of the front skin with a very light membrane
material or something of similar capacity to reduce the weight of the component.

e Perform further numerical studies of the strain distribution and magnitude in the sand-
wich components. In this thesis, the densification initiation strain was proposed as a
useful parameter for the evaluation of energy absorption capabilities of sandwich compo-
nents, by comparison of numerically obtained strains. The strain was extracted at the
front center element of the foam core. In further studies, a more comprehensive evalua-
tion of the strain distribution and magnitude should be considered to increase the validity
of the densification initiation strain as a useful measure of energy absorption capabilities.

e Conduct an in-depth study of the reaction forces between the sandwich component and
back clamping frame. In this thesis, the numerically obtained reaction forces showed
significant oscillations. This is suspected to be due to dynamic effects caused by bolt
deformations. It is suggested that further studies on the boundary conditions of the back
clamping frame regarding force transfer and dissipation are performed.

e Account for FSI in the numerical simulations. The blast load can be modeled more
realistically by performing FSI simulations, by accounting for the effect of structural
deformation on the applied load and visa versa.

e Introduce and apply a comprehensive optimization tool for numerical studies of sandwich
panels. In the parameter study performed in this study, it was observed that there were
considerable challenges regarding optimization of a sandwich component because of the
vast amount of parameters and suspected cross-linked effects. It is therefore suggested
that a comprehensive optimization scheme is introduced to improve the optimization of
sandwich components concerning critical variables.
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Appendix A

Measurements of Foam Density

For the XPS-250, XPS-400 and XPS-700 foam specimens used in the experiments, a nominal
density of 33 kg/m3, 37 kg/m?® and 50 kg/m3, respectively, was provided. However, the real
densities may deviate from the nominal densities. Table A.1 and A.2 shows measured and
calculated real densities for the foam specimens. The 24 pre-drilled holes were also accounted
for in the volumetric calculations.

Table A.1: Measurements and calculated density for all foam specimens used as core in sand-
wich panels with aluminum skins.

Weight Height Length Width Density
lgl  [mm| [mm] [mm] [kg/m’]

SW_Al 250 P10 531.3 51.00 600.83 585.00  31.33
SW_ Al 400 P10 682.1  53.49 625.00 585.00 37.38
SW_Al 700_P10 869.4  50.12 623.00 585.00 51.11

SW_Al 250 P15 556.0 51.29 585.00 585.00  31.68
SW_Al 400 P15 681.0 53.54 625.00 585.00 37.34
SW_Al 700 _P15 8264  50.78 588.00 585.00  50.09

Test Name

Table A.2: Measurements and calculated density for all foam specimens used as core in sand-
wich panels with aluminum and steel skins.

Weight Height Length Width Density
lgl  [mm|  [mm|] [mm] [kg/m?|
SW _AIS 250 P35 5329  51.10 602.50 585.00  31.26

SW_AIS 400 P35 674.3 50.34 603.33 585.00  37.95
SW_AIS_700_P35 867.3  50.27 623.67 585.00  50.68

Test Name
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Appendix B

Component Test
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SW _Al 250 P10

Figure B.3: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum skins and XPS-
250 foam core exposed to 10 bar firing pressure.
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SW _Al 400 P10

Figure B.6: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum skins and XPS-
400 foam core exposed to 10 bar firing pressure.
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SW_Al 700 P10

Figure B.9: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum skins and XPS-
700 foam core exposed to 10 bar firing pressure.
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SW _Al 250 P15

Figure B.12: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum skins and XPS-
250 foam core exposed to 15 bar firing pressure.
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SW Al 400 P15

Figure B.16: Picture of front skin (top), foam (top middle) and back skin (bottom middle)
deformation and the clamped component (bottom) of sandwich panel with aluminum skins and
XPS-400 foam core exposed to 15 bar firing pressure.
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SW_Al 700 P15

Figure B.20: Picture of front skin (top), foam (top middle) and back skin (bottom middle)
deformation and the clamped component (bottom) of sandwich panel with aluminum skins and
XPS-700 foam core exposed to 15 bar firing pressure.
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S _AIS P25

Figure B.22: Picture of front skin (top left) and back skin (top right) deformation and the
clamped component (bottom) of aluminum and steel skin without foam core exposed to 25 bar
firing pressure.
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S AIS P35

Figure B.24: Picture of front skin (top left) and back skin (top right) deformation and the
clamped component (bottom) of aluminum and steel skin without foam core exposed to 35 bar
firing pressure.
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SW_AIS 250 P35

Figure B.27: Picture of front skin (top), foam (middle left) and back skin (middle right and
bottom left) deformation and the clamped component (bottom right) of sandwich panel with
aluminum and steel skins and XPS-250 foam core exposed to 35 bar firing pressure.
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SW _AIS 400 P35

Figure B.30: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum and steel skins
and XPS-400 foam core exposed to 35 bar firing pressure.
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SW_AIS_ 700 P35

Figure B.33: Picture of front skin (top), foam (middle) and back skin (bottom left) deformation
and the clamped component (bottom right) of sandwich panel with aluminum and steel skins
and XPS-700 foam core exposed to 35 bar firing pressure.
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C.1 Foam Density

Aluminum skins exposed to 10 bar
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Figure C.1: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of density for sandwich components with aluminum front and
back skin exposed to firing pressure of 10 bar.
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Aluminum skins exposed to 15 bar

504 70
65
45
'é‘ 60
E40 _
2 E 55
g35 T 50
(o]
k) £ 45
% 30
[a] 40
254
35
20 30
30 40 50 60 70 80 90 100 30 40 50 60 70 80 90 100
Density [kg/m3] Density [kg/m?3]
100
6 —e— Front Skin
Foam
5 _ 80 —e— Back Skin
—_ X
= [
2, 4 S 60
— o .
: 3 g
o e - .
g 5 40 ~——— :
) g
w
20
1
0 0
30 40 50 60 70 80 90 100 30 40 50 60 70 80 90 100
Density [kg/m?3] Density [kg/m?3]
100 100
§ 80 80
c —_
i) 9
ﬁ 60 n 60
s )
€ <
S 40 c 40
€ 2]
©
(e}
w20 20
0 0
30 40 50 60 70 80 90 100 30 40 50 60 70 80 90 100
Density [kg/m?3] Density [kg/m?3]

Figure C.2: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of density for sandwich components with aluminum front and
back skin exposed to firing pressure of 15 bar.
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Aluminum skins exposed to 25 bar
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Figure C.3: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of density for sandwich components with aluminum front and
back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin exposed to 25 bar
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Figure C.4: Back skin displacement, reaction force between component and back clamping

frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,

back skin and front skin, percentage of foam compression and strain percentage of density

initiation strain for variation of density for sandwich components with aluminum front skin

and steel back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin exposed to 35 bar
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Figure C.5: Back skin displacement, reaction force between component and back clamping

frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,

back skin and front skin, percentage of foam compression and strain percentage of density

initiation strain for variation of density for sandwich components with aluminum front skin

and steel back skin exposed to firing pressure of 35 bar.
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C.2 Thickness

Aluminum skins exposed to 10 bar

o

o
wv
w

—e— T25 —e— T25
—e— T50 —e— T50
—e— T75 | —— T75
—e— T100 —e— T100

wu

o
w1
o

IS
e

Displacement [mm]
w N
°© °
Force [kN]
»
o

354

|
|

s e——
10 30
32.5 35.0 37.5 40.0 425 45.0 47.5 50.0 32.5 35.0 37.5 40.0 42,5 45.0 47.5 50.0
Density [kg/m3] Density [kg/m3]
3.54 100
—e— T25
3.0 +«— T50 —_
—— T75 & 80
=2:5] —e— T100 S -_
- 8 60
S 2.0 £ _— @ @ OO
> ~—
- -
815 S 10 -
g S o e
S0 2 \\—-— T25
© *— T50
S 20
0.5 —e— T75
—e— T100
0.0 0]
32.5 35.0 37.5 40.0 425 45.0 47.5 50.0 32.5 35.0 37.5 40.0 42,5 45.0 47.5 50.0
Density [kg/m3] Density [kg/m3]
100 100
—— T25 —e— T25
*— T50 «— T50
= 80 — T75 80 17
c —e— T100 —_ —e— T100
q"’v} 60 m 60
= )
£ =
S 40 g 40
E (%]
©
o
=20 \ 20
0 0
32.5 35.0 37.5 40.0 425 45.0 47.5 50.0 32.5 35.0 37.5 40.0 42,5 45.0 47.5 50.0
Density [kg/m?3] Density [kg/m?3]

Figure C.6: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 10 bar.
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Aluminum skins exposed to 15 bar
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Figure C.7: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 15 bar.
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Aluminum skins exposed to 25 bar
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Figure C.8: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin exposed to 25 bar
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Figure C.9: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front skin
and steel back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin

exposed to 35 bar
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Figure C.10: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front skin
and steel back skin exposed to firing pressure of 35 bar.
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C.3 Thickness - Alternative Presentation

Aluminum skins exposed to 10 bar
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Figure C.11: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 10 bar.
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Aluminum skins exposed to 15 bar
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Figure C.12: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 15 bar.
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Aluminum skins
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Figure C.13: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front and
back skin exposed to firing pressure of 25 bar.
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Aluminum front
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Figure C.14: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front skin
and steel back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin
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Figure C.15: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness for sandwich components with aluminum front skin
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and steel back skin exposed to firing pressure of 35 bar.
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C.4 Constant Mass

Aluminum skins exposed to 10 bar
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Figure C.16: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness and density with constant foam mass for sandwich
components with aluminum front and back skin exposed to firing pressure of 10 bar.
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Aluminum skins exposed to 15 bar
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Figure C.17: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness and density with constant foam mass for sandwich
components with aluminum front and back skin exposed to firing pressure of 15 bar.
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Aluminum skins exposed to 25 bar
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Figure C.18: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness and density with constant foam mass for sandwich
components with aluminum front and back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin exposed to 25 bar
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Figure C.19: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness and density with a constant foam mass for sandwich
components with aluminum front skin and steel back skin exposed to firing pressure of 25 bar.
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Aluminum front skin and steel back skin exposed to 35 bar
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Figure C.20: Back skin displacement, reaction force between component and back clamping
frame, total and total specific energy absorbed, percentage of energy absorbed in foam core,
back skin and front skin, percentage of foam compression and strain percentage of density
initiation strain for variation of thickness and density with a constant foam mass for sandwich
components with aluminum front skin and steel back skin exposed to firing pressure of 35 bar.
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