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4.11.2 Rectification timings

Since rectifying the images is cost computational resources some effort were
put into identifying the required cost. Using a resolution of 320x240 pixels
and running on the Intel-platform, a running average of the rectification used
about 7.5 ms. This cost were deemed small compared to the stereo matching
algorithm and therefore only a minor issue.
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4.12 Collision detection and avoidance

Images of a scene accompanied with a disparity map is enough to begin rudi-
mentary 3D-scene reconstruction. Extending this to a continuous stream of im-
ages and disparity maps, motion estimation of objects is possible. In turn more
complex path planning is possible and estimation of collision course with other
agents? can be avoided.

Clearly there is room for complex motion planning and this is the reason why
the choice of algorithm for stereo matching is important. It is desirable to build
upon this to construct a robust computer vision system module. However, ad-
vanced motion planning is outside the scope of this thesis as it is only intended
to set the foundation for it.

Instead the simplest possible collision detection system is proposed; Is there
anything closer than a set threshold? If yes, then stop.

1. Decide on a minimum safe distance.
Calculate the corresponding disparity level.

Threshold the disparity map at the selected disparity level.

s w N

Sum the remaining pixels as a filter to exclude the possibility of wrongly
matched segments.

It should be clear that the quality of the disparity map is negligible, as long it is
capable of detecting objects that are close to the cameras. The results in figure
22, made using variational stereo matching, have such bright spots and would
perhaps not be a good candidate at all.

In this instance we can use simple block matching to create the disparity map.
And thus enabling the evaluated ARM-based platforms for this specific sce-
nario.

2QOther entities acting acording their own set of rules
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Image- Stereo Collision
Retrieval —p» Matching —+9» Detection
Algorithm

Computer Vision Module

Figure 41: Module for computer vision with collision detection

Extending the collision detection

The described collision detection above is of little value as it does not provide
anything beyond what a simple ultrasound based distance sensor would pro-
vide. To justify constructing a collision detection module based on computer
vision, more is needed.

The most promising aspect of using computer vision is by visually sensing the
surroundings like humans and estimating what will happen given the current
and previous state. In a multi-agent environment it is necessary to act accord-
ingly. For example a crowded street is filled with individual agent who all are
able to maneuver to their destination by observing others and passively com-
municating their own trajectory simply by walking along an available route
with minor modifications as they arise. By emulating such behavior, we would
increase a robotss autonomy:.

While creating the modules necessary for such autonomy is outside the scope
of this thesis, instructions for how one might extend upon the foundation set
is given instead.

Each segment in the disparity map represents at least one object or agent as
the segments themselves are insufficient to determine the boundaries between
possible objects and/or agents. Further steps to clearly identify this is needed
and research into object recognition is suggested. By using a spherical coordi-
nate system, the segment’s disparity value can be used to find the distance, r,
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to the object or agent.

Using an edge detector like the Canny edge detector on the segments and fit a
box around it. The coordinates of the center of the box is a good candidate for
that object or agents coordinates, 6,¢.

To reduce the amount of objects this approach would identify, it is suggested to
merge segments proximity and similar disparity level. This could potentially
merge an agent with the surroundings so it is clearly not this straightforward.

Keep a list of identified agents together with coordinates from the last few sec-
onds. Use this to extrapolate path and determine speed and in turn determine
what steps, if any, is required to avoid any collision with any of the detected
agents. Avoiding stationary objects should simply be left to the path planner.

While avoiding any situation where a possible collision may happen, it is im-
portant at the same time to have some assertive behavior or else risk being
unable to perform.
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5 Focused CV

While simply reducing the resolution of the image pairs gives considerable
gains, a more refined approach is proposed in this section. An important ob-
servation:

* A scene usually changes little from frame to frame.

This fact can be taken advantage of in various circumstances. A few ideas are
proposed in this section.

5.1 The stationary case

When standing still, each subsequent frame can be subtracted from the pre-
vious frame to produce a new frame when the non-zero portions represent a
change since the point in time the last frame were taken. Because the observer
is not moving, any movement must belong to other agents in the scene.

If it is an agent moving, there is a likelihood that the shape of the agent can
be extracted from a disparity map of the scene given that one has been made.
Should this be the case, then fitting a box around the old and new position of
the agent and the new disparity of the agent can be found as well as any area
that were previously occluded.

More complex situations where the temporal difference frame contains seg-
ments belonging to overlapping agents. It this case it becomes increasingly
difficult to identify an optimal box to investigate. Either a box is encompassed
around all the overlapping segments or an attempt at partitioning the problem
into smaller problems can be attempted.

The boxes need to be wide enough to include the necessary information from
each camera.

By computing the disparity map for these boxes, the old disparity map can be
updated as all new information is accounted for.
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5.2 The non-stationary case

When actively moving around there will constantly be changes in the robot’s
view. Simply subtracting one frame from the next will no longer work as there
will be introduced changes over the whole angle of view. The only plausible
segments that can be ruled out is the background and that is if there is no
rotation in the movement.

However, given an disparity map and information about the movement, a es-
timation of how the disparity map should look like and thus also how the pre-
vious frame would look now. Subtracting this frame instead, along with some
suppression of the errors introduced, there is a possibility that there is enough
hints to successfully identify the other agents and minimize the needed work.

When rotating, there will be a percentage of the screen that cannot be estimated
as the new part has been outside of the angle of view up until this moment. If
the angle of rotation is known along with the angle of view, then it is possible
to calculate how much of the disparity map the must be updated and the rest
of the disparity map is shifted likewise.

A different approach would be to identify the background and static objects in
order to reduce size of the problem.

5.3 Path-based focus vision with peripheral vision

Yet another suggestion is to keep a list of interesting objects and continuously
updating this list. By fitting a box around the proposed path acquired from the
path planner, a reduction i the computational cost can be had by only calculat-
ing the disparity map of these boxes.

The box should be expanded enough to compensate for the size of the robot to
avoid finding non-traversable paths being suggested.

See figure 42 for a visualization.

The green box represent an object that is somehow in the path an therefore
interesting to know where it is.
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Figure 42: Path-based focus vision

The rest of the view should continuously subtracted from the next to create a
frame with potential candidates for further inspection.

5.4 Deadline based feedback for movement control

Depending on the success of the methods described above, there might become
too much work to do. By using soft deadlines for each disparity frame, there
becomes a possibility of signaling the motor control to slow down or in the
worst case to stop in order to the back into a state where enough is known
about the scene in the angle of view to continue on without matching the whole
view.

For example, sharp turns will reset everything that is known about the view
and a new disparity map must be found. In such a situation it would be advis-
able to stop for a moment before continuing on.
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6 Discussion

6.1 Obstacles

USB-camera wants whole USB-bandwidth. Solution is to use USB2/3-cameras
So that more bandwidth is available. FireWire went out of style years ago and
finding compatible hardware is difficult. In the end this proved to be a non
issue as the algorithms could not handle the full resolution satisfactory.

6.2 Algorithmic evaluation

Considering the algorithms evaluated, only block matching and semi-global
block matching were fast enough. Variational stereo match were too slow and
the results were somewhat disappointing.

The energy minimization algorithms were interesting, but not suitable for the
task at hand.
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6 DISCUSSION

6.3 Software Evaluation

OpenCV

Pros

Cons

Provides methods for most of
the things needed to create a
computer vision module.

Useful data structures avail-
able. Less code needed to
create such things and more
time for experimentation.

Optimized for modern x86-
processors thus enabling this
sort of work to even be possi-
ble to do without specialized
hardware.

Algorithms  give  good
enough. According to the
middlebury research site
there have been published
“better”  algorithms that
give less erroneous pixels
compared to ground truth.
If the MRF-library should
be any indication then it is
unlikely that any of these
algorithms have optimized
implementations that would
enable them to be used for
real-time purposes. As such
they are of little interest.

Not researched in detail,
but rudimentary support for
GPU algorithms have been
implemented.
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Little to no NEON sup-
port. This effectively makes
ARM platforms without
GPU-acceleration nonviable.

OpenCV provides APIs for C,
C++, Java and Python. Or
at least that is what the doc-
umentation would have you
believe. What is less obvious
is that close too all develop-
ment is being done in C++
and features are not ported
back to the other APIs. This is
problematic when code that
once run, no longer runs.
Code that should compile no
longer compiles or even com-
pile in the first place. This
could easily be avoided by
marking the outdated APIs
as deprecated, but the current
politics wants to keep them.

Table 20: Evaluation of the OpenCV computer vision library
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Middlebury MRF
Pros Cons
¢ For the most part the source ¢ Disappointing results.
for advanced stereo vision al- )
gorithms. ¢ Impractically slow.

The README suggests that
some optimization has been
done. However not enough
to make the library useful for
real time performance.

According to the README
the library was updated in
2012 in order to make it
compile on 64 bit platforms
and reduce warnings pro-
duced by GCC 4.6. Other-
wise code suggests that most
work were done in 2006 and
it is unlikely that any mean-
ingful further development
will take place. It seems that
the library is meant for re-
search purposes and not real
time is not a criterion. Which
is understandable.

¢ Did not compile on ARMV7.
No effort were done to in-
vestigate this as it was al-
ready concluded that the li-
brary was not fit for this task.

Table 21: Evaluation of the Middlebury MREF library
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Arch Linux (x86_86 and ARMv?7)

Pros Cons
e Consistent environment on ¢ Obscure and choice of distri-
all platforms. bution is biased

* Provides resent packages of
programs used on platforms.

¢ Hard floating point ABI is en-
abled by default on ARMv?7.

* A large selection of ARM
based development boards
are supported.

Table 22: Evaluation of the Arch Linux operating system

Angstrom Linux

Pros Cons
e Unlike other Linux distri- ¢ Hard floating point ABI is not
butions, Angstrom does not enabled by default. The per-
change rapidly. formance hit is devastating

if the algorithm of choice is
dependent on floating point
performance.

Table 23: Evaluation of the Angstrom operating system
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6.4 Hardware Evaluation

Logitech C250 Web Camera.

Pros Cons
* Surprisingly little lens distor- ¢ Limited bandwidth on the
tion. USB-controller.  Could not

) use full resolution.
¢ Low prototyping costs.

* MJPEG stream. Lossy com-
pression and CPU-time
needed to decode the stream
resulting in another perfor-
mance hit.

Table 24: Evaluation of the cameras used

PandaBoard
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Pros Cons

¢ Hard floating point. * Nearing 5 years old. Not rep-
resentative of current hard-

e NEON SIMD instructions. ware options

¢ Despite having a GPU on die,
no suitable driver is offered
by Texas Instruments.

* Relatively large and has
many  peripherals  not
needed.

¢ No on-board storage options
and needs SD-cards. Not
a very robust solution al-
though makes for easy proto-

typing.

Table 25: Evaluation of the Pandaboard

BeagleBone Black
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Pros Cons
* Faster than PandaBoard * Very restrictive on peripher-
despite both being ARMv7 als. Only 1 USB-port so a
based and clocked at 1 GHz. USB-hub is at least needed
Tests showed 40% increase. for the implementation in
this thesis.

¢ Physically smaller.

e Comes with  Angstrom
Linux. Not a very enticing
Linux variant.

* On-board storage. No need
for SD-cards.

Table 26: Evaluation of the BeagleBone Black

Compared to each other, BeagleBone Black is the superior choice.

Intel platform
The vast performance difference gives an overly optimistic view of the viability
of the evaluated algorithms.

6.5 Future Work

the stereo camera constructed should be viewed as a simple toy. A better one
should be made that is tailored to the specific application in mind.

ARM as a platform is barely viable if the steps mentioned earlier is taken. It
would be more interesting to see what GPU-acceleration could bring but for
now there is little code to test.

OpenCV might get NEON acceleration, but there is no indication of this at the
moment.

After a suitable solution for the algorithmic challenges has been found, an
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environment-aware path-planner with collision avoidance capabilities should
be made.

A higher level CSP-style way for communication with other modules would
be best. Easier integration. Up to the constructors of this system to decide.

6.6 Recommendations

Software

Besides the obvious flaws, OpenCV is good enough. If the flaws are mended or
worked around in a compatible way, (Like using OpenCL, writing NEON sup-
port or choosing a better ARM-device), then it is this thesis recommendation
that OpenCV is used. OpenCV sort of wins by being the only viable contender.

It is not recommended writing a separate library as an alternative to OpenCV.
Such a task is fairly large and complex. Furthermore this has already been done
in the form of UncannyCV. For it to be worth it, such a library must outperform
OpenCV and at least match UncannyCV.

SGBM(partial and full) gives good enough results. SGBM is at least recom-
mended. Should resources be available for performing the full SGBM then this
is recommended as well.

The author is convinced that GPGPU is the only reasonable way forward. Cre-
ating disparity maps is a massively parallel problem and CPU-time is better
spent on other aspects of robot software like motor control and decision mak-
ing. This thesis recommends OpenCL over SIMD optimization. (Cuda is too
hardware specific.)

Hardware
BeagleBone Black is not an option unless the software situation changes. The
same goes for the PandaBoard.

If one should choose an ARM-based solution then a platform should be chosen
that has a decent community behind it and proper OpenCL drivers available.
On board storage is a must since SD-card are not very rugged.
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Low power x86 is an alternative. Intel reports that Haswell-based solutions
can be found in as low power as 4.5 W. Both Intel and AMD does a far better
job at supporting Linux than any of the ARM-licensees.

No recommendation with regard to choice of cameras. This needs to be de-
cided according to the needs and possibilities in each individual project. That
said there exists stereo cameras that are far better than what was constructed
for this thesis or the ones chosen in for example eurobot 2010

6.7 Similar work, OpenVX

Is the work done in this thesis the right approach to increasing autonomy in
robots? Well, as a case in point, Khronos announced a new standard called
OpenVX during this thesis work. It is a standardization for computer vision
describing itself as complementary to OpenCV yet describes OpenCV as best
used for rapid prototyping, while itself is suited for production deployment.
The fact that OpenVX is a standard validates the approach taken with this the-
sis.

On the negative side there is only a specification and no implementations avail-
able yet. This is likely to change.
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7 Conclusion

A wide selection of stereo matching algorithms have been evaluated for the
purpose of creating a collision avoidance module. Varying greatly in the accu-
racy, a few of the algorithms were fast enough for further use.

Two computer vision libraries, OpenCV and MRF, were evaluated for their
implementations of various stereo matching algorithms. In addition OpenCV
provides a wide variety of functions for creating sophisticated computer vision
programs and were evaluated on this basis as well.

A stereo camera were constructed using low cost, of-the-shelf web cameras by
Logitech.

Two low-power platforms, The Pandaboard and the Beaglebone Black, were
evaluated as viable platforms for developing a computer vision module on
top. In addition they were compared to an Intel platform as a reference.

Considerable efforts were conducted into elevating the low-power platforms
to a state were a collision avoidance module could be deployed.

Based on the results gathered, a fast, but simple, collision detector could be
made using the simple block matching algorithm found in OpenCV. A more
advanced detector could be built using semi-global stereo matching. These
were the only implementations that were fast enough. The other energy min-
imization algorithms (Graph cuts and belief propagation) did produce good
disparity maps, but were too slow for any realistic collision detector.

OpenCV as a library contains a very large set of functionality which were more
than enough to construct rudimentary demos to demonstrate the potential for
a collision detection module. However there are major drawbacks present.
OpenCV is optimized for x86-instruction sets like SSE2 which the low-power
platforms cannot take advantage of. OpenCV has APIs for other languages
than C++ which it is written in, but all features are not necessarily ported to
these APIs which can be a frustrating experience.

In order for the low-power platforms to be fast enough, a combination of im-
provements must be used. OpenCV should be compiled with aggressive opti-
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mization options enabled with support for hardware accelerated floating point
math. Choice of low-power platform matters, but compensations can be made
elsewhere.

The most effective speedup that enables the low-power platforms were reduc-
ing the resolution of the images to be matched. When reducing the size of the
sub-problems enough to align with cache size, considerable speedups were
found with little penalty in the corresponding disparity map.

There were not enough time to construct a proper collision avoidance module,
but the necessary groundwork is laid to be built upon.
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A Contents of project

Calibration
Image files needed for calibration.

Code

Various code demoes and examples.

Papers
Background litterature.
Results

Where all the results are gathered.
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