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new as ultrasound midwife, so all of them were new not only to the technology, but also

the scanning techniques and procedures as they are trainees.

• Four of the trainees are married among the others, three of them have a partner, and three

of the trainees that participated in the test are single. Those that are married are in the age

of their late 40th and early 50th, older than the others. The trainees that have partner and

single are in the late 20th and early 30th.

• All of the trainee have completed high school and have attended higher education.

• The connection of these trainee midwives with the technology is very strong. It is not

affected by their age and status, all of the trainee midwives have access to internet and

get update themselves. Most of the midwives use different system to access an internet

and one thing that makes all of them similar is that, all of them use computer as means

of internet access. Some of the midwives use their smart phones, computer and tablet as

source of internet and some of them use only their smart phones and computer as internet

source.

• Even though they are not far from technology, there were some trainee who didn’t have

the exposure to use a tablet before. They told me that they work mostly on computer if it

is work related things and use their smart phone as for other entertainment and browsing

purpose. Therefore there is no need for them to buy a tablet of their own. Despite all, most

of them have exposure to tablet use before and are familiar with some of the applications.

• Most of the trainee never thought that it could be done this much on a tablet, developing

this kind of ultrasound application on it, as most of them used tablet for entertainment,

reading and browsing purpose.

• I asked them how they fell about this developed ultrasound system. Most of them were so

curious about it when they see it for the first time and try to scan using it, but they were

happy at the same time. Most of the midwives were happy and want to use it further and

prefer it over the old key board application. However one trainee was confused which one

of the ultrasound system she wants to use(keyboard/touch screen, tablet), and she said
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that there are some pros and cons with the new touch screen system even though it is a

lot better than the keyboard application.

The overall individual interview is summarized in the Appendix A.2.

Interview with Eva

Before I conducted the usability test, I made an informal interview with Eva Tegnander. While

discussing about the midwives, Eva informed me that the trainee can scan only in 2D mode and

as a result of that they can scan only a 2D image of the the umbilical cord or umbilical artery.

Initially, me and my supervisors thought that they can scan in Doppler mode. As a result of this,

I modified all the questionnaire and usability test task to adapt their skills. I get to learn that

all of the trainee midwives worked as general midwives for so several years and now they are 4

months since they started to be trained as ultrasound midwives.

4.3.2 Personas

Ultrasound midwife trainee

Maria Carolina

Maria is one of the trainee who participated in the usability test. She is 37 years old and she has

six years of experience as general midwife. She has a partner and came from Finnmark for train-

ing as ultrasound midwife that is offered at the National Center for Fetal Medicine (Nasjonalt

senter for fostermedisin), St. Olavs Hospital. She is very close to technology and like to update

herself with new inventions and systems. She uses her smart phone and computer for commu-

nications, internet based applications and other purposes too. She is not familiar with tablet use

or have some experience with tablet application before, but she has positive attitude towards the

developed ultrasound system and she has the eagerness to learn and work on it in the future.

She said that this system is a lot better than the big ultrasound machine or any ultrasound sys-

tem with key board application. At the end of the test, this was the question that she asked ,"

When is this technology available in the market ?, " Can I take it home now ? ".
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4.3.3 Scenario

During the usability test task, there can be various use cases in which the user interface is useful.

Scenario set up : For instance the midwife is so busy to examine the scanned images in detail

online(while scanning), rather she wants to save all the images and examine them offline before

she chooses the best picture to print and give it to the patient. She can follow this procedure set

up in order to act in this scenario:

1. Enter the 2D mode

2. Find and scan the umbilical cord

3. Save the image

4. Open the saved image and check.

The overview of the scenario is illustrated in Figure 4.14. During the imaging of the cord, if

the midwife is inexperienced, then before she saves her image, she can go to the help document

and compare with the reference image if she wants help.

!
Figure 4.14: The figure illustrates Set up scenario for 2D umbilical cord imaging
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4.3.4 Prototype fidelity

Fidelity considerations: The prototype fulfills the the following fidelity dimensions:

Equipment fidelity: The developed tablet user interface fulfills equipment fidelity. The tablet

user interface was properly developed and used to to achieve the goals of any system including

the usability task system.

Environment fidelity: The system is not affected by the environment. Even though the mid-

wives use ultrasound gel during scanning, it was not found to be a problem to operate the touch

screen application on the tablet because the midwives were scanning by their right hand and

using their left hand to operate the tablet user interface.

Task fidelity : The usability test task that was given for the midwives were very precise and

realistic. It enables them not only to test the user interface, but also helps them to advance

themselves in fetal imaging as ultrasound midwife. In other words, it was a way of learning

opportunity for them.

Functional fidelity: The tablet user interface provides high degree of reality. All sorts of scan-

ning modes and methods can be supported based on the need. For example, as in the usability

test task, 2D imaging of the umbilical cord was performed. While imaging the cord, there were

so many tasks and sub-tasks that were accomplished. In each step of the task, there were so

many functional buttons keys and slider application applied each with it’s own functionality to

image the 2D image of umbilical cord.

4.3.5 Usability test result

The usability test result includes both for the main tasks and different sub tasks, the main tasks

are those tasks that generally show the usability test task 4.1 and the sub-tasks show the detailed

tasks, what each user used to accomplish in the usability test. As can be seen on the table from

usability test result 4.1 :

• 80 % of the midwives have accomplished the task of entering in the 2D mode.

• 90 % of them have adjusted the gain.

• All of them have managed to adjust the depth.
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Task(T) no Evaluation criteria Percentage
T1 The user enters the 2D mode 80%
T2 The user adjust the gain 90 %
T3 The user adjust the depth 100 %
T4 The user can save the scanned image 90%
T5 The user is capable of opening the saved image 90%
T6 Did the user go to the scanning operation successfully. 80%

Table 4.1: Usability test result for main tasks

• 90 % of them saved the image.

• 90 % were able to open the saved image.

• 80 % of them go to the scan mode successfully.

The main tasks together with sub-tasks are described in the Table 4.2 and the usability test

result for the main and sub-task together is shown in Table 4.3. In Table 4.3, there are various

symbols used and they are defined here; Success(S which is number of successful tasks), per-

centage(% is task completion success rate), User number (U number), Task number (T number),

Yes/correct (Y), No/wrong (N), Helped(H).

Trainee 1-5 scanned 38 weeks old fetus, Trainee 6,7 and 10 scanned 18 weeks old fetus while

Trainee 8 and 9 scanned 40 weeks fetus. Based on Table 4.3, all of the midwives have successfully

finished Task(T4,T6,T13,T14), less than half of the midwives have completed Task3, 90 % of the

midwives have accomplished task(T5,T7,T9,T10,T11,T12,T15,T16) and 80 % have accomplished

T1 and T17.

4.3.6 Usability test observations

When conducting the usability test, there were so many “Aha, wow, where am I ? , how can I find

it ?” moments. All the trainee were so curious of the technology from the begging until the end.

When they were told that that they are going to scan using the tablet, their face turns in to serious

and stare at the tablet user interface looking at it surprisingly, partially feeling insecured. Then

when I inform them that it is not them that I want to test, it is the user interface, then they start

smiling and say "now it feels better". Since they are new students as ultrasound midwife, every
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Task(T) no Task

T1 Knows 2D icon
T2 knows the depth icon
T3 Knows the interactivity of the slider
T4 Moves the slider and adjust depth
T5 Identify change icon
T6 knows the gain icon
T7 Moves the slider & adjust gain
T8 knows how to zoom
T9 knows the freeze icon

T10 knows the image save icon
T11 save the image successfully
T12 Exit the scan operation
T13 open the total command
T14 open the folder patient
T15 open the image
T16 exit the total command
T17 Go to scan mode

Success(S)
Percentage(%)
Time(min:sec)

Table 4.2: Main task and Sub task
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Task no U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 S %

T1 Y Y Y Y Y Y Y H H Y 8 80
T2 H H H Y Y H Y H Y Y 5 50
T3 H Y N H H Y H Y H H 3 30
T4 Y Y Y Y Y Y Y Y Y Y 10 100
T5 Y Y Y Y Y Y H Y Y Y 9 90
T6 Y Y Y Y Y Y Y Y Y Y 10 100
T7 Y Y Y Y Y Y Y N Y Y 9 90
T8 Y H Y Y H Y Y Y H H 6 60
T9 Y H Y Y Y Y Y Y Y Y 9 90

T10 Y Y Y Y Y Y Y Y Y H 9 90
T11 Y Y Y Y Y Y Y Y Y N 9 90
T12 Y Y Y Y Y Y Y Y N Y 9 90
T13 Y Y Y Y Y Y Y Y Y Y 10 100
T14 Y Y Y Y Y Y Y Y Y Y 10 100
T15 N Y Y Y Y Y Y Y Y Y 9 90
T16 Y Y Y Y Y Y Y Y N Y 9 90
T17 Y Y Y Y Y Y N Y Y N 8 80

S 14 14 15 16 15 16 14 14 12 12
% 82.3 82.3 88.2 94.1 88.2 94.1 82.3 82.3 70.5 70.5

Time(min:sec) 15: 13: 7: 18: 10: 12: 15: 8: 13: 9:
02 00 03 06 00 02 05 02 03 00

Table 4.3: Usability test result summary
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step of the test that they make was so important for them and take the usability test so seriously.

Most of them were in a rush to touch and see how it works, even though I explain and provide the

help document that indicates them how to conduct the test. In the begging, most of them just

touch any random button and prefer to see what is going on rather than hearing what i am going

to say. I just let them do that, because it was good for me to see their reaction and response,

probably it could be part of their personal behavior on how they respond to new(innovative)

technologies and I enjoyed most of the moments when I worked with them. Some of the trainees

especially those young ones were so free when they were using the tablet for scanning, they were

enjoying their time, not only focusing on getting good image, but admiring the user interface

too. When they perform a task successfully they say “wow” ,”I did it”. On the other hand the

other trainees especially those with a lot of experience as general midwife were serious about it

and they focus on getting the test work done. At the end of each test, it was really inspiring to

see when all of them smiling and so ready to welcome the new technology. Conducting the test

was really fun for me, working with the midwives, seeing their reaction and every situation that

occurred rather than sitting in the office and do the programming code. During the test, even

some of the patients (pregnant women) were asking about the technology and wanted to see

how the it works.

Some of the pregnancies were late pregnancies(40 weeks old fetus), that means there was

less amniotic fluid present that has resulted in difficulties to image the cord. This has affected

the quality of the image that they scanned and the time they took to find good image. The

midwives that scanned normal stage of pregnancy have imaged very good quality image where

as those with late pregnancy imaged fairly good image. In addition to this, they were given short

time of introduction about how the tablet user interface works, but even though it was short

introduction, I have observed that they were fast learners because they get used to the user

interface so easily in less time. During the test, it was very difficult to find free willing participant

pregnant women for the test, but with the strong help of Eva, it was possible to evaluate the user

interface as planned(Umbilical cord) and all the trainees have benefited more experience in 2D

imaging in addition to evaluating the user interface.

Additional observations

• Some of the trainees are curious about the scanner application, they focus more on how
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to use the user interface and the procedures and forgets to scan the image.

• Prefer to ask me how the interface works rather than following the guideline(help docu-

ment) and scan according to the guideline.

• Confused with the vertical slider application. It was hard to adjust the depth and gain

easily. I have observed that the slider is very sensitive when touched slightly .

• Some of them in the beginning just touched the freeze icon and asked for help how to get

out.

• One of them prefers to follow her own guideline, for example if one has to adjust depth

first and gain after according to the guideline, she do it the other way around and this

made her to repeat the steeps again. May be this is due to being curious of how this new

technology works and failure to read the guideline as well.

• One user touched the text not the icon or button for user interface interaction and only

one user was helped to identify the change icon.

• One user briefly asked how the vertical slider relates with the a gain or depth adjustment.

• Those that have experience with touch screen application like iPad, easily managed the

user interface interactivity than the inexperienced ones .

• Some of them felt insecure, even though they identify which icon to press according to the

guideline, they need my confirmation to yes or no. This is normal and is due to being new

to the technology.

• The fastest task time taken by a user to conduct the task was 7:03(min:sec) and the slowest

time taken was 18:06(min:sec).

4.3.7 System Usability Scale(SUS)

SUS is calculated out of hundred point scale. It contains 10 questions and each item has a 5 point

scale (i.e. 1 corresponds to "strongly disagree" and 5 corresponds to "strongly agree”; range of a

item =[1,5]).
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Trainee SQ1 SQ2 SQ3 SQ4 SQ5 SQ6 SQ7 SQ8 SQ9 SQ10 SUS

1 4 1 5 1 4 2 5 1 4 2 87.5
2 4 2 4 2 4 2 4 1 2 2 72.5
3 3 2 4 3 3 2 4 1 4 2 70
4 4 1 5 1 4 1 4 1 4 1 90
5 3 2 4 3 4 3 4 2 3 2 65
6 4 1 4 2 4 3 3 2 3 2 70
7 3 2 5 2 4 3 5 1 2 2 72.5
8 2 2 4 1 4 2 4 2 4 2 72.5
9 3 2 4 3 3 3 4 2 3 2 70

10 3 2 4 3 4 2 4 2 4 2 70
Average 3.3 1.7 4.3 2.1 3.8 2.3 4.1 1.5 3.3 1.9 74

Table 4.4: SUS score of the trainee

According to Brooke each item contributes to the SUS scale with a range from 0 to 4 [19]. For

positively worded items (1, 3, 5, 7 and 9), the score contribution is the scale position minus 1.

For negatively worded items (2, 4, 6, 8 and 10),it is 5 minus the scale position. To get the overall

SUS score, the sum of the item score contributions were multiplied by 2.5. Thus, SUS scores

range from 0 to 100 in 2.5 point increments. The SUS score is shown in Table 4.4 and in the table

SQ number stands for SUS Question number.

Regarding usability and learnability, it follows the suggestions of Lewis and Sauro [27], and

calculate usability (sum of the items 1, 2, 3, 5, 6, 7, 8, and 9) and learnability (sum of the items 4

and 10) in addition to the total score of SUS. To make the usability and learnability scores com-

parable with the overall SUS value (ranging from 0 to 100), the summed score was multiplied by

3.125 and 12.5, respectively. The Usability and learnability are 80 and 20 point scale respectively

and is shown in Table 4.5.

4.3.8 Usability issue

In the test, there were some usability problems that I observed and they are summarized and

presented as in the Table 4.6.

There were several usability issues that are obtained from the usability test. There are four

main issues that most of the midwives had problem with while they were conducting the test

and it is shown in Table 4.6. More than half of the midwives didn’t know how the vertical slider
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Trainee SUS L&S Usability % L&S Learnability %

1 87.5 60 75 17.5 87.5
2 72.5 57.5 71.8 15 75
3 70 57.5 71.8 12.5 62.5
4 90 52.5 65.6 20 100
5 65 52.5 65.6 12.5 62.5
6 70 55 68.75 15 75
7 72.5 57.5 71.8 15 75
8 72.5 55 68.75 17.5 87.5
9 70 50 62.5 12.5 62.5

10 70 57.5 71.8 12.5 62.5
Average 74 55.5 15

Table 4.5: SUS, Learnability and Usability scores of the trainee

Issue(I)number Issue description Percentage
I1 User don’t know 2D icon 20%
I2 User didn’t find the depth icon 50%
I3 User don’t know the interactivity of the slider 70%
I4 User don’t know to how zoom 40%
I5 User fail to manage to enter the scan mode 20%

Table 4.6: Usability issues
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works and it’s interactivity, 40 % of them don’t know how to zoom and half of them couldn’t find

the depth icon. Less than half percent of the midwives(20 %) don’t know the 2D icon and to go

back to scanning operation after freeze during the test.

Minor issues: Most of the midwives had difficulty to easily adjust the gain and depth values

because the gain/depth scales were so sensitive, it changes so quickly. In addition to this, it was

possible to observe that one midwife couldn’t find the image save icon. Even though almost all

of them except one mange to find it, but for some, it wasn’t that easy task to do.
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Discussion and analysis

This chapter discusses some of the results from Chapter 4 and their possible implications. Sec-

tion 5.1, discusses the results on Doppler spectrum processing and Section 5.2 discusses the

results on user interface improvement and evaluation.

5.1 Doppler Spectrum Processing

In this thesis, various techniques and methods are employed in the spectrum processing that

helps to obtain a good quality spectrum. In the spectrum processing implementation, there is

option to make various adjustments such as gain, velocity and time scale, filter order, window

length and overlap and other parameters. Based on the the scale changes, the developed code

allows automatic update of the velocity/time scale and the spectrum. Even though, there is

option to adjust parameters, optimal parameter values are set by default in order to obtain a

good image. For instance, the window overlap is set to 75 % by default since this value is found

to be optimal. Averaging over three to five consecutive data is also found to be enough to get

good filtering effect in the spectrum plot. These values are based on the data from carotid artery

imaging. In other imaging scenarios such as Umbilical/Uterine artery, it might be necessary to

change this optimal values. The user has various controls for scanning, freezing, adjusting the

time scale, adjusting the velocity scale etc. These controls are important in having an easy to

manipulate and user-friendly spectrum plot system.

Spectral performance : The spectrum generation is mainly affected by the axes and spec-

77
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trum extraction process. The extraction process that filters the desired velocity/time during

scale changes has a bit slow effect in generating the updated spectrum and axes for display. As

described in 4.1.9, the extraction process takes about 15 ms per window length. For spectrum

of 2 seconds length, this extraction could take upto 6 seconds. Therefore this could be a bit far

for real time display. Nevertheless, the spectrum processing and visualization tools discussed

in this thesis can be used as a component block in real time streaming. The FFT computation

is comparatively very fast as mentioned in 4.1.9. During the initial development of this work,

the FFT was implemented by computing more than one column at a time, but it slows the up-

date. The modification to compute one column at a time using the method described 3.1.1 has

brought faster computation performance.

Integration into tablet: As stated in the introduction section 1.4.1, due to time limitation, it

was not possible to integrate the developed code into the tablet application at the end. Instead,

all the methods and components of the spectrum are developed with the stored data and the

developed code was tested for real time streaming to make sure integration into the tablet sys-

tem is possible. By importing some part of the code for instance the filtering and overlap effect

in to the streamer code and it was possible to see that it can be used for real time streaming too.

The initial spectrum processing is done on windows based platform because of its simplicity

for trial implementation and it is easier to debug when there are errors. The developed code

can similarly be integrated for real time streaming on a tablet by adding some android specific

manipulations.

5.2 User Interface Evaluation

Before the user interface evaluation was conducted, user interface improvements were made.

These improvements are text representation for all the icons and image saving methods 4.2. My

earlier project work provides only icon representations [26].

As usability is about effectiveness(success rate), efficiency and the overall satisfaction of the

user, all this goals have been measured in the usability evaluation of the user interface. The

effectiveness can be measured by task completion success rate. In the usability test result 4.3,

each user is assessed by the number of success, task completion success rate and task time. The
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highest rate is achieved by user 4 and 6 94.6 % and the lowest rate is achieved by user 9 and 10

70.5 %. The usability test task has 17 tasks, 4 of the tasks are achieved with 100 % success rate , 8

of the tasks are achieved with 90 %, 2 tasks are achieved with 80 % and 3 tasks are accomplished

with 50 %, 30 %, 60 % success rates. The efficiency can be measured by task time. Most of the

midwives have performed good and the fastest time(min:sec) to accomplish the task is 7:03(user

3) and the slowest time to accomplish that task is 18:06 by user 4. This is mainly affected by

the fact that some pregnancy were so late, the body anatomy of the patient(one patient was

over weight). As a result, it was difficult to find the cord, and also lack of experience in fetal

imaging as they are new trainees but they get used to the user interface application in less time

than it was expected mainly due to improvements made 4.2. The satisfaction is measured by

using SUS score and it is calculated out of hundred point scale. The maximum SUS score is

90 and minimum score is 65, and this shows that most midwives agree to have the support of

technical person to be able to use the user interface for ease of use and the midwives that are

satisfied with the integration of the various functions in the user interface is very less. During

the usability test, there were some major and minor issues that were obtained. The major issues

are problems with user interface application such as the depth and 2D icons, the interactivity of

the slider, zoom and entering the scan mode after freeze. More than half of the midwives didn’t

know how the vertical slider works. As the slider icon is two sided arrow, therefore in order to

increase/decrease the depth/gain, they apply one finger single tap on the down/up arrow head,

rather than applying sliding action of their finger downwards/upwards. The other issue was

most of the midwives had difficulty to easily adjust the gain and depth values. The gain/depth

scales were so sensitive, it changes so quickly with small sliding application on the vertical slider.

In addition to this, it was possible to observe that one midwife couldn’t find the image save icon.

Even though almost all of them mange to find it except her, but for some, it wasn’t that easy task

to do.

Interview with Eva, conducted before the test, has helped me to prepare my self well for the

test and gave me good understanding of the midwives. Then, the interview with the midwives

makes it possible to probe their attitudes, beliefs, desires and experiences. Scenario set up pro-

vides opportunity for various cases to be utilized where the user interface can be useful.
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Chapter 6

Conclusions and Future work

In most ultrasound machines, specialized hardware are used to reconstruct images from ac-

quired raw data, which is costly. In this thesis, Doppler spectrum processing is implemented

for application on a tablet ultrasound system. In order to have low cost scanner for applica-

tions in rural areas, as much real-time processing as possible should be done in the tablet. In

the implementation of this thesis work, it is possible to measure velocity, time, and display the

axis update. It is provided that there are methods developed to remove aliasing and it is shown

that any filtering & window overlap effect can be applied. A user controller is developed that en-

ables user interactivity for various controls like gain. The performance of the FFT computation

method used is good and sufficient quality of image is obtained. The only thing that needs im-

provement is the extraction method which is bit slow for real time processing. Nevertheless, the

spectrum processing and visualization tools discussed in this thesis can be used as a component

block in real time streaming.

Usability evaluation of the tablet user interface is conducted by using usability evaluation

methods. From the evaluation, it is learned that the typical usability goals are measured. It

is observed that all the midwives have achieved high task completion success rate and good

task completion time, which is acceptable. The level of the satisfaction that is measured shows

that most of the midwives are satisfied with the application of the user interface. In addition

to this, the fidelity consideration imply that all the fidelity dimensions are fulfilled and good

understanding on the needs of Ultrasound midwives is obtained. Eventually, during the test,

there were some usability issues that are encountered and need to be improved in the future.

81
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6.1 Recommendations for Further Work

The functionality of the developed code with stored data is tested for real time streaming of

spectrum processing based on raw data. Therefore for full functional spectrum processing, it is

recommended to integrate the developed code in to GE streamer code and display the spectrum

on the client side tablet.

During the usability test, there were several usability issues encountered and these issues are

described in usability issues 4.3.8 and are discussed at 5.2as well. Therefore it would be great if

this issues are improved (solved) in the future and conduct the usability evaluation again.
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Appendix A

Appendices

A.1 Guidelines Doppler Ultrasound

Figure A.1: Guidelines Doppler Ultrasound for umbilical artery
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A.2 Individual Interview

Figure A.2: Individual Interview
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A.3 SUS(System Usability Scale)

The word cumbersome was given "difficult" as an equivalent meaning in terms of complexity.

Figure A.3: System Usability Scale
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A.4 VTK based Code for Spectrum Generation and Visualiza-

tion

This is the code developed for processing and displayed the Doppler spectrum.

Listing A.1: C++ Code for Spectrum Generation and Visualization

1 #ifndef __vtkGenerateDopplerSpectrum_h

2 #define __vtkGenerateDopplerSpectrum_h

3 #include <vtkImageData.h>

4 #include <vtkSmartPointer.h>

5 #include <vtkImageFourierFilter.h>

6 #include <cmath>// is included cos of floor function

7 #include <vtkTimerLog.h>

8 #include <vtkLookupTable.h>

9 #include <vtkNew.h>

10 #include <vtkActor.h>

11 #include <string>

12 #include <sstream>

13 #include <vtkAxis.h>

14 #include <vtkContextScene.h>

15 #include <vtkContextActor.h>

16 #include <vtkAbstractContextItem.h>

17 #include < vtkDoubleArray.h>

18 #include <vtkStringArray.h>

19 #include <vtkImageActor.h>

20 class vtkGenerateDopplerSpectrum : public vtkObject

21 {

22 public:

23 //

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

24 static vtkGenerateDopplerSpectrum *New();

25 void Clear();

26 vtkSmartPointer<vtkImageData> GetSpectrumImage()// Getdoppler data is an obeject of a class

vtksmartpointer that returns vtkimagedata.

27 {

28 return DoubleSizedSpectrumImage;// is the spectrun with its copy

29 }

30 vtkSmartPointer<vtkContextActor> Getactoraxis()

31 {

32 return actoraxis;
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33 }

34 int GetGain()

35 {

36 return Gain;

37 }

38 int Getoffset()

39 {

40 return offset;

41 }

42 double GetVlimMin_Spec()

43 {

44 return VlimMin_Spec ;

45 }

46 double GetVlimMax_Spec()

47 {

48 return VlimMax_Spec ;

49 }

50 double Getprf()

51 {

52 return prf ;

53 }

54 int Getskip()

55 {

56 return skip;

57 }

58 int GetYMax_Spec()

59 {

60 return YMax_Spec;

61 }

62

63 int GetYMin_Spec()

64 {

65 return YMin_Spec;

66 }

67 double Getdt()

68 {

69 return dt;

70 }

71 int GetNs()

72 {

73 return Ns_Spectrum;

74 }

75 int GetInterval()

76 {
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77 return Interval;

78 }

79 double GetTimeSpectrum()

80 {

81 return TimeSpectrum;

82 }

83 int GetNs_buffer()

84 {

85 return OutputNs;

86 }

87 void SetDopplerData(double* PointerToReal, double* PointerToImag,int NumberOfSamples);

88 void PlayBack();

89 void TimeScaleUp();

90 void TimeScaleDown();

91 void PlayFrames();

92 void Axis();

93 void TimeAxisUpdate();

94 void VelocityAxisUpdate();

95 void clearall () ;

96 void VelocityScaleUp();

97 void VelocityScaleDown();

98 void BaselineUp();

99 void BaselineDown();

100 void GainUp();

101 void GainDown();

102 void prfUp(),prfDown();

103 void clearBuffer();

104 vtkSmartPointer<vtkAxis> axesHorizontal;

105 vtkNew<vtkDoubleArray> positionsX;

106 vtkNew<vtkStringArray> labelsX;

107 protected:

108 //

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

109 vtkGenerateDopplerSpectrum();

110 ~vtkGenerateDopplerSpectrum();

111 vtkGenerateDopplerSpectrum(const vtkGenerateDopplerSpectrum&);

112 vtkGenerateDopplerSpectrum& operator=(const vtkGenerateDopplerSpectrum&);

113 vtkSmartPointer<vtkImageData> SpectrumImage;

114 vtkSmartPointer<vtkImageData> DoubleSizedSpectrumImage;

115 vtkSmartPointer<vtkContextActor> actoraxis;

116 vtkSmartPointer<vtkAxis> axesVertical;

117 vtkNew<vtkDoubleArray> positionsY;

118 vtkNew<vtkStringArray> labelsY;
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119 double* data;

120 double* dataDouble;

121 vtkAxis* axis;

122 vtkImageFourierFilter* FftCompute;

123 vtkImageComplex* in;

124 vtkImageComplex* out;

125 std :: vector<vtkImageComplex> Input;

126 std :: vector<double>::iterator it;

127 std :: vector<double> Output;

128 int BufferSizeInput;

129 int BufferSizeOutput;

130

131 double VlimMin;

132 double VlimMax;

133 double VlimMin_Spec;

134 double VlimMax_Spec;

135 double VlimMin_Delta;

136 double VlimMax_Delta;

137 int Ns2;

138 int nt;

139 int YMax,YMin,YMax_Spec,YMin_Spec,YMax_Delta,YMin_Delta;

140 int noVals;

141 double prf;

142 int skip;

143 double dt;

144 double dtS;

145 double Tw;

146 int Nv;

147 int Nw1;

148 int Ns;

149 int c;

150 int rmax;

151 double vmax;

152 double f0;

153 int k;

154 int offset ;

155 int Gain;

156 int Ending;

157 int ellNoO;

158 int OutputNs;

159 double TimeSpectrum;// length in time of the spectrum axis

160 int Delta; // change

161 int Interval;

162 int TickNumber;
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163 int Increment;

164 double TimeBuffer;

165 int Ns_Spectrum;

166 double v[400];

167 double tS[3195];

168 double Line;

169 double LineTotal;

170

171 void SetVlim(double VlimMin, double VlimMax);

172 void SetVlim_Spec(double VlimMin_set,double VlimMax_set);

173 void SetVlim_Delta(double VlimMin_set,double VlimMax_set);

174 void SetParameterf0(double f0);

175 void SetParameterprf(double prf);

176 void SetParameterNv( int Nv);

177 void SetParameterTw( double Tw);

178 void SetParameterdtS( double dtS);

179 };

180

181 #endif

Listing A.2: C++ Code for Spectrum Generation and Visualization

1 #include <vtkObjectFactory.h>

2 #include "vtkGenerateDopplerSpectrum.h"

3 #include "vtkUtil.hpp"

4 #include <sstream>

5 #include <windows.h>

6 #include <stdlib.h>

7 #include <stdio.h>

8 #include <algorithm>

9 #include <vector>

10 vtkStandardNewMacro(vtkGenerateDopplerSpectrum);

11 //

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

12 vtkGenerateDopplerSpectrum::vtkGenerateDopplerSpectrum()

13 { // Set the parameters

14 SetParameterf0(4.6174e+06);

15 SetParameterprf(4000);

16 SetParameterNv(200);

17 SetParameterTw(20e−3);

18 SetParameterdtS(5e−3);

19 SetVlim(−0.6,0.6); // this is the maximum limit for the velocity

20 SetVlim_Spec(−0.3,0.3); // this is the default velocity limit i set
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21 SetVlim_Delta(−0.1,0.1); // this is for by how much change to add or subtact the velocity scale

22 Gain=−20; // default gain, can be increased or decreased

23 LineTotal = 4; // this is total baseline length (0−4)

24 Line = LineTotal/2; // this is the default setting for the baseline when start scaning

25 // initialize the internal objects

26 FftCompute = (vtkImageFourierFilter*) vtkImageFourierFilter::New();

27 actoraxis = vtkSmartPointer<vtkContextActor>::New();

28 axesVertical = vtkSmartPointer<vtkAxis>::New();

29 axesHorizontal = vtkSmartPointer<vtkAxis>::New();

30

31 offset = 0;

32 nt = 0;

33 OutputNs = 0;

34 k = 0;

35 c =1540;

36 dt = 1/prf;

37 Nw1 = floor(Tw/dt);

38 std :: cout<<"Nw1"<<Nw1<<endl;

39 skip = floor(dtS/dt);

40 vmax= 2*c*prf/(4*f0);

41 std :: cout<<"vmax"<<vmax<<endl;

42 TimeBuffer = 16;

43 Ns= (((TimeBuffer/dt)−Nw1−1)/skip);// this corresponds to 16 sec

44 TimeSpectrum = 2;//2 seconds length, recommended for uterine artery also;

45 Ns_Spectrum= (((TimeSpectrum/dt)−Nw1−1)/skip);

46 std :: cout<<"Ns"<<Ns<<"Ns_Spectrum"<<Ns_Spectrum<<endl;

47 Delta= (((1/dt)−Nw1−1)/skip);// 1 sec time increment

48 std :: cout<<"Delta"<<Delta<<endl;

49

50 YMin_Spec = (2*Nv−1)*(VlimMin_Spec + vmax)/(2*vmax); //minimum range to be extracted

51 YMax_Spec= (2*Nv−1)*(VlimMax_Spec + vmax)/(2*vmax); //maximum range to be extracted

52 Interval = ((YMax_Spec−YMin_Spec)*40)/Nv;

53 std :: cout<<"YMin_Spec"<<YMin_Spec<<"YMax_Spec"<<YMax_Spec<<endl<<"Interval"<<Interval<<endl;

54 in = NULL;

55 out = NULL;

56 int SpectrumSize[3];

57 SpectrumSize[0] = Ns;

58 SpectrumSize[1] = Nv;

59 SpectrumSize[2] = 1;

60 SpectrumImage = AllocateVtkImageData(SpectrumSize, 1, VTK_DOUBLE); // creates Ns*Nv array of points

and allocated by the spectrumimage

61

62 int DoubleSpecImageSize[3]; // Double sized image

63 DoubleSpecImageSize[0] = Ns;
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64 DoubleSpecImageSize[1] = 2*Nv;

65 DoubleSpecImageSize[2] = 1;

66 DoubleSizedSpectrumImage = AllocateVtkImageData(DoubleSpecImageSize, 1, VTK_DOUBLE);//this is

vtkimagedata of the original spectrum with its copy

67 }

68 vtkGenerateDopplerSpectrum::~vtkGenerateDopplerSpectrum()

69 {

70 Clear(); // clears everything that is initialized in clear()

71 }

72

73 //

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

74 // clear internal data

75 void vtkGenerateDopplerSpectrum::Clear()

76 {

77 SpectrumImage = vtkSmartPointer<vtkImageData>();

78 actoraxis = vtkSmartPointer<vtkContextActor>();

79 axesVertical = vtkSmartPointer<vtkAxis>();

80 axesHorizontal = vtkSmartPointer<vtkAxis>();

81 DoubleSizedSpectrumImage = vtkSmartPointer<vtkImageData>();

82 FftCompute−>Delete();

83 if (in) delete(in);

84 in = NULL;

85 if (out) delete(out);

86 out = NULL;

87 }

88

89 void vtkGenerateDopplerSpectrum :: SetParameterf0(double f0_set)

90 {

91 f0 = f0_set;

92 }

93 void vtkGenerateDopplerSpectrum :: SetParameterprf(double prf_set)

94 {

95 prf = prf_set;

96 }

97 void vtkGenerateDopplerSpectrum :: SetParameterTw(double Tw_set)

98 {

99 Tw = Tw_set;

100 }

101 void vtkGenerateDopplerSpectrum :: SetParameterdtS(double dtS_set)

102 {

103 dtS = dtS_set;

104 }



98 APPENDIX A. APPENDICES

105 void vtkGenerateDopplerSpectrum :: SetParameterNv(int Nv_set)

106 {

107 Nv = Nv_set;

108 }

109

110 void vtkGenerateDopplerSpectrum :: SetVlim(double VlimMin_set,double VlimMax_set)//Myadd

111 {

112 VlimMin = VlimMin_set;

113 VlimMax = VlimMax_set;

114 }

115 void vtkGenerateDopplerSpectrum :: SetVlim_Spec(double VlimMin_set,double VlimMax_set)//Myadd

116 {

117 VlimMin_Spec = VlimMin_set;

118 VlimMax_Spec = VlimMax_set;

119 }

120 void vtkGenerateDopplerSpectrum :: SetVlim_Delta(double VlimMin_set,double VlimMax_set)//Myadd

121 {

122 VlimMin_Delta = VlimMin_set;

123 VlimMax_Delta = VlimMax_set;

124 }

125

126 void vtkGenerateDopplerSpectrum :: SetDopplerData(double* PointerToReal, double* PointerToImag,int

NumberOfSamples)

127

128 {

129 BufferSizeInput = (int) ceil(16/dt);

130 BufferSizeOutput = (int) ceil(2*Nv*((16/dt)−Nw1−1)/skip);

131 double magnitude =0;

132 double val;

133 data = (double*) SpectrumImage−>GetScalarPointer();

134 dataDouble = (double*) DoubleSizedSpectrumImage−>GetScalarPointer();

135 if (in) delete(in);

136 in = new vtkImageComplex[Nv];

137 if (out) delete(out);

138 out = new vtkImageComplex[Nv];

139 // **********************************************************************************
140

141 while (Nw1−1+ nt < NumberOfSamples )// condition for calculating the columen

142 {

143 if ( NumberOfSamples < Nw1)

144 Nw1 = NumberOfSamples; //Nw1= 80 WINDOW LENGTH,floor(Tw/dt);

145 for(int j = 0; j < Nw1; j++)

146 {

147 in[j ]. Real = *(PointerToReal+j+nt);



A.4. VTK BASED CODE FOR SPECTRUM GENERATION AND VISUALIZATION 99

148 in[j ]. Imag = *(PointerToImag+j+nt);

149 // ************************** Buffer for raw data *******************************
150 Input.push_back(in[j]);

151 // ******************* remove the first elements if they exceed the buffer size

152 if (Input.size() > BufferSizeInput)

153 {

154 // number of elements to pop

155 int ellNo = Input.size()−BufferSizeInput;

156 // remove the elemnts

157 Input.erase (Input.begin(), Input.begin()+ellNo);

158 }

159 // ********************************************************************************
160 }

161 for(int j = Nw1; j < Nv; j++)

162 {

163 in[j ]. Real = 0; // zero pad of in until length of Nv since in is < Nv, fft rule

164 in[j ]. Imag = 0; // zero pad of in until length of Nv since in is < Nv

165 }

166

167 // ********************* FFT compute *************************************************
168

169 FftCompute−>ExecuteFft(in, out, Nv);// fft is columen by columen.

170

171 for(int i = 0; i< Nv; i++)

172 {

173 magnitude = out[i].Real*out[i].Real + out[i].Imag*out[i].Imag;

174 magnitude = sqrt(magnitude);// taking the absolute

175 magnitude = magnitude*magnitude;// spectrum has to be calculated for all Nv points

176 data [k + i*Ns] = magnitude;// fft output is on data, that fills the spectrum image

177 }

178 nt = nt + skip;

179 // ********** Temporal avaraging of order 3 **************************
180

181 int filterL = 5;

182 for (int i=0; i<Nv; i++)

183 {

184 double x =0;

185 for (int j=0; j<filterL ; j++)

186 {

187 if ( j <= k)

188 x = x + data[(−j + k + i*Ns)];

189 }

190 data[(k+i*Ns)]= x/filterL;

191 data[(k+i*Ns)] = 20*log10(data[(k+i*Ns)]);
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192 }

193

194 // ******** dataDouble is data for the double size spectrum which is the copy of the single side

spectrum, so i have to keep the data of single side spectrum

195

196 for (int i= 0; i<2*Nv;i++)

197 {

198 if ( i<Nv)

199 dataDouble[(k+i*Ns)]= data[(k+ i*Ns)];

200 else

201 dataDouble[(k+i*Ns)]= data[(k+(i−Nv)*Ns)];

202 // *************** Buffer for image **************************************
203 Output.push_back(dataDouble[k + i*Ns]);// it is a vector

204 if (Output.size() > BufferSizeOutput)

205 {

206 // number of elements to pop

207 int ellNoO = Output.size()−BufferSizeOutput;

208

209 // remove the elemnts

210 Output.erase (Output.begin(), Output.begin()+ellNoO);

211 }

212 }

213 k = k+1;

214 if (k == Ns_Spectrum)

215 {

216 k=0;

217 }

218 }

219 nt = 0; // preparing for the next no of samples

220 offset = offset + skip; // is used for update checking

221 if (offset>7000)// offset 7000 is approximate length of the data

222 offset =0;

223 }

224

225

226 void vtkGenerateDopplerSpectrum :: PlayFrames()

227 {

228 it = Output.begin();

229 OutputNs= (Output.size()/(2*Nv));

230 for (int k=0;k<OutputNs;k++)// computing the columens until the output size

231 {

232 for (int i=0;i<2*Nv;i++)

233 {

234 dataDouble[k+i*Ns]= *it ;// assigns the value from the buffer
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235 it = it+1;

236 }

237 }

238 }

239 void vtkGenerateDopplerSpectrum :: clearBuffer()

240 {

241 it = Output.begin();

242 OutputNs= (Output.size()/(2*Nv));

243 for (int k=0;k<OutputNs;k++)// computing the columens until the output size

244 {

245 for (int i=0;i<2*Nv;i++)

246 {

247 dataDouble[k+i*Ns]= −100 ;// assigns the datadouble a very small value so that it is too

black

248 }

249 }

250 Output.clear();// this clear functions clears the previous buffer

251 // intializations after clearing the buffer

252 k= 0;

253 nt=0;

254 offset = 0;

255 OutputNs = 0;

256 }

257 void vtkGenerateDopplerSpectrum :: GainUp()

258 {

259 if (Gain < 20)

260 Gain = Gain + 30;

261 }

262 void vtkGenerateDopplerSpectrum :: GainDown()

263 {

264 if (Gain > −70)

265 Gain = Gain − 5;

266 }

267 void vtkGenerateDopplerSpectrum :: TimeScaleUp()

268 {

269 if (Ns_Spectrum+Delta <= Ns)

270 Ns_Spectrum= Ns_Spectrum +Delta;

271 }

272 void vtkGenerateDopplerSpectrum :: TimeScaleDown()

273 {

274 if (Ns_Spectrum−Delta >= Delta)

275 Ns_Spectrum = Ns_Spectrum−Delta;

276 }

277 void vtkGenerateDopplerSpectrum :: VelocityScaleUp()
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278 {

279

280 if (VlimMin_Spec + VlimMin_Delta >= VlimMin)

281 VlimMin_Spec = VlimMin_Spec + (2*Line/LineTotal)*VlimMin_Delta;

282

283 if (VlimMax_Spec + VlimMax_Delta <= VlimMax )

284 VlimMax_Spec = VlimMax_Spec + (2*(1−(Line/LineTotal)))*VlimMax_Delta;

285 }

286 void vtkGenerateDopplerSpectrum :: VelocityScaleDown()

287 {

288 if (VlimMin_Spec−VlimMin_Delta <= (2*Line/LineTotal)*VlimMin_Delta)

289 VlimMin_Spec = VlimMin_Spec−(2*Line/LineTotal)*VlimMin_Delta;

290

291 if (VlimMax_Spec−VlimMax_Delta >= (2*(1−(Line/LineTotal)))*VlimMax_Delta)

292 VlimMax_Spec = VlimMax_Spec − (2*(1−(Line/LineTotal)))*VlimMax_Delta;

293 }

294 void vtkGenerateDopplerSpectrum :: BaselineDown()//Base Line goes from 2(default) to 0

295 {

296 double VRange = VlimMax_Spec−VlimMin_Spec;// the range between max and min

297 if (Line > 0)

298 {

299 Line = Line−1;

300 VlimMin_Spec = VlimMin_Spec+ (1/LineTotal)*VRange ;

301 VlimMax_Spec = VlimMax_Spec+ (1/LineTotal)*VRange;

302 std :: cout<<"LineDown"<<Line<<endl;

303 }

304 }

305 void vtkGenerateDopplerSpectrum :: BaselineUp()// Base line goes until 4

306 {

307 double VRange = VlimMax_Spec−VlimMin_Spec;

308 if (Line < LineTotal) // BaseLineTotal in this case is 4, in general it can be any number

309 {

310 Line = Line + 1;

311 VlimMin_Spec = VlimMin_Spec− (1/LineTotal)*VRange ;

312 VlimMax_Spec = VlimMax_Spec− (1/LineTotal)*VRange;

313 std :: cout<<"LineUp"<<Line<<endl;

314 }

315 }

316

317 void vtkGenerateDopplerSpectrum :: Axis()

318 {

319 for (int n=0; n<Nv; n+= Interval)

320 {

321 int t= floor((double)((Nv−1)/Interval))* Interval ;
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322 v[n]= floor((100*(VlimMax_Spec− n*((VlimMax_Spec−VlimMin_Spec)/(t)))));

323 positionsY−>InsertNextValue(v[n]);

324 std :: ostringstream buff;

325 buff<<v[n];

326 labelsY−>InsertNextValue(buff.str());//displays axiswith the whole v[n]

327 }

328 axesVertical−>SetPosition( vtkAxis::RIGHT);

329 actoraxis−>GetScene()−>AddItem(axesVertical);

330 axesVertical−>SetRange(100*VlimMin_Spec, 100*VlimMax_Spec);

331 axesVertical−>SetTickPositions(positionsY.GetPointer());

332 axesVertical−>SetTickLabels(labelsY.GetPointer());

333 axesVertical−>SetPoint1(vtkVector2f(1* 69 + 845, 138)); // this is for secreen resolution of 1366 X 768

334 axesVertical−>SetPoint2(vtkVector2f(1* 69 + 845, 605));// it sets the initial and final points for the vertical

axis based on the screen coordinate

335 axesVertical−>Update();// displays the tick points

336

337 // ************************** Axis horizontal ***********************************************
338

339 TickNumber = 8;

340 Increment = (int) floor((double)(Ns_Spectrum/TickNumber));

341 std :: cout<<"Increment"<<Increment<<endl;

342 int m=0;

343 for (; m<=Ns_Spectrum; m+= Increment)

344 {

345 tS[m]= m*(skip)*dt;//calcualtes the time values until the needed spectrum length of needed interval

346 std :: cout<<"tS[m]"<<tS[m]<<endl;

347 positionsX−>InsertNextValue(tS[m]);

348 std :: ostringstream buff;

349 buff<<−(floor((double)(Ns_Spectrum/Increment))*Increment)*(skip)*dt+tS[m];

350 labelsX−>InsertNextValue(buff.str());

351 }

352 axesHorizontal−>SetPosition( vtkAxis::BOTTOM);

353 axesHorizontal−>SetPoint1(vtkVector2f(1 * 69 + 380, 138)); // this is // this is for secreen resolution of

1366 X 768

354 axesHorizontal−>SetPoint2(vtkVector2f(1 * 69 + 845, 138)); // it sets the initial and final points for the

horizontal axis based on the screen coordinate

355 actoraxis−>GetScene()−>AddItem(axesHorizontal);

356 axesHorizontal−>SetRange(0,tS[m−Increment]);

357 axesHorizontal−>SetTickPositions(positionsX.GetPointer());

358 axesHorizontal−>SetTickLabels(labelsX.GetPointer());

359 axesHorizontal−>Update();//it assigngs the labels

360 }

361

362 void vtkGenerateDopplerSpectrum :: clearall()
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363 { positionsX−>Reset();

364 labelsX−>Reset();

365 positionsY−>Reset();

366 labelsY−>Reset();

367 }

368

369 void vtkGenerateDopplerSpectrum :: TimeAxisUpdate()

370 {

371 TickNumber = 8;

372 Increment = (int) floor((double)(Ns_Spectrum/TickNumber));

373 std :: cout<<"Increment"<<Increment<<endl;

374 int m=0;

375 for (; m<=Ns_Spectrum; m+= Increment)

376 {

377 tS[m]= m*(skip)*dt;

378 std :: cout<<"tS[m]"<<tS[m]<<endl;

379 positionsX−>InsertNextValue(tS[m]);

380 std :: ostringstream buff;

381 buff<<−(floor((double)(Ns_Spectrum/Increment))*Increment)*(skip)*dt+tS[m];

382 labelsX−>InsertNextValue(buff.str());

383 }

384 axesHorizontal−>SetRange(0,tS[m−Increment]);

385 axesHorizontal−>SetTickPositions(positionsX.GetPointer());

386 axesHorizontal−>SetTickLabels(labelsX.GetPointer());

387 axesHorizontal−>Update();//it assigngs the labels

388 }

389 void vtkGenerateDopplerSpectrum :: VelocityAxisUpdate()

390 {

391 YMin_Spec = (2*Nv−1)*(VlimMin_Spec + vmax)/(2*vmax); //minimum range to be extracted

392 YMax_Spec= (2*Nv−1)*(VlimMax_Spec + vmax)/(2*vmax); //maximum range to be extracted

393 Interval = ((YMax_Spec−YMin_Spec)*100)/Nv;

394 for (int n=0; n<Nv; n+= Interval)

395 {

396 int t= floor((double)((Nv−1)/Interval))* Interval ;

397 v[n]= ((100*(VlimMax_Spec− n*((VlimMax_Spec−VlimMin_Spec)/(t)))));

398 positionsY−>InsertNextValue(v[n]);

399 std :: ostringstream buff;

400 buff<<v[n];

401 if ((( n/Interval)%2) == 0 || n== t ) // if even

402 {

403 labelsY−>InsertNextValue(buff.str());

404 }

405 else

406 labelsY−>InsertNextValue("");
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407 }

408 axesVertical−>SetRange(100*VlimMin_Spec, 100*VlimMax_Spec);// makes it to increase proportionally

409 axesVertical−>SetTickPositions(positionsY.GetPointer());

410 axesVertical−>SetTickLabels(labelsY.GetPointer());

411 axesVertical−>Update();// updates the velocity values

412 }


	
	
	
	
	
	
	
	
	
	
	
	

	
	


	
	
	
	
	
	

	
	
	
	

	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	


	
	
	

	
	

	
	
	
	
	
	


