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Abstract

The use of marine vessels, especially underwater vehicles, is rapidly increasing.
Autonomous marine vehicles are a huge focus area within the oil and gas industry,
and can also be utilized for scientific, environmental and military use. There are
still many challenges related to making such marine vessels autonomous. A basic
task of an autonomous marine vessel is to follow a general path in the presence of
unknown ocean currents. This is the key challenge addressed in this thesis.

In this thesis, two theorems that ensure path following given that certain assump-
tions are satisfied are presented. Theorem 1 applies to surface vessels and Theo-
rem 2 to underwater vehicles. The developed theorems are based on the work of
Even Børhaug regarding path following of space curves when no ocean currents
are present, and introduce a virtual Serret-Frenet reference frame that is anchored
in and propagates along the desired path. The theorems describe a closed-loop
system with an ocean current observer, a guidance law, a controller and an update
law to drive the Serret-Frenet frame alone the path.

The developed theorems have been implemented and simulated using a model for
a supply surface ship and the Hugin AUV by Kongsberg Maritime AS for several
different desired paths. In all simulations, the marine craft is able to converge to
and track the desired path. Future work includes expanding simulations to include
more realistic elements such as state observers and measurement noise, as well as
testing the developed theorems on an actual ship/AUV.

The preliminary goal of this thesis was to develop a method to ensure path follow-
ing in the presence of unknown ocean currents. This has been successfully done,
and this thesis will be the basis for an article that will be submitted to the 2014
American Control Conference.





Sammendrag

Bruken av marine fartøy, særlig undervannsfartøy, er raskt økende. Autonome
marine farkoster utgjør et stort satsningsomr̊ade i olje- og gassindustrien, og kan
benyttes for vitenskapelige, miljømessige og millitære form̊al. Det er fortsatt mange
utfordringer knyttet til å gjøre slike fartøy autonome. En grunnleggende oppgave
for et autonomt marinefartøy er å følge en generell bane under innflytelse av ukjente
havstrømmer. Denne masteroppgaven tar for seg nettopp denne problemstillingen.

I denne avhandlingen blir to teoremer som garanterer følging av en ønsket bane (gitt
at enkelte antakelser er oppfylt) presentert. Teorem 1 gjelder for overfatefartøy og
Teorem 2 for undervannsfarkoster. Disse teoremene er utviklet med utgangspunkt i
arbeidet til Even Børhaug ang̊aende følging av en generell bane n̊ar ingen havstrøm
p̊avirker fartøyet, og introduserer et virituelt Serret-Frenet referansesystem som er
forankret i og propagerer langs den ønskede banen. Teoremene beskriver et system
i lukket sløyfe og inkluderer en strøm-estimator, en guidance-lov, en regulator og
en oppdateringslov som driver Serret-Frenet referansesystemet fremover.

De dynamiske modellene for et overflateskip og Hugin AUVen til Kongsberg mar-
itime har blitt implementert og de utviklede teoremene har blitt simulert for flere
ulike baner. Alle simuleringer viser at det aktuelle fartøyet konvergerer til og følger
den ønskede banen. Fremtidig arbeid inkluderer å utvide simuleringene til mer re-
alistiske forhold ved å inkludere en tilstandsobserver og legge til m̊alestøy, samt å
teste teoremene p̊a et faktisk skip/AUV.

Hovedform̊alet med denne oppgaven var å utvikle en metode for å sikre banefølging
av et marint fartøy under innflytelse av ukjente havstrømmer. Dette har blitt
utfort, og denne masteroppgaven vil være utgangspunktet for en artikkel som skal
sendes inn til 2014 American Control Conference.





Nomenclature

AUV Autonomous Underwater Vehicle

CB Center of Buoyancy

CG Center of Gravity

DOF Degrees of Freedom

DVL Doppler Velocity Log

EOM Equations of Motion

GNC Guidance, Navigation and Control

GNSS Global Navigation Satellite System

IMU Inertial Measurement Unit

LOS Line of Sight

ROV Remotely Operated Vehicle

UES Uniformly Exponentially Stable

UGAS Uniform Global Asymptotic Stability

UGES Uniformly Globally Exponentially Stable

ULES Uniformly Local Exponentially Stable

UUV Unmanned Underwater Vehicles
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Chapter 1

Introduction

The guidance and control of marine vessels is an area of focus within the research
community. The use of marine vehicles is increasing rapidly within several fields,
such as marine biology, seafloor mapping, oceanography, military use and in oil and
gas industry, and the autonomy of such vehicles are increasing rapidly. A basic and
highly applicable task for such marine vessels, both surface and underwater, is to
follow a general path to perform some mission. There are still challenges related
to autonomous path following and tracking tasks, and as such the preliminary goal
of this thesis is to develop a method that allows a marine vessel to follow a general
path in the presence of unknown ocean currents. This is a very relevant issue for
real-life applications.

This thesis presents two theorems as the solution to the addressed problem: Theo-
rem 1 (chapter 6.1) applies to surface vessels and Theorem 2 (chapter 6.2) applies
to underwater vehicles. These theorems introduce a virtual Serret-Frenet reference
frame that propagates along the desired path and utilize an ocean current observer
to estimate the unknown current. Furhermore, the closed loop system includes a
guidance law to calculate references for the controlled states, a controller to com-
pute and impose the necessary thruster force and rudder angle(s) to reach said
references and an update law to drive the Serret-Frenet frame forward. This is
illustrated in figure 1.1. Since the Serret-Frenet frame is anchored in the desired
path, the control objectives is to drive the position of the marine vessel to the
origin of this frame. Both theorems guarantee that this is achieved given that a
number of assumptions are satisfied. Furhermore, Theorem 1 guarantee that the
control objectives are achieved with uniform global asymptotic stability (UGAS).

The model for a supply surface ship and the Hugin AUV by Kongsberg Maritime
have been implemented in Simulink along with the controllers, guidance law, update
law and ocean current observer given by Theorem 1 and 2, and several desired paths
have been simulated: A straight line, a circle and a piecewise straight and circular
path in the shape of an athletics track for the supply ship, and a straight line, a
circle and a helix for Hugin.
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Figure 1.1: Structure of developed closed-loop system for path following.

This thesis is outlined as follows. Chapter 2 of this thesis introduce some relevant
background theory. This shortly describes the notation used in this thesis and
the general marine craft model. Chapter 3 contains a literature review. Here, a
method of transforming the marine vehicle model to simplify the control problems is
presented. Different controller types are discussed and a method for ocean current
estimation is described. Finally, several established guidance laws for path following
are presented. Chapter 4 contains the problem formulation on which this thesis
is based, and chapter 5 presents the simulation models and controllers for the
supply ship and Hugin. The developed theorems are presented in chapter 6 and the
simulation results in chapter 7. Chapter 8 and 9 hold the discussion and conclusion.
Finally, appendix A contains some of the formulas and stability theorems that are
used in the stability proofs of Theorem 1 and 2. These are shown in detail in
appendix B. Throughout this thesis, figures, tables and equations are numbered
according to chapter.



Chapter 2

Background Theory

This chapter contains some of the background theory and notation used throughout
this thesis. The notation and reference frames are consistent with Fossen [12]. All
material in this chapter from [2, 12].

2.1 Reference frames

The reference frames are illustrated in figure 2.1 and 2.2.

2.1.1 Earth-Centered Reference Frames

ECI Intertial (nonaccelerating) frame {i} in which Newton’s laws apply.

ECEF Earth-centered frame {e}. The axes rotate relative to the ECI frame
along with the Earth. The x-axis intersects the sphere of the Earth at 0◦ latitude
(Equator) and 0◦ longitude (Greenwich).

2.1.2 Geographic Reference Frames

NED Tangent plane on the surface of the Earth with axes north, east, down.
This frame, denoted {n}, is related to {e} through the angles for longitude (l) and
latitude (µ). For a flat Earth navigation one can assume that {n} is inertial and
that Newton’s laws still apply.

BODY The body reference frame {b} is anchored in the vehicle. The position
and orientation of the craft should be expressed in the inertial reference frame,
approximated by {e} or {n} for marine vessels, and the linear and angular velocities
are described relative the body coordinate system, see table 2.1. The axes coincide
with the principle axes of inertia. The normal definition is xb (from act to fore),
yb (to starboard) and zb (from top to bottom). This is illustrated in figure 2.2.

3
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Figure 2.1: Illustration of earth-centered reference frames [12].

Figure 2.2: Illustration of NED and BODY reference frames [12].

2.2 Notation and Definitions

For a marine vessel, the NED reference frame can be assumed inertial. As such,
the following notation is used. Vectors are bold, and sub- and superscripts are
used as follows: ωbb/n is the vector containing angular velocity of {b} with respect

to {n} (subscript b/n) expressed in {b} (superscript b) and Θnb contains the Euler
angles between {n} and {b}.
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Vector Vector Variable Name Definition

η
(
ηnb/n

) pnb/n

x Surge Position in x-direction in NED
y Sway Position in y-direction in NED
z Heave Position in z-direction in NED

Θnb

φ Roll Rotation about x-axis in NED
θ Pitch Rotation about y-axis in NED
ψ Yaw Rotation about z-axis in NED

ν
(
νbb/n

) vbb/n

u Surge velocity Linear velocity in x-direction in BODY
v Sway velocity Linear velocity in y-direction in BODY
w Heave velocity Linear velocity in z-direction in BODY

ωbb/n

p Roll rate Angular velocity about x-axis in BODY
q Pitch rate Angular velocity about y-axis in BODY
r Yaw rate Angular velocity about z-axis in BODY

Table 2.1: Table containing the states of an underwater vehicle (η and ν) and a
description of these.

The actual velocity of a marine vessel is not necessarily aligned with the xb-axis.
For instance, the vehicle may experience sideways drifting due to current or waves.
In principle, the velocity vector U = uxb + vyb + wzb can have any direction.
The following definitions are important for a surface ship or an underwater vehicle
operating in a plane (illustration in figure 2.3):

Heading Angle ψ is the angle from the x-axis of {n} to the x-axis of {b}.
Positive rotation about the z-axis of {n} by right-hand convention. This is the
angle that is directly controlled by the rudder.

Sideslip angle β is the angle from the x-axis of {b} to the velocity vector U of
the vehicle. Positive rotation about the z-axis of {b} by right-hand convention.

Course Angle χ is the angle from the x-axis of {n} to the velocity vector U
of the craft. Positive rotation about the z-axis of {n} by right-hand convention.
χ = ψ + β

For an underwater vehicle operating in 3D space, there exists an angle α (angle of
attack) in addition to the sideslip angle β. These angles relate the body coordinate
system b to the flow coordinate system f , which is often used to express hydrody-
namic data. The connection is given by Rb

f (Θbf ), where Θbf = [0, α,−β]T and R
is defined in equation (2.7).

β , arcsin

(
v

|U |

)
α , arctan

(w
u

) (2.1)
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Figure 2.3: Illustration of heading ψ and side-slip β angle. The course angle χ is
the sum of heading and side-slip.

2.3 Transformation between Reference Frames

Transformations between BODY and NED The 6 DOF kinematic equation
can be expressed in vector form as

ṗnb/n = vnb/n = Rn
b (Θnb)v

b
b/n

Θ̇nb = ωnb/n = TΘ(Θnb)ω
b
b/n

⇓
η̇ = JΘ(η)ν

(2.2)

JΘ(η) =

[
Rn
b (Θnb) 03×3

03×3 TΘ(Θnb)

]
(2.3)

By considering a rotation about a single axis one can define the principal rotation
matrices:

Rx,φ =

1 0 0
0 cos(φ) − sin(φ)
0 sin(φ) cos(φ)

 (2.4)

Ry,θ =

 cos(θ) 0 sin(θ)
0 1 0

− sin(θ) 0 cos(θ)

 (2.5)

Rz,ψ =

cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (2.6)
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Together, these three matrices can describe any rotation about all three axes. The
matrix

Rn
b (Θnb) , Rz,ψRy,θRx,φ

=

c(ψ)c(θ) −s(ψ)c(φ) + c(ψ)s(θ)s(φ) s(ψ)s(φ) + c(ψ)s(θ)c(φ)
s(ψ)c(θ) c(ψ)c(φ) + s(ψ)s(θ)s(φ) −c(ψ)s(φ) + s(ψ)s(θ)c(φ)
−s(θ) c(θ)s(φ) c(θ)c(φ)


c(·) = cos(·), s(·) = sin(·), t(·) = tan(·)

(2.7)

describes a rotation of ψ degrees about the z-axis, θ degrees about the y-axis and
φ degrees about the x-axis.

Rb
n(Θnb) = Rn

b (Θnb)
−1 = Rn

b (Θnb)
T = RT

x,φR
T
y,θR

T
z,ψ

The transformation matrix TΘ(Θnb) relates Θ̇n
b/n to ωbb/n.

ωbb/n =

φ̇0
0

+RT
x,φ

0

θ̇
0

+RT
x,φR

T
y,θ

0
0

ψ̇

 , T−1
Θ (Θnb)Θ̇bm (2.8)

T−1
Θ (Θnb) =

1 0 −s(θ)
0 c(φ) c(θ)s(φ)
0 −s(φ) c(θ)c(φ)

 (2.9)

TΘ(Θnb) =

1 s(φ)t(θ) c(φ)t(θ)
0 c(φ) −s(φ)

0 s(φ)
c(θ)

c(φ)
c(θ)

 (2.10)

2.4 Marine Vessel Dynamic Model

The general maneuvering equations of motion (EOMs) for a marine vessel can be
represented by the kinematics (2.11) and kinetics (2.12). The kinematics describe
geometrical aspects of motion, whereas the kinetics consider the forces causing the
motion.

η̇ = JΘ(η)ν (2.11)

Mν̇ +C(ν)ν +D(ν)ν + g(η) + g0 = τ + τwind + τwave

Mν̇ +C(ν)ν +D(ν)ν + g(η) + g0 = Bf + τwind + τwave
(2.12)

JΘ(η) is the Jacobian matrix defined in equation (2.3). M is the system inertia
matrix, C is the Coriolis-centripetal matrix and D is the damping matrix. g
is a vector containing gravitational and/or buoyancy forces and moments and g0

is a vector used for pretrimming (ballast control). τ is a vector containing the
control inputs, and τwind and τwave contains wind and wave forces respectively.
τ is often modeled as Bf , where f is a vector containing the thruster force(s)
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and rudder angle(s), and B is a matrix that maps these angles into corresponding
forces affecting the dynamics. Typically, B has the following structure for a 3-DOF
surface vessel. T is the thruster force and δr is the rudder angle.

τ = Bf =

b11 0
0 b22

0 b32

[T
δr

]
(2.13)

2.5 Ocean Current

Ocean currents are circulation systems of ocean waters that are a result of gravity,
wind, salinity change, heat exchange at the sea surface and variation in water den-
sity [12]. These can have both horizontal and vertical components and are affected
by the Coriolis force and tides. The ocean current is often assumed irrotational
and constant (or slowly varying) in the NED/inertial reference frame:

V n
c =

VxVy
Vz

 (2.14)

By expressing the current in the body frame

V b
c = [Rn

b (Θnb)]
TV n

c (2.15)

the relative velocity νr can be defined as below:

νr = νbb/n − ν
b
c =

[
vbb/n − V

b
c

ωbb/n

]
= [ur, vr, wr, p, q, r]

T (2.16)

2.6 Marine Vessel Dynamic Model revisited

The equations of motion kinetics can be rewritten using the relative velocity vector:

MRBν̇ +CRB(ν)ν︸ ︷︷ ︸
rigid-body forces

+MAν̇r +CA(νr)νr +D(νr)νr︸ ︷︷ ︸
hydrodynamic terms

+ g(η) + g0︸ ︷︷ ︸
hydrostatic terms

= τ+τwind+τwave

(2.17)
The hydrogynamic terms describe forces related to drag, frontal pressure against
the structure, negative pressure in downstream etc., whereas the hydrostatic terms
include buoyancy and gravitational forces. The rigid-body forces are related to the
shape and mass off the vessel itself.

As equation (2.17) shows, the rigid-body forces are independent of the ocean cur-
rent, whereas the hydrodynamic terms can be expressed through the relative ve-
locity. However, it has been shown by Fossen that the EOMs can be represented
through relative velocities only:

η̇ = JΘ(ηr)νr +

[
V n
c

03×1

]
Mν̇r +C(νr)νr +D(νr)νr + g(η) + g0 = τ + τwind + τwave

(2.18)
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M = MRB +MA

C = CRB +CA
(2.19)

2.7 Actuation of Marine Vessels

In general, a surface vessel has 3 Degrees of Freedom (DOFs) (η = [x, y, ψ]T and
ν = [u, v, r]T ), and an underwater vessel has 6 DOFs (η = [x, y, z, φ, θ, ψ]T and
ν = [u, v, q, p, q, r]T ). The vessel is said to be fully actuated if it is equipped
with actuators that can produce forces and/or moments in all DOFs. If it does
not, the craft is underactuated. This is often the case in marine vessels, and this
limits which control objectives the vessel can satisfy. A simple example of an
underactuated vehicle is a car. The car is able to drive back and forward, and can
turn sideways. However, it is not able to move sideways directly. In spite of this,
given a control objective to move 3 meters to the right, the car is able to complete
this by driving forward and turning and then backing up again.

2.8 Motion Control of Marine Vessels

To plan and control a motion of a marine vessel, a guidance, navigation and control
(GNC) system as illustrated in figure 2.4 is required. This thesis mainly focuses
on the guidance and control system.

Figure 2.4: GNC system flow. Illustration from [12].

2.8.1 Guidance system

The guidance system computes a reference that is the controller input. This refer-
ence can consist of the desired position, velocity, acceleration, heading, depth, etc.
of the marine vessel. The complexity of the guidance system depends on the desired
behavior of the system. For instance, if the vessel should stay at a stationary posi-
tion, the desired position is constant and the desired velocity and acceleration are
zero. In a more complex system, the guidance system can be used to calculate the
optimal trajectory/path for the vessel in question with respect to time, distance,
energy-consumption etc. The most common types of motion control objectives are
listed below.
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Setpoint regulation: The reference is constant.

Trajectory-tracking: The state of the vehicle should track desired position and
velocity reference signals that change over time.

Path-following control: The overall goal is to follow a predefined path inde-
pendent of time. That is, it is not necessary to reach a certain point of the
path at a certain time, but to reach, stay on and follow the desired course.

Path-tracking control: A combination of trajectory-tracking and path-following.
The vehicle should follow a given path dependent of time.

Target tracking: The goal is to reach a target that may be stationary (setpoint
regulation) or in motion with an unknown future path.

2.8.2 Navigation system

The navigation system normally consists of a Global Navigation Satellite System
(GNSS) and a set of sensors, e.g. accelerometers, gyroscopes, magnetometers
(IMUs), radar/sonar and pressure sensors. These sensors provide data that can
be used to estimate the state of the marine vessel through an observer, typically a
Kalman filter. Often a low-pass filter is used to remove high-frequency measure-
ment noise from the sensor data.

2.8.3 Control system

The control system receives a reference from the guidance system and must deter-
mine the control forces necessary to achieve this based on the reference and the
current state of the vessel in question. This system can be subjected to several
constraints, such as a saturation on the controlled forces, minimization of energy
consumption, exact path/trajectory following etc. The control system depends on
feedback from the measured/estimated states of the vessel, and as such it can be
vulnerable to measurement noise and inaccurate estimates. A few common con-
troller types are described in chapter 3.3.



Chapter 3

Literature Review

3.1 Underwater Vehicles and Automation

Underwater vehicles have several potential applications within various fields for sci-
entific (seafloor mapping, rapid response to oceanographic and geothermal events,
geological sampling), environmental (monitoring of pollution etc.) or military use
(water mine search, reconnaissance, surveillance) [20]. In addition, they can be
immensely helpful within the oil industry when constructing, inspecting and main-
taining undersea structures such as pipelines. As such, underwater vehicles are a
very attractive research field with several challenges, such as autonomy, endurance,
navigation, sensors/sensor processing, underwater robotic manipulation and com-
munication.

As of today, there are two main types of Unmanned Underwater Vehicles (UUVs).
These are ROVs (Remotely Operated Vehicles) and AUVs (Autonomous Under-
water Vehicles) . As the name suggests, a ROV is tele-operated, meaning that is
requires a human operator to control it, and physically linked via a tether to a
submarine or a surface ship [2]. An AUV, on the other hand, is autonomous and
can operate without human interaction. Once it is given a command, it can assess
the surroundings and make decisions on its own to complete its mission.

An overall goal for unmanned vehicles is to increase the degree of autonomy. The
increasing demand for advanced underwater robot technology will eventually lead
to completely autonomous underwater robots that will minimize the need for hu-
man operators [21]. AUVs have to be reactive, robust, reliable and adaptable in
order to work in a changing environment. They have several advantages compared
to ROVs and manned underwater vehicles. For instance, operation costs are lower
since AUVs don’t require a mother vessel with a large crew to operate [2]. In ad-
dition, ROVs have limited range due to the tether, which also poses a safety issue.
AUVs can operate independent of a link to a surface vessel, and as such they can
be used in great depths and/or under ice covered areas. Finally, an AUV can make

11
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its own decisions, and as such the time delay in human-machine interaction that
can arise when operating ROVs is irrelevant when working with AUVs.

Obviously, there are different levels of autonomy. For instance, a ROV can have a
auto-depth controller that limits the vehicle to a plane in which the operator can
control it. Parasuraman et. al. propose a 10-point scale to describe different levels
of autonomy [18]. This is shown in table 3.1.

HIGH 10 The computer decides everything and acts autonomously,
ignoring the human.

9 Informs the human only if it, the computer, decides to.
8 Informs the human only if asked, or
7 executes automatically, then necessarily informs the hu-

man, and
6 allows the human a restricted time to veto before automatic

execution, or
5 executes the suggestion if the human approves, or
4 suggest one alternative.
3 Narrows the selection down to a few, or
2 the computer offers a complete set of decision/action alter-

natives, or
LOW 1 the computer offers no assistance: Human must take all

decision and actions.

Table 3.1: Levels of autonomy by Parasuraman et. al. [18].

The level of autonomy achieved by underwater vehicles is determined by their
performance in three areas [14]: Energy, navigation and decision autonomy. An
energy autonomous UUV has reliable power sources and low power consumption,
and as such it can operate without interacting with other vessels long-term. Navi-
gation autonomy entails the UUVs ability to navigate and know its position even
in unknown areas, and decision autonomy means that the vehicle must be able to
perceive its own status and environment, and respond appropriately to unexpected
situations without the interference of a human operator.

3.2 Vehicle Model Transformations

The general marine vessel dynamic model (2.18) is given with respect to a certain
point on the marine craft. It is common to have models given relative to the Center
of Gravity (CG) or Center of Buoyancy (CB). However, the EOMs can be simpli-
fied by translating the model to another point p.

For an underactuated surface vessel with a B-matrix as equation (2.13), it is easy
to see that the rudder angle δr affects both the sway and yaw dynamics (v and r).
For an underwater vehicle such as in [4], the pitch control δq affects both heave
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and pitch dynamics (w and q) and the yaw control δr affects both yaw and sway
dynamics (v and r). This makes the controller design and stability analysis com-
plicated. However, by translating the model, δq affects only the pitch dynamics
and δr affects only the yaw dynamics [4].

The transformation is given below:

ū = u

v̄ = v + ε1r

w̄ = w + ε2q

p̄ = p

q̄ = q

r̄ = r

ν̄ =


1 0 0 0 0 0
0 1 0 0 0 ε1
0 0 1 0 ε2 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


︸ ︷︷ ︸

T

ν

(3.1)

ε1 and ε2 are constant scalars calculated based on the M and B matrices of the
vehicle model. If ε1 = −ε2 the transformation corresponds to a physical translation
of the EOMs along the center line of the craft for a distance ε = ε1 [9]. If the vessel
in question fulfills certain symmetry demands or has a cylindrical shape, it will
result in ε1 = −ε2.

Examples of this model transformation are given in chapter 5.1 and 5.2.

3.3 Controller types

3.3.1 P, PD, PI and PID Controllers

P, PD and PID controllers calculate a controller input τ based on the deviation
between the actual and desired state x and xd denoted x̃ [3].

P τ = −Kpx̃

PD τ = −Kpx̃−Kd
˙̃x

PI τ = −Kpx̃−Ki

∫
x̃dt

PID τ = −Kpx̃−Kd
˙̃x−Ki

∫
x̃dt

Kp, Kd and Ki are all positive controller gains. A simple P-controller produce an
output signal proportional to the current deviation. The derivative term predicts
system behavior by examining the slope of error over time and can improve settling
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time, whereas the integral term contains the sum of the past error and eliminates
the stationary deviation that is a result of a pure P controller. It is important to
note that the derivation term is sensitive to measurement noise and a large inte-
grator gain can result in a overshoot response.

These controllers are all simple in the sense that they are completely independent
on the system model. As such they are not susceptible to modeling errors. However,
they are known to be sensitive to non-linearities, and the tuning of the controller
gains can be tricky. In some cases, it may be prudent to adjust these continuously.

3.3.2 Feedback Linearization Controllers

The idea behind feedback linearization controllers is to cancel the non-linearities
in the system dynamics [12]. As such, a P, PD, PI or PID controller can be applied
to the resulting linear system. However, the drawback of this method is that it
requires a known and exact model of the system. For instance, if

ẋ = −x+ F (t, x) + τ, (3.2)

where F (t, x) is a non-linear function,

τ = −F (t, x) + τ1 (3.3)

reduces the system dynamics to

ẋ = −x+ τ1. (3.4)

This is a linear system and τ1 can then be chosen as a PID-controller or another lin-
ear system controller to make x converge to xr. Examples of feedback linearization
controllers are given in chapter 5.1.1 and 5.2.1.

3.3.3 Integrator Backstepping Controllers

Integrator backstepping is a technique developed to design stabilizing controls for
non-linear systems using control Lyapunov functions [12]. It has a recursive struc-
ture. The basic idea is to transform the dynamic model to a new state z with a
linear dynamics and a stable equilibrium point in z = 0. An example of an integra-
tor backstepping controller is given in chapter 5.2.2. An integrator backstepping
controller is a kind of feedback linearization controller since it aims to cancel non-
linearities, and as such it is also sensitive to modeling errors. However, it is a
more flexible method than pure feedback linearization, as it allows for explotion of
stabilizing non-linearities.

3.4 Current Estimation

As mentioned in section 2.5, the current is often assumed constant and irrotational
in the inertial (NED) frame. As equation (2.18) shows, the current continuously
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affects the kinematics of the system, and as such it would be useful to know the
direction and magnitude of this disturbance. There are two approaches to this
problem: The current can either be measured or estimated. Direct measurement
of ocean current is very difficult. A possible approach is to use a Doppler Velocity
Log (DVL) [19]. The DVL uses acoustic measurements to capture the velocity of
the marine vessel relative to the bottom and water. As such, it can estimate both
absolute and relative velocities, and the current can be estimated as the difference
between these two.

A current estimator for a surface ship is given in [1]. It is assumed that both η
and νr are measured or estimated. Based on the model (2.18), it is known that

ẋ = cos(ψ)ur − sin(ψ)vr + Vx

ẏ = sin(ψ)ur + cos(ψ)vr + Vy
(3.5)

The current can be estimated by introducing an estimate for x and y that can be
compared to the actual, measured position, in addition to estimates of Vx and Vy.
The estimates are given below.

˙̂x = cos(ψ)ur − sin(ψ)vr + V̂x + kx1x̃

˙̂y = sin(ψ)ur + cos(ψ)vr + V̂y + ky1ỹ

˙̂
Vx = kx2x̃

˙̂
Vy = ky2ỹ

(3.6)

x̃ = x− x̂
ỹ = y − ŷ
Ṽx = Vx − V̂x
Ṽy = Vy − V̂y

(3.7)

Here, x̃ and ỹ are known because the actual position is measured and the value of
the estimates are known.

The system can then be written as equation (3.8). If the constants kx1, kx2, ky1

and ky2 are larger than zero, the matrices A and B are Hurwitz and the errors

x̃, ỹ, Ṽx and Ṽy will go to zero with global exponential stability (theorem 4.5 in
appendix A.3.2). [

˙̃x
˙̃Vx

]
=

[
−kx1 1
−kx2 0

]
︸ ︷︷ ︸

A

[
x̃

Ṽx

]
[

˙̃y
˙̃Vy

]
=

[
−ky1 1
−ky2 0

]
︸ ︷︷ ︸

B

[
ỹ

Ṽy

] (3.8)
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3.5 Path Representation

3.5.1 Waypoints

Straight-line paths are often described
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Figure 3.1: Illustration of piecewice
straight-line path with circular arcs
for waypoint guidance.

using waypoints [12]. In general, a waypoint
is given as pk = [xk, yk, zk]T (pk = [xk, yk]T

for surface vessels), and a single straight line
is given as the line between p0 and p1. In
addition, a path can be piecewise linear, in
which case it is defined as the path from p0

to pn via the waypoints pi, i ∈ [1, n − 1].
It is common to represent such paths using
straight lines and circular arcs to connect the
waypoints. This is illustrated in figure 3.1.
One drawback of using this representation is
that the desired yaw rate rd will not be con-
tinuous when switching between the straight
line (rd = 0) and the circular arc (rd = c,
c dependent on the curvature of the circular
arc).

3.5.2 Parametrization

A general path, straight or curved, is normally represented through a parametriza-
tion which is often assumed known in advance [12]. A general parametrized
path in 3D is given as pd(θ) = [xd(θ), yd(θ), zd(θ)]

T . A simple example of a 2D
parametrized curve is a circle.

θ ∈ [0, 2π]

xd(θ) = R cos(θ)

yd(θ) = R sin(θ)

(3.9)

It is possible, and often useful, to express the path as a function of the traveled
distance along the path s. In case of the 2D circle, the parametrization is given
below.

s ∈ [0, 2πR]

xd(s) = R cos
( s
R

)
yd(s) = R sin

( s
R

) (3.10)

3.6 Line of Sight Guidance Laws for Path-Following

Guidance is defined by Shneydor as ”The process for guiding the path of an object
towards a given point, which in general may me moving”. A commonly used method
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for path-following is the Line of Sight (LOS) method [12]. In this case, the guidance
system is composed of a speed and LOS guidance law, where the LOS law computes
a heading reference and the speed law computes a velocity reference. These can be
combined in different ways to achieve different motion control objectives.

3.6.1 Line of Sight for Straight Path Following

Line of Sight is a three-point guidance scheme [7] since it is based on three points:
A reference point (normally stationary, for instance pk), the position of the marine
craft (p(t)) and the desired position. LOS can be used to track a moving target, in
which case the desired position is time-varying (pt(t)), or to track a certain path, in
which case the goal is the next waypoint (pk+1). The focus for this thesis is path-
following, so LOS as target tracking is disregarded from this point on. Figure 3.2
illustrates the LOS concept for a surface vessel (this is simpler than an underwater
vehicle since a ship is limited to a plane). The desired path is the straight line
in light blue between pk and pk+1, and the ship is at position p(t), marked i red.
In the NED reference frame the x-axis points north and the y-axis points east.
However, the path can be specified in a path-fixed reference frame with origin in
pk and x-axis pointing toward pk+1. This reference frame is illustrated in dark
blue.  

x [North] 

y [East] 

(xk, yk) = pk 

αk 

pk+1 = (xk+1, yk+1) 

p(t) = ( x(t), y(t) ) 

e(t) 

s(t) 

xk+1 - xk 

yk+1 - yk 

Figure 3.2: Illustration of LOS guidance for surface vessels. The ship is in position
p(t) and should navigate towards and converge to the path given as the straight
line between pk and pk+1. To simplify the calculations, the NED reference system
is translated so the origin is in pk and rotated so the x-axis points toward pk+1.
The position of the ship in this reference frame is given as ε(t) = [s(t), e(t)]T

The path fixed coordinate system is defined by rotating the NED coordinate system
αk degrees about the z-axis and then translating the rotated coordinate system so
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the origin is placed in pk. As can be seen from figure 3.2, αk is defined as

αk = arctan

(
yk+1 − yk
xk+1 − xk

)
. (3.11)

The transformation from NED to the path-fixed frame is then given as

ε(t) =

[
s(t)
e(t)

]
= [Rz,αk

(αk)]T (p(t)− pnk ) (3.12)

where

Rz,αk
(αk) =

[
cos(αk) − sin(αk)
sin(αk) cos(αk)

]
. (3.13)

As shown in figure 3.2, s(t) is the along-track distance and e(t) is the cross-track
error. The control objective is to make the ship converge to the straight line and
follow it. Mathematically, this corresponds to e(t) becoming 0, so the control
objective is given as

lim
t→∞

e(t) = 0. (3.14)

There are two approaches to achieve this: Enclosure-based and lookahead-based
steering.

Enclosure-Based Steering

In enclosure-based steering a virtual circle with radius R and center in p(t) is
considered. The circle will intersect the straight line at two points (provided the
radius is large enough). The point plos marked in green is the intersection point
closest to the desired direction of travel (towards pk+1). 

 

x [North] 

y [East] 

(xk, yk) = pk 

αk 

pk+1 = (xk+1, yk+1) 

( x(t), y(t) ) =p(t) 

xlos - xk 

ylos - yk 

Plos = (xlos, ylos) 

ylos – y(t) 

xlos – x(t) χd 

Figure 3.3: Illustration of enclosure-based LOS steering.
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The guidance law uses plos to calculate the desired course angle χd(t). As such,
it is necessary to compute xlos and ylos. By geometric considerations, plos can be
calculated by solving the equation set below:

[xlos − x(t)]2 + [ylos − y(t)]2 = R2

tan(αk) =
ylos − yk
xlos − xk

(3.15)

Once pnlos is known, the desired course angle can be decided using equation (3.16).

tan(χd(t)) =
ylos − y(t)

xlos − x(t)
(3.16)

Lookahead-Based Steering

This method of LoS is computationally easier than enclosure-based guidance. Rather
than calculating a point plos, it uses a design parameter ∆ > 0 referred to as the
lookahead distance. In general, ∆ may vary as a function of time, e or other pa-
rameters. However, it is often chosen to be constant.

In this approach of LOS, the desired course angle is the sum of two angles:

χd(e) = αk + χr(e) (3.17)

αk is defined in equation (3.11), and χr(e) is the path relative angle illustrated in
figure 3.4. This angle depends on the cross-track error e and the lookahead distance
∆ > 0 and is defined in equation

χr(e) = arctan
(
− e

∆

)
(3.18)
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αk 

pk+1 = (xk+1, yk+1) 

p(t) = ( x(t), y(t) ) 

e(t) 

s(t) 

xk+1 - xk 

yk+1 - yk 

Δ 

χr 

χr 

Figure 3.4: Illustration of lookahead-based LOS steering.
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Path-Following Controllers

The LOS-methods described above result in a guidance law which provides the de-
sired course angle χd (equation (3.16) and (3.17) for enclosure-based and lookahead-
based steering respectively). However, this angle is the sum of the desired heading
angle ψd and the side-slip angle β defined in equation (2.1): χd = ψd + β. The
heading ψ is the angle that can be directly affected by turning the rudder of a
ship and ψd is the reference for any autopilot controller. As such, two control ap-
proaches are used to achieve path following.

If velocity measurements are unavailable, the enclosure-based steering law can be
applied in such a way that the x-axis of the body reference system is aligned with
the LOS-vector. The desired heading angle is then calculated as below.

tan(ψd(t)) =
ylos − y(t)

xlos − x(t)
(3.19)

The side-slip angle β is assumed to be unknown and is omitted from the equations
and a heading autopilot can then be used to fulfill the reference heading. However,
this approach is faulty when the ship is subjected to environmental forces because
the ship will in fact side-slip in the presence of waves, wind and current.

If velocity measurements are available, another approach is to align the velocity
vector of the marine vessel with the LoS-vector. In this case, the lookahead-based
steering law can be applied with χd defined as in equation (3.17). A heading au-
topilot driven by the error between the desired and actual heading (equation (3.20))
can be applied. In this case, β is computed based on the velocity measurements.

ψ̃ = ψ − ψd
= ψ − χd + β

(3.20)

3.6.2 Line of Sight for Circular Path Following

LOS guidance is not limited to straight line paths. In [7], the lookahead-based
steering method is explained for circular paths. In general, the desired circular
path is fully described by a radius Rc and a center pc = [xc, yc]

T as illustrated in
figure 3.5. The ship’s position is p(t) = (x(t), y(t), the path-fixed reference frame
is shown in blue and the lookahead distance ∆ now lies along the tangent of the
path.

The desired course angle is very similar to that of the lookahead-based steering for
straight paths (3.17):

χd(e, t) = χp(t) + χr(e) (3.21)

The term χr(e) is defined in equation (3.18) and is identical for straight line and
circular path following. The main difference between straight line and circular path
following is χp(t). For straight lines, this is a constant angle αk, whereas the angle
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Figure 3.5: Illustration of lookahead-based LoS steering of circular path [7].

changes along the circular path.

χp(t) = χc(t) + λ
π

2

tan(χc(t)) =
y(t)− yc
x(t)− xc

(3.22)

λ = 1 corresponds to clockwise motion, and λ = −1 to counter-clockwise motion.
As figure 3.5 shows, these equations are purely geometric considerations. The path-
fixed coordinate system is anchored in the direct projection of p(t) onto the circular
path and the x-axis is parallel to the tangent of the path at this point (shown in
blue in figure 3.5). Thus, the cross-track error e(t) is given by equation (3.23).

|p(t)− pc| = Rc − e(t) (3.23)

3.6.3 Line of Sight with Integral Effect for Straight Path
Following

Traditional LOS is widely used in practice for path following. However, as discussed
in chapter 3.6.1, it is susceptible to environmental disturbances unless velocity mea-
surements are available to calculate the side-slip angle β. Another approach is to
expand the LOS lookahead-based method and utilize an integral effect to coun-
teract environmental forces by allowing the vessel in question to side-slip [5]. In
this article, Børhaug et. al. develop a LOS guidance law with integral effect to
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counteract ocean currents for a surface ship with the goal of following a straight
line path with a total, constant velocity of Ud. As described in chapter 2.5, the
ocean current Vc is assumed constant and irrotational in the inertial frame.

As with traditional LoS, the inertial frame is rotated so that the x-axis is aligned
with the straight path that is to be followed. As such, the y-position of the ship
corresponds to the cross-track error. If there had been no ocean current, the desired
heading angle ψd would be zero. This corresponds to the x-axis of the ship being
aligned with the velocity vector U =

√
u2 + v2 and the side-slip angle β being zero.

As such, the ship would be aligned with the desired path. However, if the ocean
current has a component acting normally to the path, an underactuated surface
vessel is unable to stay identically on the path with zero heading. To cancel out
the effects of the ocean current, Børhaug et. al. allow the ship to side-slip such
that a component of the surge velocity of the vessel can counteract the current and
the resulting velocity vector U is aligned with the desired path. This is illustrated
in figure 3.6.

Figure 3.6: Illustration of LoS with integral effect to counteract ocean currents
[6]. The total velocity U of the ship is aligned with the path, but the ship itself is
rotated slightly with a heading angle of ψ.

As such, the control objectives can be formalized as follows:

lim
t→∞

y(t) = 0

lim
t→∞

ψ(t) = ψss

lim
t→∞

U(t) = Ud

(3.24)

ψss is a constant that the heading ψ(t) should converge to. When the current is
constant and the marine vessel is to follow a straight path along the x-axis of the
inertial frame, the heading needed to counteract the current is also constant and
unique [11]. In [5], Børhaug et. al. show that this steady-state angle is achieved
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by using the following guidance law:

ψr(y, yint) = − arctan

(
y + σyint

∆

)
ẏint(y) =

∆y

(y + σyint)2 + ∆2

(3.25)

Here, σ and ∆ are both design parameters (∆ is still the look-ahead distance, and
σ is a gain). By adding the integral term, one can se that ψr is no longer required
to be zero when the cross-track error y is zero, so when the vessel is on the desired
path, the integral term will generate the necessary side-slip angle to follow the path
in the presence of ocean currents.

Equation (3.25) is a guidance law for the desired heading angle for following a
straight line path in an inertial coordinate system with x-axis aligned with the
desired path. As with traditional LoS lookahead-based guidance, the total desired
heading is calculated by adding ψr and the angle between the NED and rotated
path-fixed coordinate system αk (3.17).

ψd = αk + ψr(e) (3.26)

In addition to the guidance law, Børhaug et. al. propose a yaw and a surge con-
troller based on a general 3-DOF model that in combination with the guidance
law ensures that the control objectives are achieved. The proposed controllers are
adaptive feedback linearization PD- and P-controllers.

In [11], the LoS method with integral effect is expanded to a 6-DOF marine vessel
and analyzed at a kinematic level. Similar to [5], the desired equilibrium points is
proven to be UGAS (Uniformly Globally Asymptotically Stable) and ULES (Uni-
formly Locally Exponentially Stable). In addition, the method is simulated using
the model for the HUGIN AUV (chapter 5.2) with very good results. In [10], the
analysis is expanded to include surge, pitch and yaw controllers. The proposed con-
trollers are feedback linearization P- (surge) and PD-controllers (pitch and yaw).
The references for pitch and yaw, ψr(y, yint) and θr(z, zint), are given by the guid-
ance laws in equation (3.27) and (3.28). The method also works for horizontal path
following in the presence of a vertical current [9], and can also be used to estimate
the direction and magnitude of the current once the steady-state is reached [8].

ψr(y, yint) = − arctan

(
y + σyyint

∆y

)
ẏint(y) =

∆yy

(y + σyyint)2 + ∆2
y

(3.27)

θr(z, zint) = arctan

(
z + σzzint

∆z

)
żint(y) =

∆zz

(z + σzzint)2 + ∆2
z

(3.28)
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3.7 Path Following of Space Curves

In his doctoral thesis [6], Børhaug consider path following of more general paths,
and that apply to underwater vehicles as well as surface vessels (that is, the path
takes place in 3D space rather than on a plane). The control strategies to follow
such paths are based on Serret-Frenet formulas. In general, a continuously dif-
ferentiable space curve C in the inertial reference frame can be described using a
Serret-Frenet coordinate frame {f}.

If C is the curve that is to be followed by a marine vehicle, the Serret-Frenet
coordinate system is anchored in C and propagates along the curve. The coordinate
frame has axes along the tangent T , the normal N and the binormal B of C. The
space curve can be completely described by the initial starting point and direction,
the curvature κ and the torsion τ . κ and τ can be parametrized by the arc length s
(the distance traveled by a virtual particle propagating the path). As such, ṡ gives
the instantaneous speed of the particle along the curve. Equation (3.29) shows how
the Serret-Frenet reference frame changes as the particle travels along the path.

 ṪṄ
Ḃ

 = ṡ

 0 κ(s) 0
−κ(s) 0 τ(s)

0 −τ(s) 0

TN
B

 (3.29)

The linear and angular velocities of the f -frame with respect to the inertial frame
also depend on s and ṡ.

vff/i = [ṡ, 0, 0]T

ωff/i = ṡ · [τ(s), 0, κ(s)]T
(3.30)

The notation in equation (3.31) is used for the position of the body frame relative
to the Serret-Frenet frame and is illustrated for the 2D-case in figure 3.7.

rfb/f = xb/fT + yb/fN + zb/fB (3.31)
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x (North) 

y (East) 

T 

N 

u 

v 

𝒓𝑓/𝑖 

𝒓𝑏/𝑓 

𝒓𝑏/𝑖 

s 

𝑦𝑏/𝑓 

𝑥𝑏/𝑓 
Desired path C 

Figure 3.7: Illustration of Serret-Frenet frame for 2D path following. There are 3
coordinate frames: NED (assumed inertial), body (anchored in the marine vehicle)
and Serret-Frenet (anchored in the desired path). s is the traveled distance along
the path. Furthermore, rb/i = rf/i + rb/f when all vectors are expressed in the

same coordinate system. rfb/f = xb/fT + yb/fN .

Denoting the position of the f -frame and b-frame relative to the inertial frame rf/i
and rb/i and using equation (A.3), the linear velocity of the b-frame relative to the
i-frame can be expressed as

vb/i =
id

dt
rb/i =

id

dt

(
rf/i + rb/f

)
= vf/i +

fd

dt
rb/f + ωf/i × rb/f .

(3.32)

By expressing all vectors in equation (3.32) in the f -frame, this yields the following
result.

vfb/i = Rf
b (Θfb)v

b
b/i = vff/i +

fd

dt
rfb/f + ωff/i × r

f
b/f

=

ṡ0
0

+
fd

dt

xb/fyb/f
zb/f

+ ṡ

τ(s)
0

κ(s)

×
xb/fyb/f
zb/f


=

ṡ0
0

+

ẋb/fẏb/f
żb/f

+ ṡ

 0 −κ(s) 0
κ(s) 0 τ(s)

0 τ(s) 0

xb/fyb/f
zb/f


(3.33)
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3.7.1 Surface vessels

By rearranging the terms in equation (3.33) and applying them to a surface vessel
with 3 DOFs, one can express the differential kinematic relationship between the
f - and b-frame as below:

[
ẋb/f
ẏb/f

]
=

[
cos(ψfb) − sin(ψfb)
sin(ψfb) cos(ψfb)

] [
u
v

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
(3.34)

 

x (North) 

y (East) 

Desired path 

T 

N 

ψf 

u 

v 

ψ 
𝒓𝑓/𝑖 

𝒓𝑏/𝑓 

𝒓𝑏/𝑖 

Figure 3.8: Illustration of Serret-Frenet frame for 2D path following. ψ is the yaw
angle between the NED and body coordinate system, and ψf is the yaw angle
between the NED and Serret-Frenet coordinate system. ψfb = ψ − ψf .

ψfb = ψ−ψf is the heading of the body frame relative to the heading of the Serret-
Frenet frame (illustrated in figure 3.8). ψ is assumed measured and ψf depends on
the known, desired path.

The control objective is make the marine vessel converge to and track the curve.
In addition, one can include a desired speed profile uc(t, s(t)) along the curve as a
control objective. Since the Serret-Frenet coordinate frame is anchored in the path
at all times, this can be mathematically described as following:

lim
t→∞

xb/f = 0

lim
t→∞

yb/f = 0

lim
t→∞

u(t)− uc(t, s(t)) = 0

(3.35)
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To accomplish this, Børhaug suggests a guidance law and an update law as below:

ψd = ψf − arctan

(
v

uc

)
− arctan

 yb/f√
∆2 +

(
xb/f

)2
 (3.36)

ṡ =
√
u2
c + v2︸ ︷︷ ︸
,Uc

√
∆2 + x2

b/f + xb/f√
∆2 + x2

b/f + y2
f/b

(3.37)

∆ is a constant design parameter. It is important to note this guidance law actually
enables tracking of the Serret-Frenet reference frame: The reference position of the
marine vessel is the origin of this reference frame. ṡ = 0 corresponds to the Serret-
Frenet frame being stationary, something that would result in the marine vessel also
being stationary in the origin of this frame. By choosing ṡ through the update law,
the Serret-Frenet frame propagates along the desired path and drives the reference
position forward along the desired path. The Serret-Frenet frame is a virtual
auxiliary frame, and as such the propagation along this path, ṡ, can be chosen
freely. The desired heading angle in equation (3.36) can be used as a reference for
a yaw controller, and uc as a reference for a surge controller. In his thesis, Børhaug
shows that the guidance law and update law ensure exponential achievement the
control objectives when used in combination with feedback linearization surge and
yaw controllers given that certain assumptions are satisfied. These controllers are
specified in chapter 5.1.1.

3.7.2 Underwater vessels

By rearranging the terms in equation (3.33) and applying them to an underwater
vehicle with 5 DOFs (roll φ is assumed zero1), the differential kinematic relationship
between the f - and b-frame can be expressed as below:ẋb/fẏb/f

ẏb/f

 = Rf
b (Θfb)

uv
w

−
ṡ0

0

− ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

 (3.38)

Rf
b (Θfb) = [Ri

f (Θif )]TRi
b(Θib), where Θib = [0, θ, ψ]T is the orientation of the

body frame with respect to the inertial frame (NED) and Θif = [φf , θf , ψf ]T is
the orientation of the Serret-Frenet frame with respect to the inertial frame. Θib

is assumed measured and Θif depends on the desired path. Naturally, the desired
path is known, and Θif can be parametrized as a function of the traveled distance
along the desired path s.

As with surface vessels, the control objective is make the underwater vehicle con-
verge to and track the desired path. The control objectives are shown below. As

1Roll is assumed passively stabilized by fins or gravity.
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with the surface vessel, a desired surge profile uc(t, s(t)) is defined.

lim
t→∞

xb/f = 0

lim
t→∞

yb/f = 0

lim
t→∞

zb/f = 0

lim
t→∞

u(t)− uc(t, s(t)) = 0

(3.39)

In the case of the surface vessel, the proposed guidance law was a law for the
desired orientation of the body frame relative to the inertial frame ψ. However,
in the 3D-case with rotation about several axes, it is no longer straightforward to
define a desired absolute orientation φ, θ and ψ. As such, Børhaug introduces a
coordinate frame c. This is obtained by rotating the b-frame an angle of αc about
the y-axis and an angle −βc about the rotated z-axis (Θcb = [0, αc,−βc]T ).

αc , arctan

(
w

uc

)
,

βc , arctan

(
v√

u2
c + w2

) (3.40)

The orientation of the c-frame relative to the f -frame is then described by Θfc =
[φfc, θfc, ψfc]

t, which can be calculated based on the rotation matrix

Rf
c (Θfc) , [Ri

f (Θif )]TRi
b(Θib)[R

c
b(Θcb)]

T (3.41)

Instead of defining guidance laws for θ and ψ, Børhaug suggests guidance laws for
the relative orientation of the c-frame, θfc and ψfc (φfc does not affect the path
following and as such a guidance law for this angle is not necessary). The update
law is similar to that of the surface vessel.

θfc,d = arctan

 zb/f√
∆2 + y2

b/f


ψfc,d = − arctan

 yb/f√
∆2 + x2

b/f + y2
b/f

 (3.42)

ṡ = Uc︸︷︷︸
,
√
u2
c+v2+w2

√
∆2 + y2

b/f√
∆2 + y2

b/f + z2
f/b

√
∆2 + x2

b/f + z2
b/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+ Uc
xb/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

(3.43)
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Børhaug also introduces an integrator backstepping controller to track θfc,d and
ψfc,d. This controller is described in chapter 5.2.2. As with the surface vessel, a
feedback linearization surge controller (such as the one described in chapter 5.2.1)
can be applied to ensure that u tracks uc(t, s(t)). This closed loop system achieves
the control objectives exponentially under certain assumptions.
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Chapter 4

Problem Formulation

The guidance and control of marine vessels is an area of focus within the research
community. There are still challenges related to autonomous tracking tasks, espe-
cially for underwater vehicles. The basis for the proposed master thesis is advanced
guidance and control of underactuated marine vehicles with the task of following
a general path. The key challenge addressed is path following in the presence of
unknown ocean currents.

The preliminary set of tasks for the master thesis are:

1. Perform and report literature study on state of the art guidance and control
of marine vehicles and current compensation.

2. Develop guidance law for both surface and underwater vehicles based on ex-
isting methods for path following in the presence of unknown ocean currents.

3. Implement the proposed solution in Simulink and verify result by simulations.

4. Write an international conference article based on the main results.

31
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Chapter 5

Simulation models

This chapter presents the EOMs and the controllers for the surface supply ship
and the Hugin AUV that have been implemented in Simulink and form the basis
for the simulations presented in chapter 7.

5.1 Supply ship

The supply ship is a surface vessel with 3 DOFs. The model is given in [13]:

η̇ = Rz,ψ(ψ)νr + Vc (5.1)

Mν̇r +C(νr)νr +Dνr = Bf (5.2)

η =

xy
ψ

 (5.3)

νr =

urvr
r

 (5.4)

This model is given relative to the ship’s CG. ur and vr are the vessel velocities
relative to the ocean current Vc, which is given in equation (5.5). The current is
assumed constant and irrotational in the inertial frame as discussed in chapter 2.

Vc =

VxVy
0

 (5.5)

The controlled input f contains the propeller force T and the rudder angle δ.

f =

[
T
δ

]
(5.6)

33
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The model matrices are shown below (numeric values specified in [13]):

M =

m11 0 0
0 m22 m23

0 m23 m33

 (5.7)

C(νr) =

 0 0 −m22vr −m23r
0 0 m11ur

m22vr +m23r −m11ur 0

 (5.8)

D =

d11 0 0
0 d22 md23
0 d32 d33

 (5.9)

B =

b11 0
0 b22

0 b32

 (5.10)

By rewriting equation (5.2), it is obvious that

ν̇r =

u̇rv̇r
ṙ

 = M−1Bf −M−1(C(νr)νr +Dνr). (5.11)

It can easily be seen that the rudder angle δ affects both sway vr and yaw r
dynamics.

M−1B =


b11
m11

0

0 b22m33−b32m23

m22m33−m2
23

0 b32m22−b22m23

m22m33−m2
23

 (5.12)

By transforming the model as described in chapter 3.2 the model can be rewritten
and the control problems will be simplified. Defining ε as

ε , −m33b22 −m23b32

m22b32 −m23b22
(5.13)

and the transformation matrix T as in equation (5.14), the model can be trans-
formed to a new point p. In this point the effect of the rudder has been removed
from the sway dynamic. The transformed model is given in equation (5.15). Note
that the states νr and η now describe the motion in point p and not CG.

T =

1 0 0
0 1 ε
0 0 1

 (5.14)

η̇ = Rz,ψ(ψ)νr + Vc

Mpν̇r +Cp(νr)νr +Dpνr = Bpf (5.15)
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Defining H , T−1, the transformed model matrices are given below:

Mp = HTMH

Dp = HTDH

Bp = HTB

Cp(νr) =

 0 0 −mp
22vr −m

p
23r

0 0 mp
11ur

mp
22vr +mp

23r −mp
11ur 0


(5.16)

Through this transformation it can be shown that

τ =

τu0
τr

 = (Mp)−1Bpf =


bp11
mp

11
0

0 0

0
bp32m

p
22−b

p
22m

p
23

mp
22m

p
33−m

p
23

2

[Tδ
]
, (5.17)

and the model can be written in component form as below.

ẋ = cos(ψ)ur − sin(ψ)vr + Vx

ẏ = sin(ψ)ur + cos(ψ)vy + Vy

ψ̇ = r

u̇r = Fur
(ur, vr, r)−

dp11

mp
11

ur + τu

v̇r = X(ur)r + Y (ur)vr

ṙ = Fr(ur, vr, r) + τr

(5.18)

Fur
(ur, vr, r) =

mp
22vr +mp

23r

mp
11

r (5.19)

X(ur) =
mp

23
2 −mp

11m
p
33

mp
22m

p
33 −m

p
23

2ur +
dp33m

p
23 − d

p
23m

p
33

mp
22m

p
33 −m

p
23

2 (5.20)

Y (ur) =
mp

22m
p
23 −m

p
11m

p
23

mp
22m

p
33 −m

p
23

2 ur −
dp22m

p
33 − d

p
32m

p
23

mp
22m

p
33 −m

p
23

2 (5.21)

Fr(ur, vr, r) =
mp

23d
p
22 −m

p
22(dp32 + (mp

22 −m
p
11)ur)

mp
22m

p
33 −m

p
23

2 vr

+
mp

23(dp23 +mp
11ur)−m

p
22(dp33 +mp

23ur)

mp
22m

p
33 −m

p
23

2 r

(5.22)

5.1.1 Feedback Linearization Controllers

This section presents feedback linearization controllers from [6] that ensure tracking
of the references for ur and ψ. Equation (5.18) shows that the supply ship has
two inputs τu and τr that affect the surge and yaw dynamics respectively. The
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surge controller is responsible for making the relative surge velocity ur track the
desired speed profile urd(t) and the yaw controller ensure tracking of the desired
yaw and yaw rate ψd and ψ̇d. By defining the errors in relative surge velocity as

ũr , ur − urd, yaw ψ̃ , ψ − ψd and yaw rate as
˙̃
ψ , r − ψ̇d and imposing the

following controllers (kur
, kψ and kr > 0),

τu = −Fu(ur, vr, r) +
dp11

mp
11

urd + u̇rd − kur ũr (5.23)

τr = −Fr(ur, vr, r) + ψ̈d − kψψ̃ − kr ˙̃
ψ (5.24)

it can easily be shown that the errors converges to zero exponentially.

ξ̇ =

 ˙̃ur
˙̃
ψ
¨̃
ψ


=

−(kur
+

dp11
mp

11
) 0 0

0 0 1
0 −kψ −kr


ũrψ̃

˙̃
ψ


= Λξ

(5.25)

The closed loop system above is linear and time-invariant. All controller gains and
dp11
mp

11
are strictly positive, meaning that Λ is Hurwitz and the origin ξ = 0 is UGES

(theorem 4.5 in appendix A.3.2).

5.2 HUGIN

HUGIN is a torpedo-shaped AUV and the model is given by Kongsberg Maritime
AS. As such, the model parameters are not specified in this thesis. A few assump-
tions have been made to simplify the model slightly.

1. The roll is assumed passively stabilized through fins or by gravity, and the
model is subsequently reduced to 5 DOF: φ = 0. This is a common assump-
tion in maneuvering control of slender body AUVs [12].

2. Even though the HUGIN AUV have 4 rudders (top, bottom, port, starboard),
it is assumed that the rudder angles are connected: δtop = δbottom and δport =
δstarboard.

3. The propeller force T is assumed independent of the vessel surge speed u.

The model is given below relative to Hugin’s CG:

η̇ = J(η)νr + Vc (5.26)

Mν̇r +C(νr)νr +D(νr)νr + g(η) = Bf (5.27)
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η =


x
y
z
θ
ψ

 (5.28)

νr =


ur
vr
wr
q
r

 (5.29)

ur, vr and wr are the vessel speeds relative to the current Vc given in equation
(5.30). The current is assumed constant and irrotational in the inertial frame as
discussed in chapter 2.

Vc =


Vx
Vy
Vz
0
0

 (5.30)

The controlled input f contains the propeller force T and the two rudder angles
δq and δr (the angles of the side and top/bottom rudders respectively).

f =

Tδq
δr

 (5.31)

The matrices are shown below:

M =


m11 0 0 0 0

0 m22 0 0 m25

0 0 m33 m34 0
0 0 m43 m44 0
0 m52 0 0 m55

 (5.32)

C(νr) =


0 0 0 m33wr +m34q −m22vr −m25r
0 0 0 0 m11ur
0 0 0 −m11ur 0

−m33wr −m34q 0 m11ur 0 0
m22vr +m25r −m11ur 0 0 0


(5.33)

D(νr) = −


d11 0 0 0 0
0 d22 0 0 d25

0 0 d33 d34 0
0 0 d43 d44 0
0 d52 0 0 d55


︸ ︷︷ ︸

Dl

−


dn11|ur| 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


︸ ︷︷ ︸

Dn(νr)

(5.34)
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g(η) =


0
0
0

BGzW sin(θ)
0

 (5.35)

BGz is the vertical distance between CG and CB, and W = mg is the weight of
the vehicle.

B =


b11 0 0
0 0 b23

0 b32 0
0 b42 0
0 0 b52

 (5.36)

By rewriting equation (5.27), it is obvious that

ν̇r = M−1Bf −M−1(C(νr)νr +D(νr)νr + g(η)) (5.37)

In this model, the pitch control δq affects both pitch and heave dynamics and the
yaw control δr affects both yaw and sway dynamics.

M−1B =


b11
m11

0 0

0 0 b23m55−b53m25

m22m55−m25m52

0 b32m44−b42m34

m33m44−m34m43
0

0 b42m33−b32m43

m33m44−m34m43
0

0 0 b53m22−b23m52

m22m55−m25m52

 (5.38)

The model can be transformed similar to the supply ship model to simplify control
problems. Defining ε1 and ε2 as

ε1 , −m55b23 −m25b53

m22b53 −m25b23

ε2 , −m44b32 −m34b42

m33b42 −m34b32
.

(5.39)

HUGIN has a cylindrical shape resulting in ε1 = −ε2 = 0.4303 m. Defining the
transformation matrix T as in equation (5.40), the model can be transformed to a
new point p 0.4303 meters from the CG, and in this point the effect of the rudders
have been removed from the heave and sway dynamics. The transformed model is
given in equation (5.41). Note that the states νr and η now describe the motion
in point p and not CG.

T =


1 0 0 0 0
0 1 0 0 ε1
0 0 1 ε2 0
0 0 0 1 0
0 0 0 0 1

 (5.40)
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η̇ = J(η)νr + Vc

Mpν̇r +Cp(νr)νr +Dp(νr)νr + gp(η) = Bpf (5.41)

Defining H , T−1, the transformed model matrices are given below:

Mp = HTMH

Dp(νr) = HTDlH +Dn(νr)

gp(η) = HTg(η) = g(η)

Bp = HTB

C(νr) =


0 0 0 mp

33wr +mp
34q −mp

22vr −m
p
25r

0 0 0 0 mp
11ur

0 0 0 −mp
11ur 0

−mp
33wr −m

p
34q 0 mp

11ur 0 0
mp

22vr +mp
25r −mp

11ur 0 0 0


(5.42)

Through this transformation it can be shown that

τ =


τu
0
0
τq
τr

 = (Mp)−1Bpf =


b11
m11

0 0

0 0 0
0 0 0

0 m33b42−m34b32
m33m44−m34m43

0

0 0 m22b53−m25b23
m22m55−m25m52


Tδq
δr

 ,
(5.43)

and the model can be written in component form as below.

ẋ = cos(θ) cos(ψ)ur − sin(ψ)vr + sin(θ) cos(ψ)wr + Vx

ẏ = cos(θ) sin(ψ)ur + cos(ψ)vr + sin(θ) sin(ψ)wr + Vy

ż = − sin(θ)ur + cos(θ)wr + Vz

θ̇ = q

ψ̇ =
r

cos(θ)

u̇r = Fur (ur, vr, wr, r, q) + τu

v̇r = Xvr (ur)r + Yvr (ur)vr

ẇr = Xwr (ur)q + Ywr (ur)wr + Zwr sin(θ)

q̇ = Fq(θ, ur, wr, q) + τq

ṙ = Fr(ur, vr, r) + τr

(5.44)

Fur
(ur, vr, wr, r, q) =

(mp
22vr +mp

25r)r − (mp
33wr +mp

34q)q − d
p
11ur − dn11|ur|ur

mp
11

(5.45)

Xvr (ur) =
mp

25
2 −mp

11m
p
55

mp
22m

p
55 −m

p
25

2ur +
dp55m

p
25 − d

p
25m

p
55

mp
22m

p
55 −m

p
25

2 (5.46)
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Yvr (ur) =
(mp

22 −m
p
11)mp

25

mp
22m

p
55 −m

p
25

2 ur −
dp22m

p
55 − d

p
52m

p
25

mp
22m

p
55 −m

p
25

2 (5.47)

Xwr (ur) =
−mp

34
2

+mp
11m

p
44

mp
33m

p
44 −m

p
34

2 ur +
dp44m

p
34 − d

p
34m

p
44

mp
33m

p
44 −m

p
34

2 (5.48)

Ywr
(ur) =

(mp
11 −m

p
33)mp

34

mp
33m

p
44 −m

p
34

2 ur −
dp33m

p
44 − d

p
43m

p
34

mp
33m

p
44 −m

p
34

2 (5.49)

Zwr
=

BGzWmp
34

mp
33m

p
44 −m

p
34

2 (5.50)

Fq(θ, ur, wr, q) =
mp

34d
p
33 −m

p
33(dp43 − (mp

33 −m
p
11)ur)

mp
33m

p
44 −m

p
34

2 wr

+
mp

34(dp34 −m
p
11ur)−m

p
33(dp44 −m

p
34ur)

mp
33m

p
44 −m

p
34

2 q

− BGzWmp
33 sin(θ)

mp
33m

p
44 −m

p
34

2

(5.51)

Fr(ur, wr, r) =
mp

25d
p
22 −m

p
22(dp52 + (mp

22 −m
p
11)ur)

mp
22m

p
55 −m

p
25

2 vr

+
mp

25(dp25 +mp
11ur)−m

p
22(dp55 +mp

25ur)

mp
22m

p
55 −m

p
25

2 r

(5.52)

5.2.1 Feedback Linearization Controllers

This section presents feedback linearization controllers from [6] that ensure tracking
of the references for ur, θ and ψ. Equation (5.44) shows that Hugin has three
inputs τu, τq and τr that affect the surge, pitch and yaw dynamics respectively.
The surge controller is responsible for making the relative surge velocity ur track
the desired speed profile urd(t), the pitch controller ensure tracking of the desired
pitch and pitch rate θd and θ̇d and the yaw controller ensure tracking of the desired
yaw and yaw rate ψd and ψ̇d. By defining the error in relative surge velocity as

ũr , ur − urd, pitch θ̃ , θ − θd, pitch rate
˙̃
θ , q − θ̇d, yaw ψ̃ , ψ − ψd and yaw

rate as
˙̃
ψ , r

cos(θ) − ψ̇d and imposing the following controllers (kur , kθ, kq, kψ and

kr > 0),

τu = −Fur (ur, vr, wr, r, q) + u̇rd − kur ũr (5.53)

τq = −Fq(θ, ur, wr, q) + θ̈d − kθ θ̃ − kq ˙̃
θ (5.54)

τr = −Fr(ur, wr, r)− q sin(θ)ψ̇ + cos(θ)(ψ̈d − kψψ̃ − kr ˙̃
ψ) (5.55)
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it can easily be shown that the errors converge to zero exponentially.

ξ̇ =



˙̃ur
˙̃
θ
¨̃
θ
˙̃
ψ
¨̃
ψ



=


−kur

0 0 0 0
0 0 1 0 0
0 −kθ −kq 0 0
0 0 0 0 1
0 0 0 −kψ −kr



ũr
θ̃
˙̃
θ

ψ̃
˙̃
ψ


= Λξ

(5.56)

The closed loop system above is linear and time-invariant. All controller gains are
strictly positive, meaning that Λ is Hurwitz and the origin ξ = 0 is UGES (theoren
4.5 in appendix A.3.2).

5.2.2 Integrator Backstepping Controller

This section presents an integrator backstepping controller developed in [6]. The
goal is to track the desired relative orientation provided by the guidance laws for
path following of underwater vehicles presented in chapter 3.7. As explained in
said chapter, the guidance laws provides a reference for θfc and ψfc denoted θfc,d
and ψfc,d. Θfc = [φfc, θfc, ψfc]

T is calculated based on the known rotation matrix
Rf
c (Θfc). To track the desired orientation, Børhaug defines the error

z1 ,

[
θ̃fc
ψ̃fc

]
,

[
θfc
ψfc

]
−
[
θfc,d
ψfc,d

]
. (5.57)

It is known that Θ̇fc = TΘ(Θfc)ω
c
c/f (see chapter 2), where

TΘ(Θfc) =

1 sin(φfc) tan(θfc) cos(φfc) tan(θfc)
0 cos(φfc) − sin(φfc)

0
sin(φfc)
cos(θfc)

cos(φfc)
cos(θfc)

 . (5.58)

The error dynamics is then given as

ż1 =

[
θ̇fc
ψ̇fc

]
−
[
θ̇fc,d
ψ̇fc,d

]
=

[
cos(φfc) − sin(φfc)
sin(φfc)
cos(θfc)

cos(φfc)
cos(θfc)

] [
0 1 0
0 0 1

]
︸ ︷︷ ︸

H

ωcc/f −
[
θ̇fc,d
ψ̇fc,d

]
(5.59)
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ωcc/f can be decomposed as below.

ωcc/f = ωcc/i − ω
c
f/i = ωcb/i + ωcc/b − ω

c
f/i = Rc

b(Θcb)ω
b
b/i + ωcc/b −R

c
f (Θfc)ω

f
f/i

(5.60)
Θcb = [0, αc,−βc]T (αc and βc defined in equation (3.40)), ωbb/i = [0, q, r]T , ωcc/b =

−ωcb/c = T−1
Θ (Θcb)Θ̇cb = [−β̇c sin(αc),−α̇c, β̇c cos(αc)]

T and ωff/i is defined in

equation (3.30). This can be substituted into the error dynamics.

ż1 = A(φfc, θfc, αc, βc)

[
q
r

]
+ Φ(t,ωcc/b,Θfc,ω

f
f/i) (5.61)

A ,

[
cos(φfc) − sin(φfc)
sin(φfc)
cos(θfc)

cos(φfc)
cos(θfc)

] [
cos(βc) − sin(βc) sin(αc)

0 cos(αc),

]
(5.62)

Φ = −
[
θ̇fc,d
ψ̇fc,d

]
+

[
cos(φfc) − sin(φfc)
sin(φfc)
cos(θfc)

cos(φfc)
cos(θfc)

]
H(ωcc/b −R

c
f (Θfc)ω

f
f/i) (5.63)

By introducing a new error variable,

z2 ,

[
q̃
r̃

]
,

[
q
r

]
−
[
qd
rd

]
, (5.64)

and defining [
qd
rd

]
, −A−1(Φ +K1z1), (5.65)

it is easy to see that Φ = −A
[
qd
rd

]
−K1z1, and

ż1 = Az2 −K1z1. (5.66)

K1 is a symmetric positive definite controller gain matrix. Furthermore, by looking
at the error dynamics of z2 and inserting from equation (5.44),

ż2 =

[
q̇
ṙ

]
−
[
q̇d
ṙd

]
=

[
Fq(θ, ur, wr, q) + τq
Fr(ur, vr, r) + τr

]
−
[
q̇d
ṙd

]
,

(5.67)

the control laws can be chosen as below.[
τq
τr

]
=

[
q̇d
ṙd

]
−
[
Fq(θ, ur, wr, q)
Fr(ur, vr, r)

]
−ATz1 −K2z2 (5.68)

K2 is also a symmetric positive definite controller gain matrix. The closed loop
dynamics of the defined errors are then[

ż1

ż2

]
=

[
−K1 A
−AT −K2

] [
z1

z2

]
. (5.69)
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The origin (z1, z2) = (0,0) is an exponentially stable equilibrium of the closed
loop system. This is shown using the positive definite, decrescent and radially
unbounded Lyapunov function V = 0.5||z2

1 ||+ 0.5||z2
2 ||.

V̇ = −zT1 K1z1 − zT2 K2z2 ≤ −λ||z||2 (5.70)

V̇ is bounded upper bounded by a negative definite quadratic function (λ > 0 is less
than the minimum eigenvalue of K1 and K2), and as such the closed loop system
is UES according to the theorem 4.10 in appendix A.3.3. Due to the fact that the
matrix A is not defined for cos(θfc) = 0, the system is not globally stable.
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Chapter 6

Path Following in the
Presence of Unknown Ocean
Currents

This chapter presents two theorems that guarantee path following in the presence
of unknown ocean currents. The desired path is assumed continuously differen-
tiable and parametrized as a function of the traveled distance along the path s,
and the ocean current is assumed constant and irrotational.

The theorems are based on a combination of the ocean current observer presented
in 3.4 and the path following theorems of Børhaug described in chapter 3.7.

6.1 Path Following of Space Curves in the Pres-
ence of Unknown Ocean Currents, Underac-
tuated Surface Ship

6.1.1 Theorem 1

As discussed in chapter 3.7, the control objective is to follow the desired path
with a commanded relative surge velocity. The Serret-Frenet reference frame {f}
propagates along the desired path. In the presented theorem, estimates of the
ocean current in the inertial frame as described in chapter 3.4 are used, and the

45
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following notation is introduced.

V f
c = [Ri

f (ψf )]TVc

ˆ
V f
c = [Ri

f (ψf )]T V̂c

⇓
V fx , cos(ψf )Vx + sin(ψf )Vy

V fy , − sin(ψf )Vx + cos(ψf )Vy

ˆ
V fx , cos(ψf )V̂x + sin(ψf )V̂y

ˆ
V fy , − sin(ψf )V̂x + cos(ψf )V̂y

(6.1)

Theorem 1: Consider a 3-DOF underactuated surface vessel described by equa-
tion (6.2)(
Fu(ur, vr, r), X(ur), Y (ur) and Fr(ur, vr, r) defined in chapter 5.1

)
in closed loop

with the feedback linearization controllers in equation (6.3 with the goal of follow-
ing a general path with a constant relative surge velocity Urd when affected by
unknown constant, irrotational ocean current Vx and Vy.

ẋ = cos(ψ)ur − sin(ψ)vr + Vx

ẏ = sin(ψ)ur + cos(ψ)vy + Vy

ψ̇ = r

u̇r = Fu(ur, vr, r)−
dp11

mp
11

ur + τu

v̇r = X(ur)r + Y (ur)vr

ṙ = Fr(ur, vr, r) + τr

(6.2)

τu = −Fu(ur, vr, r) +
dp11

mp
11

Urd − kur
(ur − Urd), kur

> 0

τr = −Fr(ur, vr, r) + ψ̈d − kψ(ψ − ψd)− kr(r − ψ̇d), kψ, kr > 0

(6.3)

The controllers are discussed in detail in chapter 5.1.1. By introducing a Serret-
Frenet coordinate frame anchored in and propagating along the desired path with
velocity ṡ, the control objectives are described by equation (6.4).

lim
t→∞

xb/f (t) = 0

lim
t→∞

yb/f (t) = 0

lim
t→∞

ur(t) = Urd

(6.4)

Through the use of the following current estimates, update law and guidance
law, the control objectives are achieved with uniform, global, asymptotic stabil-
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ity (UGAS) if assumptions A1-A4 are satisfied.

˙̂x = cos(ψ)ur − sin(ψ)vr + V̂x + kx1x̃, kx1 > 0

˙̂y = sin(ψ)ur + cos(ψ)vr + V̂y + ky1ỹ, ky1 > 0

˙̂
Vx = kx2x̃, kx2 > 0

˙̂
Vy = ky2ỹ, ky2 > 0

(6.5)

ṡ =
√
U2
rd + v2

r︸ ︷︷ ︸
,Uc

√
∆2 + x2

b/f + xb/f√
∆2 + x2

b/f + (yf/b + f)2
+

ˆ
V fx (6.6)

ψd = ψf − arctan

(
vr
Urd

)
− arctan

 yb/f + f√
∆2 +

(
xb/f

)2
 , (6.7)

where f is the solution to the second order equation(
ˆ
V fy

2

− U2
c

)
f2 + 2

ˆ
V fy

2

yb/ff +
ˆ
V fy

2 (
∆2 + x2

b/f + y2
b/f

)
= 0. (6.8)

Assumptions:

Xmax , |X(Urd)|, Y min , |Y (Urd)|

A1 - The functions X(ur) and Y (ur) satisfy
Y (Urd) ≤ −Y min < 0,
−Urd + a ≤ X(Urd) ≤ Xmax, where a is a positive constant.

A2 - The curvature of the desired path is bounded such that

κmax , max
s∈<
|κ(s)| < 1

3

(
Ymin

Xmax

)
.

A3 - The parameter ∆ of the guidance law (6.7) satisfies ∆ >
3
2X

max

Ymin−3Xmaxκmax
.

A4 - The ocean current is assumed bounded and less than the desired relative
surge velocity, 0 ≤ |Vc| ≤ Vmax < Urd. This saturation is also used on the
estimated of the current, |V̂c| ≤ Vmax < Urd.

Remark 1 - Y (Urd) < 0 is a natural assumption since Y (Urd) = 0 would imply
that the supply ship is undamped in sway and Y (Urd) > 0 would imply
that some small perturbation in sway would result in an accelerating sway
velocity for ur = Urd [6]. In reality it would indicate that a push in the sway-
direction would result in a constantly increasing sway velocity, a response
that is physically impossible. −Urd + a ≤ X(Urd) ≤ Xmax is not a very
strict demand since Urd is a design parameter that can be chosen to fulfill
this inequality.
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Remark 2 - Assumptions A1-A3 is used to prove boundedness for vr, see chapter
6.1.3.

Remark 3 - Assumption A4 ensures that the solution of f is real and finite, see
chapter 6.1.4.

6.1.2 Body Serret-Frenet Kinematics including Current

The differential kinematic relationship between the body and Serret-Frenet frame
is derived in [6] and is shown in equation (6.9). Here, ψfb = ψ−ψf , where ψ is the
orientation of the body frame and ψf is the orientation of the Serret-Frenet frame
relative to the NED coordinate system.

[
ẋb/f
ẏb/f

]
=

[
cos(ψfb) − sin(ψfb)
sin(ψfb) cos(ψfb)

] [
u
v

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
(6.9)

The ocean current is given in inertial reference frame as

Vc =

[
Vx
Vy

]
(6.10)

and in the body reference frame as

V b
c = Ri

b(ψ)TVc

=

[
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)

] [
Vx
Vy

]
=

[
uc
vc

]
.

(6.11)

The relative linear velocity is defined as[
ur
vr

]
=

[
u
v

]
−
[
uc
vc

]
. (6.12)

This can be used to rewrite equation (6.9).[
ẋb/f
ẏb/f

]
= Rf

b (ψfb)

[
u
v

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

([
ur
vr

]
+ V b

c

)
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

([
ur
vr

]
+Ri

b(ψ)TVc

)
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

[
ur
vr

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
+Ri

f (ψf )TVc

(6.13)
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6.1.3 Stability Proof

This proof concludes that the control objectives are achieved with uniform global
asymptotic stability under the conditions of Theorem 1. Equation (6.13) is rewrit-
ten and shown to be a cascaded system that includes the error dynamics of the
controlled states and current estimates. Stability is then proven using Lyapunov
analysis of cascaded systems. Through the current observer, controllers, update
and guidance law in Theorem 1, equation (6.13) can be rewritten to equation (6.14).
The proof is described in detail in Appendix B.1.

[
ẋb/f
ẏb/f

]
=

−Uc xb/f√
∆2+x2

b/f
+(yb/f+f)2

−Uc
yb/f√

∆2+x2
b/f

+(yb/f+f)2

− ṡ [0 −κ
κ 0

] [
xb/f
yb/f

]
+H(t, Uc, ξ)ξ (6.14)

H(t, Uc, ξ)ξ =

[
cos(ψfb) h1(t, Uc, ξ) 0 cos(ψf ) sin(ψf ) 0 0
sin(ψfb) h2(t, Uc, ξ) 0 − sin(ψf ) cos(ψf ) 0 0

]


ũr
ψ̃
r̃

Ṽx
Ṽy
x̃
ỹ


(6.15)

h1(t, Uc, ξ) =
cos(ψ̃)− 1

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
+

sin(ψ̃)

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2

h2(t, Uc, ξ) =
sin(ψ̃)

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
− cos(ψ̃)− 1

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2

(6.16)

The system in equation (6.14) and the dynamics of ξ (6.19) can be seen as a
cascaded system where the error dynamics perturbs the nominal system in equation
(6.17) through the term H(t, Uc, ξ)ξ (appendix A.3.4).

[
ẋb/f
ẏb/f

]
=

−Uc xb/f√
∆2+x2

b/f
+(yb/f+f)2

−Uc
yb/f√

∆2+x2
b/f

+(yb/f+f)2

− ṡ [0 −κ
κ 0

] [
xb/f
yb/f

]
(6.17)
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Stability of the nominal system can be shown using the quadratic positive definite,
decrescent and radially unbounded Lyapunov function V = 1

2 (x2
b/f + y2

b/f ).

V̇ = ẋb/fxb/f + ẏb/fyb/f

= −Uc
x2
b/f + y2

b/f√
∆2 + x2

b/f + (yb/f + f)2
+ ṡκxb/fyb/f − ṡκxb/fyb/f

≤ −Urd
x2
b/f + y2

b/f√
∆2 + x2

b/f + (yb/f + f)2

,W (xb/f , yb/f ) < 0

(6.18)

V̇ is negative definite and as such the nominal system is UGAS (theorem 4.8
and 4.9 in appendix A.3.3). However, it is not possible to prove ULES stabil-
ity cf. Børhaug [6] due to the time-varying term f . In particular, in any ball

Br =
{

(xb/f , yb/f ) ∈ R2 : x2
b/f + (yb/f + f)2 ≤ r2

}
, W ≤ −λx2

b/f − λy
2
b/f for all

0 < λ ≤ Urd/
√

∆2 + r2. However, due to the time-varying term f , Br does not
contain the origin xb/f = 0, yb/f = 0 for all r > 0, only for r > |f |. As such,
exponential stability can not be guaranteed according to theorem 4.10 in appendix
A.3.3.

The error dynamics is shown in equation (6.19) and is based on the feedback
linearization controllers in chapter 5.1.1 and the current and position observers in
chapter 3.4.

ξ̇ =



˙̃ur
˙̃
ψ

˙̃r
˙̃Vx
˙̃Vy
˙̃x

˙̃y


=



−(kur
+

dp11
m11

) 0 0 0 0 0 0

0 0 1 0 0 0 0

0 −kψ −kr 0 0 0 0

0 0 0 0 0 −kx2 0

0 0 0 0 0 0 −ky2

0 0 0 1 0 −kx1 0

0 0 0 0 1 0 −ky1





ũr

ψ̃

r̃

Ṽx

Ṽy

x̃

ỹ


= Λξ

(6.19)

System (6.19) is a linear system, and Λ is Hurwitz. Hence, the error dynamics is
UGES according to the theorem 4.5 in appendix A.3.2.

Based on this, the entire system cascaded system (6.14) and (6.19) can be proven
UGAS according to theorem 2 in appendix A.3.4 if H(t, Uc, ξ) is globally bounded.
Equation (6.15) shows thatH(t, Uc, ξ) is bounded for bounded values of h1(t, Uc, ξ)
and h2(t, Uc, ξ). These are again bounded if Uc is bounded: It is trivial to see that
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√

∆2+x2
b/f√

∆2+x2
b/f

+(yb/f+f)2

∣∣∣∣∣ ≤ 1 and

∣∣∣∣∣ yb/f+f√
∆2+x2

b/f
+(yb/f+f)2

∣∣∣∣∣ < 1. Furthermore, sin(ψ̃)

ψ̃
and

cos(ψ̃)−1

ψ̃
have defined limits as ψ̃ approaches zero and are otherwise defined and

bounded for all values of ψ (see figure 6.1).
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Figure 6.1: Illustration of sin(ψ̃)

ψ̃
and cos(ψ̃)−1

ψ̃
as ψ̃ approaches zero.

The total relative speed Uc =
√
U2
rd + v2

r is clearly bounded for bounded vr. The
proof in chapter 9.A in [6] can be applied to show that vr is in fact bounded.
Originally, this proof affirm the boundedness of the sway velocity v given that
certain conditions are satisfied, but it can also be applied to relative sway ve-
locity vr. The proof assumes ur(t) ∈ [Umin, Umax], ∀t ≥ t0. In Theorem 1,
urd(t, s) = Urd = constant. The feedback linearization controller drives ũr → 0 ex-
ponentially, so ur(t) = Urd, ∀ t ≥ t0 ≥ 0 for some t0. Hence, Umin = Umax = Urd,
and if assumptions A1-A3 are satisfied, it can be concluded that vr is uniformly
bounded ∀t ≥ t0.

Consequently, all conditions of theorem 2 in appendix A.3.4 are satisfied. In par-
ticular, the nominal system is UGAS with a quadratic Lyapunov-function. The
error dynamics is UGES, and the interconnection matrix H is globally bounded.
Consequently, the cascaded system in equation (6.14) and (6.19) is UGAS, and
xb/f , yb/f and ũr converge to zero with uniform global asymptotic stability. Thus
the control objectives are satisfied.

Proving exponential stability for the cascaded system remains a topic for future
work.
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6.1.4 Solving for f

As stated in Theorem 1, f is the solution to the second order equation(
ˆ
V fy

2

− U2
c

)
︸ ︷︷ ︸

a

f2 + 2
ˆ
V fy

2

yb/f︸ ︷︷ ︸
b

f +
ˆ
V fy

2 (
∆2 + x2

b/f + y2
b/f

)
︸ ︷︷ ︸

c

= 0. (6.20)

This equation is chosen as a direct result of the stability proof. As can be seen
from equation (B.8) in appendix B.1, the dynamics of yb/f includes a term

Uc
f√

∆2 + x2
b/f + (yb/f + f)2

. (6.21)

To prove stability, it is desirable that this term is equal to V̂ fy = − sin(ψf )V̂x +

cos(ψf )V̂y, which rewritten results in equation (6.20). This equation has two solu-
tions:

f1 =
−b−

√
b2 − ac
a

f2 =
−b+

√
b2 − ac
a

(6.22)

Based on assumption A4, the current and the estimates of the current are limited
and less than Urd. As such, it can easily be seen that a < 0:

ˆ
V fy

2

− U2
c ≤ |V̂ f

c |2 − U2
c = |V̂c|2 − U2

c < U2
rd − U2

c = U2
rd − (U2

rd + v2
r) = −v2

r ≤ 0
(6.23)

Furthermore, c ≥ 0. As such, the expression b2 − ac ≥ 0 and f1 and f2 are always
real. Furthermore, division by a is safe since a will never be equal to zero.

As time progresses, yb/f and consequently b approach zero and the expressions for
f1 and f2 can be simplified to

f1 =
−
√
−ac
a

f2 =

√
−ac
a

(6.24)

Hence, f1 will always be positive (≥ 0), f2 will always be negative (≤ 0), and
the two solutions will be equal with opposite signs. This is illustrated in figure
6.2. As such, it is not arbitrary which solution for f one should chose, and it may
be necessary to alternate between the two. This depends on the path and ocean
current estimates. As mentioned, f is chosen to satisfy the following equation:

Uc
f√

∆2 + x2
b/f + (yb/f + f)2

=
ˆ
V fy (6.25)
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Figure 6.2: Comparison of f1 and f2 over time when the supply ship converges to
and follows a circular path.

As such, f should have the same sign as
ˆ
V fy , since Uc and

√
∆2 + x2

b/f + (yb/f + f)2

are strictly positive:

f1 =
−b−

√
b2 − ac
a

f2 =
−b+

√
b2 − ac
a

f =

{
f1

ˆ
V fy ≥ 0

f2
ˆ
V fy < 0

(6.26)

By applying this method for a circular path, f is chosen by alternating between
the two solutions as shown in figure 6.3.
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Figure 6.3: f is chosen as equation (6.26) when the supply ship converges to and
follows a circular path.
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6.2 Path Following of Space Curves in the Pres-
ence of Unknown Ocean Currents, Underac-
tuated Underwater Vehicle

6.2.1 Theorem 2

In Theorem 2, the following notation is introduced.

V f
c = [Ri

f (Θif )]TVc

ˆ
V f
c = [Ri

f (Θif )]T V̂c
(6.27)

Theorem 2: Consider a 5-DOF underwater vehicle described by equation (6.28)(
Fur

(ur, vr, wr, r, q), Xvr (ur), Yvr , Xwr
(ur), Ywr

(ur), Zwr
, Fq(θ, ur, wr, q) and

Fr(ur, vr, r) specified in chapter 5.2
)

in closed loop with the controllers in equation

(6.29) with the goal of following a general path with a constant surge velocity Urd
when affected by unknown constant, irrotational ocean current Vx, Vy and Vz.

ẋ = cos(θ) cos(ψ)ur − sin(ψ)vr + sin(θ) cos(ψ)wr + Vx

ẏ = cos(θ) sin(ψ)ur + cos(ψ)vr + sin(θ) sin(ψ)wr + Vy

ż = − sin(θ)ur + cos(θ)wr + Vz

θ̇ = q

ψ̇ =
r

cos(θ)

u̇r = Fur (ur, vr, wr, r, q) + τu

v̇r = Xvr (ur)r + Yvr (ur)vr

ẇr = Xwr (ur)q + Ywr (ur)wr + Zwr sin(θ)

q̇ = Fq(θ, ur, wr, q) + τq

ṙ = Fr(ur, vr, r) + τr

(6.28)

τu = −Fur (ur, vr, wr, r, q)− kur (ur − Urd), kur > 0[
τq
τr

]
=

[
q̇d
ṙd

]
−
[
Fq(θ, ur, wr, q)
Fr(ur, vr, r)

]
−ATz1 −K2z2, K2 > 0

(6.29)

The controllers are discussed in detail in chapter 5.2.1 and 5.2.2. By introducing
a Serret-Frenet coordinate frame anchored in and propagating along the desired
path, the control objectives are described by equation (6.30).

lim
t→∞

xb/f (t) = 0

lim
t→∞

yb/f (t) = 0

lim
t→∞

zb/f (t) = 0

lim
t→∞

ur(t) = Urd

(6.30)
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Through the use of following current estimates, update law and guidance law, the
control objectives are achieved with asymptotic stability if assumptions B1-B3 are
satisfied.

˙̂x = cos(θ) cos(ψ)ur − sin(ψ)vr + sin(θ) cos(ψ)wr + V̂x + kx1x̃, kx1 > 0

˙̂y = cos(θ) sin(ψ)ur + cos(ψ)vr + sin(θ) sin(ψ)wr + V̂y + ky1ỹ, ky1 > 0

˙̂z = − sin(θ)ur + cos(θ)wr + V̂z + kz1z̃, kz1 > 0

˙̂
Vx = kx2x̃, kx2 > 0

˙̂
Vy = ky2ỹ, ky2 > 0

˙̂
Vz = kz2z̃, kz2 > 0

(6.31)

ṡ = Uc︸︷︷︸
,
√
U2

rd+v2r+w2
r

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

√
∆2 + x2

b/f + z2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

+ Uc
xb/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+ V̂ fx

(6.32)

θfc,d = arctan

 zb/f + f√
∆2 + y2

b/f


ψfc,d = − arctan

 yb/f + g√
∆2 + x2

b/f + z2
b/f

 ,

(6.33)

where f is the solution to the second order equation(
ˆ
V fz

2

− U2
c

)
f2 + 2

ˆ
V fz

2

zb/ff +
ˆ
V fz

2 (
∆2 + y2

b/f + z2
b/f

)
= 0 (6.34)

and g is the solution to the second order equation(
ˆ
V fy

2

− cos2(θfc,d)U
2
c

)
g2 + 2

ˆ
V fy

2

yb/fg +
ˆ
V fy

2 (
∆2 + x2

b/f + y2
b/f + z2

b/f

)
= 0

(6.35)

Assumptions:

B1 - θfc and θfc,d are bounded. |θfc| < π/2 and cos(θfc,d) > k, 0 < k < 1. This
implies that |θfc,d| < arccos(k).

B2 - The ocean current is assumed bounded and less than the desired relative
surge velocity scaled by a constant k, 0 ≤ |Vc| ≤ Vmax < kUrd, 0 < k < 1.
This saturation is also used on the estimated of the current, |V̂c| ≤ Vmax <
kUrd.
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B3 - The controllers and ocean current observer are assumed to be fast compared
to the guidance law. As such, ũr, z1, z2, V̂c, x̂, ŷ and ẑ can be assumed zero.

Remark 1 - |θfc| = π/2 is a singularity in the backstepping controller, see chapter
5.2.1. |θfc| < π/2 ensure that this singularity is not reached.

Remark 2 - |θfc,d| < arccos(k) and assumption B2 ensures that the solutions of
f and g are real and finite, see chapter 6.2.4.

Assumption B1 define a domain D in which theorem 2 is valid:

D =
{

(θfc,d, θfc) ∈ R2 : |θfc,d| < arccos(k), |θfc| < π/2
}

(6.36)

6.2.2 Body Serret-Frenet Kinematics including Current

The differential kinematic relationship between the body and Serret-Frenet for an
underwater vehicle in the presence of ocean currents is very similar to that of a
surface vessel. The vehicle now operates in 3D space rather than a plane. As such,
the rotation matrices are functions of Θfb and Θif rather than ψfb and ψf , and
zb/f is included in the dynamics.ẋb/fẏb/f
żb/f

 = Rf
b (Θfb)

urvr
wr

−
ṡ0

0

− ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+Ri
f (Θif )TVc (6.37)

6.2.3 Stability Proof

This proof concludes that the control objectives xb/f = 0, yb/f = 0, zb/f = 0 and
ũr = 0 are achieved with asymptotic stability under the conditions of Theorem 2.
To do this, equation (6.37) is rewritten and shown to be a cascaded system that
includes the error dynamics of the controlled states and current estimates. Stability
is proven using Lyapunov analysis. Through the current observer, controllers,
update and guidance law in Theorem 2, equation (6.37) can be rewritten to equation
(6.38). The proof is described in detail in Appendix B.2.

ẋb/fẏb/f
żb/f

 =


−Uc

xb/f√
∆2+x2

b/f
+y2

b/f
+z2

b/f

−Uc
√

∆2+y2
b/f√

∆2+y2
b/f

+(zb/f+f)2

yb/f√
∆2+x2

b/f
+(yb/f+g)2+z2

b/f

−Uc
zb/f√

∆2+y2
b/f

+(zb/f+f)2


− ṡ

0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+H(t, Uc, ξ)ξ

(6.38)
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H(t, Uc, ξ)T =

cos(θfb) cos(ψfb) cos(θfb) sin(ψfb) − sin(θfb)
h11 h21 h31

h12 h22 h32

0 0 0
0 0 0

cos(ψf ) cos(θf )
cos(ψf ) sin(φf ) sin(θf )

− cos(φf ) sin(ψf )
cos(φf ) cos(ψf ) sin(θf )

+ sin(φf ) sin(ψf )

cos(θf ) sin(ψf )
sin(φf ) sin(ψf ) sin(θf )

+ cos(φf ) cos(ψf )
cos(φf ) sin(ψf ) sin(θf )

− cos(ψf ) sin(φf )
− sin(θf ) cos(θf ) sin(φf ) cos(φf ) cos(θf )

0 0 0
0 0 0
0 0 0


ξT =

[
ũr θ̃fc ψ̃fc q̃ r̃ Ṽx Ṽy Ṽz x̃ ỹ z̃

]
(6.39)

h11 = −Uc
sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) cos(ψ̃fc) + Uc

sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) sin(ψ̃fc)

+ Uc
cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) cos(ψfc,d)

h12 = −Uc
sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d) + Uc

cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d)

h21 = −Uc
sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) cos(ψ̃fc)− Uc

sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) sin(ψ̃fc)

+ Uc
cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) sin(ψfc,d)

h22 = Uc
sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d) + Uc

cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d)

h31 = −Uc
sin(θ̃fc)

θ̃fc
cos(θfc,d)− Uc

cos(θ̃fc)− 1

θ̃fc
sin(θfc,d)

h32 = 0

(6.40)
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The system in equation (6.38) and the dynamics of ξ (6.43) can be seen as a
cascaded system where the error dynamics perturbs the nominal system in equation
(6.41) through the term H(t, Uc, ξ)ξ (appendix A.3.4).

ẋb/fẏb/f
żb/f

 =


−Uc

xb/f√
∆2+x2

b/f
+y2

b/f
+z2

b/f

−Uc
√

∆2+y2
b/f√

∆2+y2
b/f

+(zb/f+f)2

yb/f√
∆2+x2

b/f
+(yb/f+g)2+z2

b/f

−Uc
zb/f√

∆2+y2
b/f

+(zb/f+f)2

−ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f


(6.41)

Stability of the nominal system can be shown using the quadratic, positive definite,
decrescent and radially unbounded Lyapunov function V = 1

2 (x2
b/f + y2

b/f + z2
b/f ).

V̇ = ẋb/fxb/f + ẏb/fyb/f + żb/fzb/f

= −Uc
x2
b/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

− Uc
z2
b/f√

∆2 + y2
b/f + (zb/f + f)2

− Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

y2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

≤ −Urd

 x2
b/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+
z2
b/f√

∆2 + y2
b/f + (zb/f + f)2

+

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

y2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f


,W (xb/f , yb/f , zb/f ) < 0

(6.42)

V̇ is negative definite and the nominal system is UGAS according to theorem
4.8/4.9 in appendix A.3.3.
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The error dynamics is shown in equation (6.43) and is based on the feedback
linearization controller and integrator backstepping controller in chapter 5.2.1 and
5.2.2 and the current and position observers in chapter 3.4.

ξ̇ =



˙̃ur
˙̃
θfc
˙̃
ψfc

˙̃q

˙̃r
˙̃Vx
˙̃Vy
˙̃Vz

˙̃x

˙̃y

˙̃z



=



˙̃ur

ż1

ż2

˙̃Vx
˙̃Vy
˙̃Vz

˙̃x

˙̃y

˙̃z



=



−kur 0 0 0 0 0 0 0 0

0 −K1 A 0 0 0 0 0 0

0 −AT −K2 0 0 0 0 0 0

0 0 0 0 0 0 −kx2 0 0

0 0 0 0 0 0 0 −ky2 0

0 0 0 0 0 0 0 0 −kz2
0 0 0 1 0 0 −kx1 0 0

0 0 0 0 1 0 0 −ky1 0

0 0 0 0 0 1 0 0 −kz1





ũr

z1

z2

Ṽx

Ṽy

Ṽz

x̃

ỹ

z̃



= Λξ

(6.43)

Equation (6.43) has an UES equilbrium point in ξ = 0. This is shown using
Lyapunov analysis. It is known that[

˙̃x
˙̃Vx

]
=

[
−kx1 1
−kx2 0

]
︸ ︷︷ ︸

Ax

[
x̃

Ṽx

]
[

˙̃y
˙̃Vy

]
=

[
−ky1 1
−ky2 0

]
︸ ︷︷ ︸

Ay

[
ỹ

Ṽy

]
[

˙̃z
˙̃Vz

]
=

[
−kz1 1
−kz2 0

]
︸ ︷︷ ︸

Az

[
z̃

Ṽz

]
.

(6.44)

Under the constraints of Theorem 2, kx1, kx2, ky1, ky2, kz1, kz2 > 0 and Ax, Ay and
Az are Hurwitz. Thus, there exists three symmetric positive definite matrices Px,
Py and Pz (theorem 4.6 in appendix A.3.2) such that

PxAx +AT
xPx = −

[
1 0
0 1

]
PyAy +AT

y Py = −
[
1 0
0 1

]
PzAz +AT

z Pz = −
[
1 0
0 1

]
.

(6.45)
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Taking the positive definite, decresent, radially unbounded Lyapunov candidate

V =
1

2
ũ2
r+

1

2
zT1 z1+

1

2
zT2 z2+

[
x̃ Ṽx

]
Px

[
x̃

Ṽx

]
+
[
ỹ Ṽy

]
Py

[
ỹ

Ṽy

]
+
[
z̃ Ṽz

]
Pz

[
z̃

Ṽz

]
.

(6.46)
It can easily be seen that the time-derivative of V is given as

V̇ = ũr ˙̃ur +
1

2
żT1 z1 +

1

2
zT1 ż1 +

1

2
żT2 z2 +

1

2
zT2 ż2 +

[
˙̃x ˙̃Vx

]
Px

[
x̃

Ṽx

]
+
[
x̃ Ṽx

]
Px

[
˙̃x
˙̃Vx

]

+
[

˙̃y ˙̃Vy

]
Py

[
ỹ

Ṽy

]
+
[
ỹ Ṽy

]
Py

[
˙̃y
˙̃Vy

]
+
[

˙̃z ˙̃Vz

]
Pz

[
z̃

Ṽz

]
+
[
z̃ Ṽz

]
Pz

[
˙̃z
˙̃Vz

]
= −kur

ũ2
r − zT1 K1z1 − zT2 K2z2 − x̃2 − Ṽ 2

x − ỹ2 − Ṽ 2
y − z̃2 − Ṽ 2

z .

(6.47)

V̇ is negative definite (the controller gain kur
> 0 and the controller gain matrices

K1 = KT
1 and K2 = KT

2 are symmetric positive definite). Hence, the equilibrium
point ξ = 0 is UAS (theorem 4.8/4.9 in appendix A.3.3). Furthermore, the Lya-
punov function satisfies the conditions of theorem 4.10 in appendix A.3.3, so ξ = 0
is UES. However, the error dynamics is not globally stable due to the singularity
θfc = π/2 in the matrix A (discussed in chapter 5.2.2). This singularity is not con-
tained in the domain D (6.36) in which Theorem 2 is valid, so the error dynamics
is UES in D.

Theorem 2 in appendix A.3.4 regarding the stability of cascaded systems is not
applicable due to the fact that the error dynamics is not UGAS. However, since
ξ → 0, one can apply assumption B3 and assume ξ = 0. As such, equation (6.38)
reduces to the nominal system in equation (6.41), which is known UGAS. Hence,
it is possible to conclude that the control objectives are achieved asymptotically.

Proving stability of the cascaded system (6.38) and (6.43) remains a topic for future
work.

6.2.4 Solving for f and g

This chapter is very similar to chapter 6.1.4 describing how to solve for f in the
case of surface vessles. The same principles apply for underwater vehicles.

As stated in Theorem 2, f is the solution to the second order equation(
ˆ
V fz

2

− U2
c

)
︸ ︷︷ ︸

af

f2 + 2
ˆ
V fz

2

zb/f︸ ︷︷ ︸
bf

f +
ˆ
V fz

2 (
∆2 + y2

b/f + z2
b/f

)
︸ ︷︷ ︸

cf

= 0 (6.48)
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and g is the solution to the second order equation(
ˆ
V fy

2

− cos2(θfc,d)U
2
c

)
︸ ︷︷ ︸

ag

g2 + 2
ˆ
V fy

2

yb/f︸ ︷︷ ︸
bg

g +
ˆ
V fy

2 (
∆2 + x2

b/f + y2
b/f + z2

b/f

)
︸ ︷︷ ︸

cg

= 0

(6.49)
These equations are chosen as a direct result of the stability proof. As can be seen
from equation (B.30) and (B.33) in Appendix B.2, the dynamics of yb/f has a term

Uc cos(θfc,d)
g√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

(6.50)

and the dynamics of zb/f has a term

Uc
f√

∆2 + y2
b/f + (zb/f + f)2

. (6.51)

To prove stability, it is desirable that these terms are equal to V̂ fy and V̂ fz respec-
tively. Rewritten, this results in equation (6.48) and (6.49). These equations both
have two solutions:

f1 =
−bf −

√
b2f − afcf
af

f2 =
−bf +

√
b2f − afcf
af

(6.52)

g1 =
−bg −

√
b2g − agcg
ag

g2 =
−bg +

√
b2g − agcg
ag

(6.53)

Based on assumption B2, the current is limited and less than kUrd for some con-
stant 0 < k < 1. As such, by using this saturation also on the estimated current,
it can easily be seen that af < 0:

ˆ
V fz

2

− U2
c ≤ |V̂ f

c |2 − U2
c = |V̂c|2 − U2

c < k2U2
rd − U2

c

= k2U2
rd − (U2

rd + v2
r + w2

r) = (k2 − 1)︸ ︷︷ ︸
<0

U2
rd − v2

r − w2
r < 0

(6.54)

Furthermore, cf ≥ 0. As such, the expression b2f − afcf ≥ 0 and f1 and f2 are
always real. Furthermore, division by af is safe since af will never be equal to zero.
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As time progresses, zb/f and consequently bf approach zero. The expressions for
f1 and f2 can be simplified to

f1 =
−√−afcf

af

f2 =

√−afcf
af

(6.55)

Thus, f1 will always be positive (≥ 0), f2 will always be negative (≤ 0), and the
two solutions will be equal with opposite signs. As such, it is not arbitrary which
solution for f one should chose, and it may be necessary to alternate between the
two. This depends on the path and ocean current estimates. As mentioned, f is
chosen to satisfy the following equation:

Uc
f√

∆2 + y2
b/f + (zb/f + f)2

= V̂ fz (6.56)

As such, f should have the same sign as
ˆ
V fz , since Uc and

√
∆2 + y2

b/f + (zb/f + f)2

are strictly positive:

f1 =
−bf −

√
b2f − afcf
af

f2 =
−bf +

√
b2f − afcf
af

f =

{
f1

ˆ
V fz ≥ 0

f2
ˆ
V fz < 0

(6.57)

The analysis of g is very similar. By assumption B2 the current and the current
estimates are limited and less than kUrd for some constant 0 < k < 1. Furthermore,
θfc,d is bounded so cos(θfc,d) > k based on assumption B1. As such, it is easy to
see that ag < 0:

ˆ
V fy

2

− cos2(θfc,d)U
2
c ≤ |V̂ f

c |2 − cos2(θfc,d)U
2
c = |V̂c|2 − cos2(θfc,d)U

2
c

< k2U2
rd − k2U2

c = −k2(v2
r + w2

r) ≤ 0
(6.58)

The solution of g is chosen in the same manner as f :

g1 =
−bg −

√
b2g − agcg
ag

g2 =
−bg +

√
b2g − agcg
ag

g =

{
g1

ˆ
V fy ≥ 0

g2
ˆ
V fy < 0

(6.59)



Chapter 7

Simulation

The developed theorems are based on the path following methods of Børhaug dis-
cussed in chapter 3.7. The same controller systems are used, but the guidance and
update laws have been extended to include the terms f , g and V̂c to compensate
for the ocean current. The original guidance and update laws of Børhaug (f , g and
V̂c equal to zero) have been simulated to test how unknown ocean currents affect
the path following of the marine vessel. The results are shown in chapter 7.1.4 and
7.2.4.

The simulation results for Theorem 1 and 2 are shown in chapter 7.1.5 and 7.2.5.
These simulations are first and foremost conducted to confirm the correctness of the
developed theorems, and for this purpose the simulation conditions are ideal: All
states are measured without measurement noise, and the vessel model is assumed
known and perfectly accurate. However, these assumptions are not realistic for
a real-life application. Furthermore, these simulation results are more extensive
due to the fact that Theorem 1 and 2 are the main contributions of this thesis.
Both the feedack linearization controllers and integrator backstepping controllers
in Theorem 1 and 2 are known to be sensitive to modeling uncertainty. As such,
some simulations were run with modeling errors in the controllers. These results
are shown in chapter 7.3.

7.1 Simulations on supply ship

7.1.1 Implementation

The Simulink diagram is shown in figure 7.1. To simplify the block diagram, some
of the connections are color coded. For instance, the signal for the traveled distance
s is marked with red.

The block named ”supply ship” contains the dynamic model presented in chapter
5.1. It takes as input the ocean current, motor thruster force T and rudder angle

63
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δr, and calculates the ship states η = [x, y, ψ]T and νr = [ur, vr, r]
T . T and δr

are calculated by the controller system, which contains the feedback linearization
controllers described in chapter 5.1.1. The inputs to this subsystem are the ship
states, the desired heading ψdesired and the desired relative surge velocity ur,desired.
ψdesired is calculated based on the guidance law in equation (6.7) in the block called
”Guidance law” and ur,desired = Urd = constant. The ocean current is estimated
as described in chapter 3.4 in the block named ”Ocean current observer”.

Figure 7.1: Simulink implementation of closed-loop system with supply ship, feed-
back linearization controllers and guidance and update law from Theorem 1.
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The desired path is defined in the inertial coordinate system as ηf = [xf , yf , ψf ]T

and is calculated in the block called ”Path coordinates”. As figure 7.1 shows, the
desired path is parametrized as a function of the traveled distance s (this is de-
scribed in greater detail in chapter 7.1.2). The update law for ṡ is calculated and
integrated in the block called ”Update law”.

As described in Theorem 1, one of the control objectives is to make pfb/f =

[xb/f , yb/f ]T converge to zero. These terms are calculated in the block named
”Serret Frenet coordinates” using equation (7.1).

pfb/f =

[
xb/f
yb/f

]
= [Ri

f (ψf )]T (pib/i − p
i
f/i︸ ︷︷ ︸

pi
b/f

) = [Ri
f (ψf )]T (

[
x
y

]
−
[
xf
yf

]
) (7.1)

pfb/f is used in a feedback along with νr, V̂c and ψf to solve for the extended

guidance and update law terms f and V̂ f
c as described in chapter 6.1.

7.1.2 Desired paths

In the simulations, 3 different paths have been implemented: A straight line, a
circle and a piecewise curved and straight path. The parametrizations are presented
below.

Path 1: Straight line The desired path is a straight line starting in the origin
of the inertial system and has a heading of 30◦ as shown in figure 7.2.
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Figure 7.2: Illustration of the implemented desired straight path for the supply
ship.
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xf (s) = s cos(ψf )

yf (s) = s sin(ψf )

ψf (s) =
π

6

(7.2)

Path 2: Circular The desired path is a clockwise circle with radius R = 400 m
and center in C = [0, 800]T m as shown in figure 7.3.
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Figure 7.3: Illustration of the implemented desired circular path for the supply
ship.

xf (s) = R cos
( s
R

)
yf (s) = R sin

( s
R

)
+ 800

ψf (s) =
s

R
+
π

2

(7.3)

Path 3: Piecewise straight and circular The desired path has the shape of
an athletics track. The path is to be followed clockwise and starts at the top point
of the easternmost half circle as shown in figure 7.4. The half circles both have
radius R = 400 m and center in C1 = [0, 0]T m and C2 = [0, 800]T m respectively.
The first round of the path is parametrized as below.
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Figure 7.4: Illustration of the implemented desired piecewise circular and straight
path for the supply ship.

xf (s) = R cos
( s
R

)
yf (s) = R sin

( s
R

)
+ 800

ψf (s) =
s

R
+
π

2

s ≤ πR
xf (s) = −R
yf (s) = 800− (s− πR)

ψf (s) =
3π

2

πR < s ≤ πR+ 800

xf (s) = R cos

(
s− 800

R

)
yf (s) = R sin

(
s− 800

R

)
ψf (s) =

s− 800

R
+
π

2


πR+ 800 < s ≤ 2πR+ 800

xf (s) = R

yf (s) = s− 800− 2πR

ψf (s) = 2πR+
π

2

s ≤ 2πR+ 800 < s ≤ 2πR+ 1600

(7.4)
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7.1.3 Simulation parameters

In all simulations on the supply ship, the following parameters are used:

Urd = 5ms Vc = [−1.5, 1.5]T ms Vmax = 5ms ∆ = 50m
kur

= 0.1 1
s kψ = 0.04 1

s2 kr = 0.9 1
s

kx1 = 1 1
s kx2 = 1 1

s2 ky1 = 1 1
s ky2 = 1 1

s2

In addition, the motor thrust T is saturated at 5 MN and the rudder is saturated
at ±π2 radians with a rate limitation of ± π

18 radians per second (meaning that the
rudder can change approximately 10 degrees per second). The given parameters
and desired paths satisfy the assumptions of Theorem 1:

Assumptions:

A1 - Y (Urd) = −Y min = −0.3774 < 0, and
−Urd + a = −5 + a ≤ X(Urd) = −2.8480 ≤ Xmax = 2.8480,
for any 0 < a < 2.152.

A2 - The curvature of the desired path is bounded such that

κmax , max
s∈<
|κ(s)| < 1

3

(
Ymin

Xmax

)
= 0.04417. For a straight line, κ(s) = 0 for

all s, so κmax = 0, and for the circular and piecewise circular desired paths
described above, κmax = 1

R = 0.0025.

A3 - The parameter ∆ of the guidance law (6.7) safisfies ∆ >
3
2X

max

Ymin−3Xmaxκmax
.

This means that ∆ > 11.32 for the straight line path and ∆ > 12.0 for the
circular and piecewise circular paths. As such, the chosen value ∆ = 50
satisfies this demand.

A4 - The ocean current is assumed bounded and less than the desired relative
surge velocity, 0 ≤

√
(−1.5)2 + 1.52 = 2.12 < Vmax = 5 ≤ Urd = 5. This

saturation is also used on the estimated of the current.

7.1.4 Simulation results: Original Guidance and Update Law

The original guidance and update law of Børhaug discussed in chapter 3.7 was
simulated by setting the output of the ”Extended guidance law terms”-block in
figure 7.1 identically equal to zero.



7.1. SIMULATIONS ON SUPPLY SHIP 69

−400 −200 0 200 400 600 800 1000 1200 1400 1600
0

500

1000

1500

2000

2500

3000

East [m]

N
o
rt
h
[m

]

xy-trajectory

 

 

Actual trajectory

Desired trajectory

0 100 200 300 400 500 600 700 800
−400

−350

−300

−250

−200

−150

−100

−50

0

50

100

Time [s]

P
a
th

er
ro
r
[m

]

Serre-Frenet path errors

 

 

x
b/f

y
b/f

0 100 200 300 400 500 600 700 800
0

1

2

3

4

5

6

Time [s]

R
el
a
ti
v
e
su
rg
e
v
el
o
ci
ty

[m
/
s]

Relative surge velocity

 

 

Relative surge velocity u(t)

Commanded relative surge velocity U
rd

0 100 200 300 400 500 600 700 800
−120

−100

−80

−60

−40

−20

0

20

Time [s]

Y
a
w

a
n
g
le

er
ro
r
ψ̃

[d
eg
]

Yaw angle error ψ̃

Figure 7.5: Path 1 - Simulation results of original guidance and update law in the
presence of unknown ocean currents.
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Figure 7.6: Path 2 - Simulation results of original guidance and update law in the
presence of unknown ocean currents.
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Figure 7.7: Path 3 - Simulation results of original guidance and update law in the
presence of unknown ocean currents.

7.1.5 Simulation results: Theorem 1

This chapter presents the simulation results of Theorem 1.



7.1. SIMULATIONS ON SUPPLY SHIP 71

Path 1

−400 −200 0 200 400 600 800 1000 1200 1400 1600
0

500

1000

1500

2000

2500

3000

East [m]

N
o
rt
h
[m

]

xy-trajectory

 

 

Actual trajectory

Desired trajectory

0 100 200 300 400 500 600 700 800
−400

−350

−300

−250

−200

−150

−100

−50

0

50

100

Time [s]

P
a
th

er
ro
r
[m

]

Serre-Frenet path errors

 

 

x
b/f

y
b/f

0 100 200 300 400 500 600 700 800
0

1

2

3

4

5

6

Time [s]

R
el
a
ti
v
e
su
rg
e
v
el
o
ci
ty

[m
/
s]

Relative surge velocity

 

 

Relative surge velocity u(t)

Commanded relative surge velocity U
rd

0 100 200 300 400 500 600 700 800
−120

−100

−80

−60

−40

−20

0

Time [s]

Y
a
w

a
n
g
le

er
ro
r
ψ̃

[d
eg
]

Yaw angle error ψ̃

Figure 7.8: Actual versus desired trajectory, Serret-Frenet path errors, actual ver-
sus desired relative surge velocity and yaw angle error.
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ṡ
[m

/
s]

ṡ
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Figure 7.9: Thruster force, rudder angle, speed of Serret-Frenet frame along path
and guidance law term f .
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Figure 7.10: Actual versus estimated ocean current Vx and Vy.
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Figure 7.11: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and yaw angle error.
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Figure 7.12: Thruster force, rudder angle, speed of Serret-Frenet frame along path
and guidance law term f .
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Figure 7.13: Actual versus estimated ocean current Vx and Vy.
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Figure 7.14: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and yaw angle error.
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Figure 7.15: Thruster force, rudder angle, speed of Serret-Frenet frame along path
and guidance law term f .
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Figure 7.16: Actual versus estimated ocean current Vx and Vy.

7.2 Simulations on Hugin

7.2.1 Implementation

The implementation in Simulink is shown in figure 7.17 and is very similar to the
implementation of the supply ship. The same color codes are used to simplify the
block diagram.

The states η = [x, y, z, θ, ψ]T and νr = [ur, vr, wr, q, r]
T are computed in the block

named ”Hugin” based on the three controlled inputs T , δq and δr and ocean cur-
rent. T , δq and δr are calculated by the controller system, which contains the
feedback linearization surge controller described in chapter 5.2.1 and the integra-
tor backstepping controller described in chapter 5.2.2. The desired relative surge
velocity is still equal to a constant value Urd and the guidance law calculates refer-
ences for θfc and ψfc. The ocean current is estimated as described in chapter 3.4
in the block named ”Ocean current observer”.

The desired path is defined in the inertial coordinate system as ηf = [xf , yf , zf , φf ,
θf , ψf ]T and is the output of the ”Path coordinates” subsystem. This subsystem
also calculates the path curvature and torsion Cf = [κ(s), τ(s)]T , which is necessary
in the integrator backstepping controller. The update law ṡ is calculated and
integrated to traveled distance s in the block called ”Update law”.
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Figure 7.17: Simulink implementation of closed-loop system with Hugin, feedback
linearization and integrator backstepping controllers and guidance and update law
from Theorem 2.
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As described in Theorem 2, one of the control objectives is to make pfb/f =

[xb/f , yb/f , zb/f ]T converge to zero. These terms are calculated in the block named
”Serret Frenet coordinates” using equation 7.5.

pfb/f =

xb/fyb/f
zb/f

 = [Ri
f (φf , θf , ψf︸ ︷︷ ︸

Θif

)]T (pib/i − p
i
f/i︸ ︷︷ ︸

pi
b/f

) = [Ri
f (Θif )]T (

xy
z

−
xfyf
zf

)

(7.5)

pfb/f is used in a feedback along with νr, V̂c and ηf to solve for the extended

guidance and update law terms f , g and V̂ f
c as described in chapter 6.2.

7.2.2 Desired path

In the simulations, 3 different paths have been implemented: A straight line, a
circle in the plane and a helix. The parametrizations are presented below. In the
case of underwater vehicles, the parametrizations also include the curvature κ(s)
and torsion τ(s). These are used in the integrator backstepping controller.

Path 4: Straight line The desired path is a straight line starting in the origin
(0, 0, 0) of the inertial system passes through the point (a, 0, a). This corresponds
to a constant attitude φf = 0◦, θf = −45◦ and ψf = 0◦ as shown in figure 7.18.
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Figure 7.18: Illustration of the implemented desired straight path for Hugin.
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xf (s) = s cos(θf )

yf (s) = 0

zf (s) = −s sin(θf )

φf (s) = 0

θf (s) = −π
4

ψf (s) = 0

κ(s) = 0

τ(s) = 0

(7.6)

Path 5: Circle in plane The desired path is a clockwise circle in the plane
z = 50 m with radius R = 400 m and center in (0, 0, 50) m.
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Figure 7.19: Illustration of the implemented desired circular path for Hugin.

xf (s) = R cos
( s
R

)
yf (s) = R sin

( s
R

)
zf (s) = 50

φf (s) = 0

θf (s) = 0

ψf (s) =
s

R
+
π

2

κ(s) =
1

R
τ(s) = 0

(7.7)
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Path 6: Helix The desired path is a clockwise helix moving downwards. The
circle has radius R = 400m and a vertical separation of h = 40m between the helix
loops.
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Figure 7.20: Illustration of the implemented desired helix path for Hugin.

xf (s) = R cos

 s√
R2 +

(
h
2π

)2


yf (s) = R sin

 s√
R2 +

(
h
2π

)2


zf (s) =
h

2π

s√
R2 +

(
h
2π

)2
φf (s) = 0

θf (s) = − arctan

(
h
2π

R

)

ψf (s) =
s cos(θf (s)

R
+
π

2

κ(s) =
R√

R2 +
(
h
2π

)2
τ(s) =

h
2π√

R2 +
(
h
2π

)2

(7.8)
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7.2.3 Simulation parameters

In all simulations, the following parameters are used:

Urd = 5ms Vc = [0.5,−0.5, 0.5]T ms Vmax = 1ms ∆ = 50m k = 0.2
kur

= 0.1 1
s K1 = I K2 = I

kx1 = 4 1
s kx2 = 0.05 1

s2

ky1 = 4 1
s ky2 = 0.05 1

s2

kz1 = 4 1
s kz2 = 0.05 1

s2

In addition, the motor thruster force is saturated at 80 kN and the rudders are
saturated at ±π2 radians. The assumptions of Theorem 2 are not as straight-
forward to verify as those of Theorem 1. For one, Theorem 2 is valid only in
the domain D defined by assumption B1. In retrospect the simulation results can
determine whether or not this assumption is satisfied. Furthermore, assumption
B3 is applied in the stability proof and does not contain any explicit conditions
that can be tested. The simulation parameters satisfy assumption B2: 0 ≤ |Vc| =√

0.52 + (−0.5)2 + 0.52 = 0.866 < Vmax = 1 ≤ kUrd = 1. This saturation is used

on the estimated of the current, so 0 ≤ |V̂c| < Vmax ≤ kUrd.

7.2.4 Simulation results: Original Guidance and Update Law

The original guidance and update law of Børhaug discussed in chapter 3.7 was
simulated by setting the output of the ”Extended guidance law terms”-block in
figure 7.1 identically equal to zero.
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Figure 7.21: Path 4 - Simulation results of original guidance and update law in
the presence of unknown ocean currents.
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Figure 7.22: Path 5 - Simulation results of original guidance and update law in
the presence of unknown ocean currents.
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Figure 7.23: Path 6 - Simulation results of original guidance and update law in
the presence of unknown ocean currents.
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7.2.5 Simulation results: Theorem 2

This chapter presents the simulation results of Theorem 1.
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Figure 7.24: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and errors z1 and z2.
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Figure 7.25: Thruster force, rudder angles, speed of Serret-Frenet frame along path
and guidance law terms f and g.
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Figure 7.26: Actual versus estimated ocean current Vx, Vy and Vz.
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Figure 7.27: Relative orientation θfc and θfc,d and their respective limits that
define D.



84 CHAPTER 7. SIMULATION

Path 5
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Figure 7.28: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and errors z1 and z2.
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Figure 7.29: Thruster force, rudder angles, speed of Serret-Frenet frame along path
and guidance law terms f and g.
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Figure 7.30: Actual versus estimated ocean current Vx, Vy and Vz.
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Figure 7.31: Relative orientation θfc and θfc,d and their respective limits that
define D.
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Path 6
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Figure 7.32: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and errors z1 and z2.
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Figure 7.33: Thruster force, rudder angles, speed of Serret-Frenet frame along path
and guidance law terms f and g.
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Figure 7.34: Actual versus estimated ocean current Vx, Vy and Vz.
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Figure 7.35: Relative orientation θfc and θfc,d and their respective limits that
define D.
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7.3 Simulations with Modeling Errors

Theorem 1 and 2 were simulated with an incorrect vessel model in the feedback lin-
earization controllers and integrator backstepping controllers. As such, the model
used in the controllers to cancel non-linearities and ensure tracking of the refer-
ences is slightly different than that of the actual vessel, and some of the non-linear
effects will not be canceled from the dynamics. The model in the controller has
the same structure as the supply ship, but the numeric values have been changed
by as much as ±40% of their correct value.

Simulations were run with all of the desired paths for both Hugin and the supply
ship. However, only a few results are included in this chapter due to the unanimity
of the results and the fact that modeling errors are not the main focus of this thesis.
Hence, the results shown below are representative responses for all the conducted
simulations.
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Figure 7.36: Actual versus desired trajectory, Serret-Frenet path errors, actual ver-
sus desired relative surge velocity and yaw angle error of supply ship with modeling
error in controller.
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Figure 7.37: Actual versus desired trajectory, Serret-Frenet path errors, actual
versus desired relative surge velocity and errors z1 and z2 of Hugin with modeling
error in controller.
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Chapter 8

Discussion

8.1 Basis for this thesis

The preliminary objective of this thesis was guidance and control of marine vehicles
with the goal of following a general path in the presence of unknown ocean currents.
A possible approach was to use Line of Sight guidance scheme described in chapter
3.6 as a starting point. This is a widely used method, and the literature review
concluded that there are several established LOS guidance laws for path follow-
ing of straight lines and circular paths. Furthermore, there exists a LOS strategy
with integral effect that allows for straight line path following in the presence of
unknown, constant, irrotational ocean currents. However, the LOS approach re-
quires calculation of the cross-track error e and the path heading χp(t) based on
the marine vessel position. This is straightforward when considering geometrically
simple paths such as a line or circle, but can be difficult for a general curved path.
Furthermore, the integral LOS technique is based on straight line path following
in the presence of currents. In this case, the necessary side-slip angle to counteract
the current and follow the desired path is constant since the current is constant
and attacks the marine vehicle from the same direction when following the straight
line. As such, the integral effect converges to this stationary side-slip angle. How-
ever, when the desired path is not straight, the current will affect the vessel from
different directions along the path, and the necessary side-slip angle is no longer
constant. As such, an integral effect will not be able to stabilize on a given value.
Based on this, LOS was discarded as a basis for this thesis.

The path following methods of Even Børhaug [6] described in chapter 3.7 ensure
path following of continuously differentiable curves for both surface and underwa-
ter vehicles when no ocean current is present. In this approach, the desired path
coordinates are parametrized as a function of the traveled distance s along the
path, which allows for relative easy modeling of a general curved path. As such,
these methods were assessed to be an excellent basis for the challenge addressed
in thesis, and the goal was to expand the guidance and update laws of Børhaug to
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achieve path following also when ocean currents affect the vessel in question.

The literature review revealed that marine vessels, underwater vehicles in partic-
ular, have numerous potential applications within research and industry, and that
such vessels are becoming increasingly more autonomous. General path following
in the presence of unknown ocean currents forms the basis for numerous, more
complex marine operations. Hence, it is highly applicable ability in a real-life
scenario.

8.2 Simulation Results of Original Guidance and
Update Law

The path following methods discussed in chapter 3.7 were implemented in Simulink
for both the supply ship and Hugin. As expected, the control objectives were sat-
isfied when there was no ocean current. However, as can be seen in figure 7.5-7.7
and 7.21-7.23, exact path following is not achieved in the presence of ocean current
for neither the surface or underwater vehicle even though the controllers ensure
that the controlled states converge to their respective references.

In the case of the surface ship, ur(t) reaches Urd and the yaw angle error ψ̃ = ψ−ψd
quickly converges to zero for all three paths (figure 7.5-7.7). However, the actual
and desired trajectories do not coincide, and the Serret-Frenet path errors xb/f and
yb/f do not stabilize at zero. Rather, the actual trajectories have the correct shape
but are displaced slightly to the southeast. This is due to the fact that the ocean
current in the simulations has a southeast direction.

The same effect can be observed on Hugin in figure 7.21-7.23: ur(t) reaches Urd,
the error signals z1 and z2 in the backstepping controller converge to zero, and yet
there are deviations between the desired and actual path. Hence, we can conclude
that the guidance laws don’t calculate the reference states that would result in
exact path following. As such, they need to be expanded to compensate for the
ocean current.

8.3 Simulation Results of Theorem 1 and 2

Theorem 1 and 2 both presume that certain assumptions are satisfied. Theorem 1
poses several explicit conditions that are straightforward to verify. This is done in
chapter 7.1.3. As for Theorem 2, the increased complexity of an underwater vehicle
system makes it difficult to find similar explicit conditions, and as such a domain
D in which Theorem 2 is valid is defined. As can be seen in figure 7.27, 7.31 and
7.35, all Hugin simulations are within D.

The simulation results are shown in figure 7.8-7.16 for the supply ship and figure
7.24-7.35 for Hugin. The ship and Hugin both converge to and track the desired
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path with the relative surge velocity Urd. The Serret-Frenet path errors converge
to zero in all simulations. Hence, the control objectives are achieved. The simula-
tions show that it takes some time for the vessel to converge to the desired path.
It is worth noting that path convergence coincide with the ocean current estimates
settling at the correct values. This is of course to be expected since the estimated
current is used in the guidance law to counteract the actual current. As such, the
correctness of the current observer is extremely important to achieve the control
objectives.

In all simulations controlled inputs (the thruster force and rudder angle(s)) are
reasonable. A common effect is that the rudder angle(s) fluctuates during the first
seconds of simulation. This is due to the step in the references to the controller
(ψd for the supply ship and θfc,d and ψfc,d for Hugin) that occurs at start-up.
One way to avoid this phenomena is to run the simulation for a few seconds to let
all signals initialize and stabilize before closing the loop and connecting the con-
trollers. Furthermore, a rate limitation on the input to the controllers can be used
to avoid abrupt changes in the references that will result in a unrealistic controller
output. When disregarding the fluctuations in the initialization of the simulations,
the rudder angles and thruster force are as expected. For instance, the rudder
angle of the supply ship converges to zero when following a straight line (figure
7.9), whereas it is nearly constant when following a circluar path (figure 7.12). As
the ship moves along the path, the ocean current affects the body from different
directions, resulting in a slightly varying rudder angle to counteract this effect.
As for the piecewise circular path, the rudder experiences some fluctuation even
after the ship converges to the desired path (figure 7.15). This coincides with the
transition between the straight and circular parts of the path, during which the
desired way rate ψ̇d experiences a leap from zero to a non-zero value. Although
the rudder response to this may appear turbulent, it is important to note that the
rudder is rate limited and can only change approximately 10 degrees per second at
most, making the response realistic in a real-life scenario.

The plots marked ṡ show the evolution of the update law over time, that is the
velocity of the Serre-Frenet reference frame along the desired path. The control
objective is to make the marine vessel in question move to and stay in the origin
of this reference frame. As such, if ṡ was identically equal to zero, the reference
frame would be stationary and the ship/Hugin would reach a stand-still position.
Consequently the update law is crucial to drive the reference frame forward and

ensure path following. In the original update laws of Børhaug
(

equation (3.37) and

(3.43)
)

, ṡ would stabilize at Uc =
√
U2
rd + v2

r + w2
r regardless of the desired path.

In Theorem 1 and 2, however, ṡ includes the term V̂ fx . When following a straight
line, the current always affects the Serret-Frenet frame from the same angle. As
such, V̂ fx is constant once V̂x converges to the correct value, and ṡ stabilize at a
constant value as can be seen in figure 7.9 and 7.25. When following a circle or a
helix, the current affects the Serret-Frenet frame from different directions as the
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path progresses. As such, V̂ fx will vary similar to a cosine signal along the path
and ṡ will not stabilize at a constant value as seen in figure 7.12, 7.29 and 7.33.
As for the athletics track (figure 7.15), ṡ is constant along the straight lines of the
path and varying along the circular ones. The same effect can be observed in the
extended guidance law terms f and g, which are calculated based on V̂ fy and V̂ fz .

8.4 Assumptions and Limitations

Theorem 1 and 2 are subject to several assumptions and limitations. For instance,
both theorems assume that the vessel in question can be modeled in a certain
way, which naturally limits the selection of marine vessels to which the theorems
are applicable. The model for the surface ship in Theorem 1 is relatively gen-
eral, whereas Theorem 2 assumes a 5 DOF underwater vehicle model with roll
passively stabilized. This simplifies the model, but also renders it less general.

CB 

CG 

CB 

CG 

Fb 

Fw Fw 

Fb 

Figure 8.1: Cross-section of
Hugin. When the AUV has
a roll φ 6= 0, the force
of buoyancy and gravity re-
sults in a torque that drives
the φ toward zero, passively
stabilizing the roll.

However, this is a common assumptions in
maneuvering control of torpedo-shaped AUVs
like Hugin. Such symmetric slender body
AUVs are naturally buoyant with the CG
directly below CB, as can be seen by the
g-matrix of the model. As such, if the
AUV experiences a slight roll motion, this
will create a torque that drives the roll to-
wards zero. This is illustrated in figure
8.1.

Furthermore, Theorem 2 is restricted to
a defined domain D. In this domain,
|θfc| < π/2 and |θfc,d| < arccos(k)
for some 0 < k < 1. The restrain
on θfc is due to the well-known singu-
larity in Euler angle representations that
arises at θ = ±π/2. The constraint on
θfc,d is more restrictive and discussed be-
low.

Both theorems require a continuously differential path. Although this does not
seem like a limitation of significance, it does exclude simple paths such as a square.
In the square corners ψf will experience a leap of ±π/2 radians, κ = ∞ and/or
τ =∞, making the kinematics for ẋb/f , ẏb/f and żb/f also go to infinity. As such,
this method is made for path following of smooth curves without any ”kinks”.
However, it is possible to implement path following of a square by enforcing a
temporary stop in the corners where the vessel gradually turns in the new desired
direction by allowing the references to the controllers change slowly rather than
changing them instantly.
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Furthermore, the developed theorems rely on a current observer. The basis for
this observer is to estimate both position and current by comparing the estimated
position to the measured position. In a way, this observer is very simple and intu-
itive. It requires measurements/estimates of position, attitude and relative linear
velocities. This information is already necessary for the guidance law, update law
and controllers in both theorems, so the observer does not require any additional
sensors or information beyond what is already required.

The current is assumed constant, irrotational and bounded in the intertial frame.
As mentioned in the chapter 2, a constant, irrotational ocean current model is often
used in marine maneuvering control problems. Theorem 1 assumes that the total
current upper bounded by a known Vmax, which is less than or equal to the desired
relative surge velocity Urd. This demand is not to strict since Urd is chosen by the
human operators. Furthermore, the ocean current must be limited relative to Urd
to prevent the vessel from drifting away. However, for some applications it may be
desirable to have a low Urd, in which case this limitation can be problematic. For
instance, if an underwater vehicle such as Hugin is to be used for a pipeline inspec-
tion, a low velocity along the line to ensure proper inspection is desirable. Theorem
2 assumes that Vmax is less than or equal to kUrd for some 0 < k < 1. As such,
this is a stricter demand than that of Theorem 1. Of course, by choosing k close
to 1, this condition is close to that of Theorem 1. However, as discussed above, k
also limits θfc,d, so by choosing a large k the valid interval for θfc,d is much smaller.

The current estimates are saturated at Vmax. However, this does not affect the
stability of the observer due to the face that the saturation is imposed after the
feedback loop of the observer, see figure 8.2.

 

 

 

 

Ocean Current 
Observer 

, , , , ,  , , , , ,   

 

Saturation on 

 

Figure 8.2: Illustration of saturation in current observer.

It is worth noting that the correctness of Theorem 1 and 2 is maintained as long
as the current and current estimates are upper bounded by Vmax and assumption
A4/B2 holds. As such, the ocean current is not actually required to be constant in
order for Theorem 1 and 2 to be applicable, as long as it fulfills assumption A4/B2
at all times. The current observer is known UGES and will estimate the correct
current regardless of variations in this.
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8.5 Simulation Results with Modeling Errors

When developing a new theorem it is necessary to first confirm its correctness un-
der ideal circumstances. If the control objectives fail to be achieved under perfect
conditions, it is certain that they will not be achieved in a real-life situation where
circumstances are not optimal. As such, the main result of this thesis are Theorem
1 and 2 and the simulations of these under ideal circumstances. However, as a
small test a few simulations were run with an erroneous vehicle model in the con-
troller. Exact modeling of a marine vessel is extremely difficult, and often several
simplifications are made that are not always correct in real life. Both the feedback
linearization controllers and integrator backstepping controller used in Theorem 1
and 2 are known to be vulnerable to modeling errors. In the simulations, the vessel
model used by the controller has the same structure as the actual vessel model,
but the numeric values are incorrect. The result are shown in figure 7.36 and 7.37
and show that both the supply ship and Hugin are able to follow the desired path
closely, but not completely. The path errors don’t to converge to zero, but vary
somewhere between 0 and 2 meters. Also, the desired relative surge velocity is
not reached, and the controllers fail to drive the other controlled states to their
respective references. These errors will only increase with the modeling errors in
the controller. Hence, the simulations confirm that the controllers are susceptible
to modeling errors. Furthermore, they are computationally expensive and include
several operations of derivation, making them sensitive to measurement noise. As
such, if very exact path following is required or in case of a high degree of model
uncertainty, other controllers should be considered.

8.6 Improvment/Future Work

In Theorem 1 and 2, the guidance law, update law, controllers and current observers
require that all states of the marine vessel are known. In the simulations, all states
are assumed measured without noise, but in real-life applications this is not the
case. Often only some states are measured, whereas others are simply estimated
using a Kalman filter or another observer. This is done in the Navigation-block
in the GNC-system described in chapter 2.8. Real-life measurements are always
affected by a certain measurement noise and uncertainty.

The ultimate goal is to develop a guidance and control system that can be utilized
in a real-life marine operation. Based on this, a number of measures to make the
simulations more realistic are suggested as future work. If these simulations yields a
satisfactory result, the next step is to implement and test the guidance and update
law on a real ship/AUV.

• Replace the ideal feedback linearization and integrator backstepping con-
trollers with more realistic PID-controllers.

• Assume only some states measured and add a Kalman-filter or another ob-
server to estimate the remaining states.
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• Add some measurement noise to the measured states to simulate realistic
variations from sensor data.

• Replace/supplement the current observer with estimated current from DVL-
measurements (chapter 3.4).

• Simulate with slowly varying current.

In addition, future work includes deriving explicit conditions to ensure that the
closed loop system in Theorem 2 is always within the valid domain D and expanding
the theorems to handle a time-varying desired relative surge velocity urd(t, s). The
latter is fairly straightforward to accomplish. Furthermore, it is desirable to prove
stability of the entire cascaded system in Theorem 2 (chapter 6.2) and exponential
stability of the cascaded system in Theorem 1.
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Chapter 9

Conclusion

The use of marine vessels for (remote) inspection and similar missions is increasing
rapidly and there are still challenges related to autonomous tracking tasks, espe-
cially for underwater vehicles. The application of AUVs are relevant within several
fields of study, for instance for scientific, environmental and military use.

The goal of this thesis was to develop a guidance and control system for a ma-
rine vessel with the goal of following a general path in the presence of unknown
ocean current. This has been accomplished with good results. The path following
methods of Børhaug [6] described in chapter 3.7 forms the basis for this thesis, and
by expanding these guidance and update laws and combining them with an ocean
current observer two theorems have been developed, one applicable to underactu-
ated surface vessels (Theorem 1) and one to underactuated underwater vehicles
(Theorem 2).

The developed theorems assume that the marine vessels can be modeled in a certain
way and include both a guidance law and controllers that guarantee convergence
to the desired path given that certain assumptions are satisfied. In both these
theorems, the desired path is parametrized as a function of the traveled distance s
along the path, and a virtual Serret-Frenet reference frame propagating along the
desired path with velocity ṡ is introduced. Theorem 1 guarantee achievement of
the control objectives with uniform global asymptotic stability, whereas Theorem
2 guarantee asymptotic path following within a defined domain D. The controllers
are feedback linearization and integrator backstepping controllers and utilize the
vessel model to cancel nonlinearities in the vessel dynamics.

Both theorems have been verified through implementation in Simulink and simu-
lated for several desired paths. This implementation consists of

• The marine vessel model (supply ship and Hugin).

• Controllers.
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• Guidance law.

• Update law.

• Current observer.

The simulations show that the marine vessel converges to and tracks the desired
path under the conditions of the Theorem 1 and 2 and confirm the correctness of the
developed theorems. However, simulations also reveal that the specified controllers
are sensitive to modeling errors, and due to the many operations of derivation re-
quired these controllers are sensitive to measurement noise. The ultimate goal is
to develop a method that is applicable to a real-life situation. Hence, future work
includes simulating more realistic conditions by adding measurement noise, state
observers etc. and testing the theorems in real-life, in addition to strengthening
the stability proofs.

The results of this thesis will be the basis for an article that will be submitted to
the 2014 American Control Conference.



Appendix A

Formulas and Stability
Theorems

A.1 Vector formulas

A cross product between two vectors can be expressed as below.

λ× a , S(λ)a

S(λ) = −ST (λ)

 0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0

 (A.1)

A rotation β about an axis λ results in a rotation matrix

Rλ,β = I3×3 + sin(β)S(λ) + [1− cos(β)]S2(λ) (A.2)

Time differentiation of a vector a in a moving reference frame {b} satisfies the
following equation:

id

dt
a =

bd

dt
a+ ωb/i × a (A.3)

A.2 Trigonometric formulas

arctan(x) + arctan(y) = arctan

(
x+ y

1− xy

)
(A.4)
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tan(α) =
a

b

α = arctan
(a
b

)
cos(α) = cos

(
arctan

(a
b

))
=

b√
a2 + b2

sin(α) = sin
(

arctan
(a
b

))
=

a√
a2 + b2

(A.5)

Figure A.1: Illustration of equation (A.5).

A.3 Stability theorems

A.3.1 General Stability

Definitions from [15]:
Consider the system

ẋ = f(t,x). (A.6)

f is assumed to be piecewise continuous in t and locally Lipschitz in x.
The equilibrium point x = 0 of the system (A.6) is

Stable if for each ε > 0, there exists a δ(ε, t0 > 0) such that ||x(t0)|| < δ ⇒
||x(t)|| < ε,∀t ≥ t0 ≥ 0

Uniformly stable if for each ε > 0, there exists a δ(ε > 0) such that ||x(t0)|| <
δ ⇒ ||x(t)|| < ε,∀t ≥ t0 ≥ 0

Unstable if it is not stable
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Asymptotically stable if it is stable and there is a positive constant c = c(t0)
such that x(t)→ 0 as t→∞,∀||x(t0) < c||

Uniformly asymptotically stable if it is uniformly stable and there is a pos-
itive constant c independent of t0, such that x(t)→ 0 as t→∞,∀||x(t0) < c||

Globally uniformly asymptotically stable if it is uniformly stable, δ(ε) can
be chosen to satisfy limε→∞ δ(ε) = ∞, and, for each pair of positive num-
bers η and c, there is a T = T (η, c) > 0 such that ||x(t)|| < η, ∀t ≥
t0 + T (η, c),∀||x(t0)|| < c

A.3.2 Hurwitz stability

Theorem 4.5 [15] : Consider the linear system

ẋ = Ax. (A.7)

The equilibrium point x∗ = 0 is globally asymptotically (exponentially) stable if
and only if all eigenvalues of A satisfy Re(λi) < 0.

Theorem 4.6 [15] : Consider a quadratic Lyapunov function candidate V (x) =
xTPx where P = P T > 0 is a real symmetric positive definite matrix. The
derivative of V along the trajectories of the linear system in equation (A.7) is given
by

V̇ (x) = xTP ẋ+ ẋTPx = xT (PA+ATP )x = −xTQx (A.8)

where Q is a symmetric matrix defined by PA+ATP = −Q.

The matrix A is Hurwitz if and only if for any given positive definite symmet-
ric matrix Q there exists a positive definite symmetric matrix P that satisfies
PA + ATP = −Q. Moreover, if A is Hurwitz, P is the unique solution of
PA+ATP = −Q.

A.3.3 Lyapunov stability

Stability of the system in equation (A.6) can be proven using Lyapunov’s Direct
method [15]. This is done by considering Lyapunov functions, often denoted V . A
time-varying energy function V (t,x) is said to be

Positive definite if and only if V (t,x) = 0 and V (t,x) ≥W1(x) for all t ≥ 0 for
some positive definite W1(x). Similarly, V (t,x) is positive semidefinite and
radially unbounded if W1(x) is positive semidefinite and radially unbounded

Decrescent if and only if V (t,x) = 0 and V (t,x) ≤W2(x) for all t ≥ 0 for some
positive definite W2(x).
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Theorem 4.8 and 4.9 [15] : The equilibrium point x∗ = 0 is

Stable Uniformly stable Uniformly asymp-
totically stable

GUAS

V
Positive defi-
nite

Positive definite,
Decrescent

Positive definite,
Decrescent

Positive
definite, Decres-
cent,
Radially un-
bounded

V̇
Negative
semidefinite

Negative
semidefinite

Negative definite Negative defi-
nite

Theorem 4.10 [15] : Let x∗ = 0 be an equilibrium point for the system in
equation (A.6) and D ⊂ Rn be a domain containing x∗. Let V : [0,∞) × D → R
be a continuously differential function such that

k1||x||a ≤ V (t, x) ≤ k2||x||a (A.9)

δV

δt
+
δV

δx
f(t,x) ≤ −k3||x||a (A.10)

∀t ≥ 0 and ∀x ∈ D, where k1, k2, k3 and a are positive constants. Then, x∗ is expo-
nentially stable. If the assumptions hold globally, then x∗ is globally exponentially
stable.

A.3.4 Stability of Cascades

Consider the nonlinear time-varying cascaded system

ẋ = f1(t,x) + g(t,x,y)y

ẏ = f2(t,y),
(A.11)

where f1 and f2 are continuously differentiable in their arguments.

Lemma 2.2 [17] : The cascaded system in equation (A.11) is GUAS if both
ẋ = f1(t,x) and ẏ = f2(t,y) are UGAS and the solutions of (A.11) are globally,
uniformly bounded.

Theorem 2 [16] : The cascaded system in equation (A.11) is GUAS if the following
assumptions are satisfied:

• A1 - The system ẋ = f1(t,x) is GUAS with a Lyapunov function satisfying∥∥ δV
δx

∥∥ ||x|| ≤ c1V (t,x) ∀||x|| ≥ η, where c1 > 0 and η > 0.

• A2 - The function g(t,x,y) satisfies ||g(t,x,y)|| ≤ θ1(||y||) + θ2(||y||)||x||,
where θ1, θ2 : R+ → R+ are continuous.

• A3 - The system ẏ = f2(t,y) is GUAS and for all t0 ≥ 0,
∫∞
t0
||y(s, t0,y(t0))||ds ≤

φ(||y(t0)||), where the function φ(·) is a class K function.
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• Remark 1 - If the nominal system ẋ = f1(t,x) is GUAS with a quadratic
Lyapunov function,

∥∥ δV
δx

∥∥ ||x|| ≤ c1V (t,x) ∀||x|| ≥ η is satisfied trivially.

• Remark 2 - If the perturbing system ẏ = f2(t,y) is UGAS and ULES (or
equivalently exponentially stable within a ball of initial conditions), then∫∞
t0
||y(s, t0,y(t0))||ds ≤ φ(||y(t0)||) is satisfied trivially.

Lemma 8 [16] : If, in addition to the assumptions in Theorem 2 [16], both ẋ =
f1(t,x) and ẏ = f2(t,y) are globally K-exponentially stable, then the cascaded
system in equation (A.11) is globally K-exponentially stable.
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Appendix B

Stability Proofs

B.1 Stability proof, Theorem 1

The basis for this proof is the body Serret-Frenet Kinematics:[
ẋb/f
ẏb/f

]
= Rf

b (ψfb)

[
u
v

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

([
ur
vr

]
+ V b

c

)
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

([
ur
vr

]
+Ri

b(ψ)TVc

)
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
= Rf

b (ψfb)

[
ur
vr

]
−
[
ṡ
0

]
− ṡ

[
0 −κ
κ 0

] [
xb/f
yb/f

]
+Ri

f (ψf )TVc

(B.1)

The surface ship has a controller that ensures that the relative surge velocity ur
and the heading ψ tracks their references Urd and ψd (ψd is given by the guidance
law in equation (6.7)). The errors are defined as ũr , ur − Urd and ψ̃ , ψ − ψd.
Equation (6.13) defines the kinematics of the body relative to the Serret-Frenet
frame. By using equation (A.4) from the appendix, it can easily be shown that

ψfb = ψ − ψf
= ψ̃ + ψd − ψf

= ψ̃ + ψf − arctan

(
vr
Urd

)
− arctan

 yb/f + f√
∆2 +

(
xb/f

)2
− ψf

= ψ̃ − arctan

vr
√

∆2 + x2
b/f + Urd(yb/f + f)

Urd
√

∆2 + x2
b/f − vr(yb/f + f)


= ψ̃ − α,

(B.2)
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cos(ψfb) = cos(ψ̃ − α)

= cos(ψ̃) cos(α) + sin(ψ̃) sin(α)

= cos(α) + cos(α)
(

cos(ψ̃)− 1
)

+ sin(ψ̃) sin(α)

= cos(α) + ψ̃

[
cos(ψ̃)− 1

ψ̃
cos(α) +

sin(ψ̃)

ψ̃
sin(α)

]
,

(B.3)

sin(ψfb) = sin(ψ̃ − α)

= sin(ψ̃) cos(α)− cos(ψ̃) sin(α)

= − sin(α)− sin(α)
(

cos(ψ̃)− 1
)

+ sin(ψ̃) cos(α)

= − sin(α) + ψ̃

[
sin(ψ̃)

ψ̃
cos(α)− cos(ψ̃)− 1

ψ̃
sin(α)

] (B.4)

Using equation (A.5) from the appendix, the following relationship is clear:

cos(α) =
Urd
√

∆2 + x2
b/f − vr(yb/f + f)

Uc
√

∆2 + x2
b/f + (yb/f + f)2

sin(α) =
vr
√

∆2 + x2
b/f + Urd(yb/f + f)

Uc
√

∆2 + x2
b/f + (yb/f + f)2

.

(B.5)

This can be inserted into the xb/f and yb/f dynamics in equation (6.13). Defining

Ṽx , Vx − V̂x, Ṽy , Vy − V̂y, x̃ , x− x̂ and ỹ , y − ŷ.

ẋb/f = cos(ψfb)ur − sin(ψfb)vr − ṡ+ ṡκyb/f + cos(ψf )Vx + sin(ψf )Vy

= cos(ψfb)(ũr + Urd)− sin(ψfb)vr − ṡ+ ṡκyb/f + cos(ψf )Vx + sin(ψf )Vy

= Urd cos(α) + vr sin(α)− ṡ+ ṡκyb/f + cos(ψf )Vx + sin(ψf )Vy + cos(ψfb)ũr

+ ψ̃

[
cos(ψ̃)− 1

ψ̃
(Urd cos(α) + vr sin(α)) +

sin(ψ̃)

ψ̃
(Urd sin(α)− vr cos(α))

]

= Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
− ṡ+ ṡκyb/f + cos(ψf )Vx + sin(ψf )Vy

+ cos(ψfb)ũr + ψ̃

cos(ψ̃)− 1

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2

+
sin(ψ̃)

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2


(B.6)
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Inserting for ṡ defined in (6.6), equation (B.6) reduces to

ẋb/f = −Uc
xb/f√

∆2 + x2
b/f + (yb/f + f)2

+ ṡκyb/f + cos(ψfb)ũr + cos(ψf )Ṽx + sin(ψf )Ṽy

+ ψ̃

cos(ψ̃)− 1

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
+

sin(ψ̃)

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2


︸ ︷︷ ︸

,h1(t,Uc,ξ)

.

(B.7)

ẏb/f = sin(ψfb)ur + cos(ψfb)vr − ṡκxb/f − sin(ψf )Vx + cos(ψf )Vy

= sin(ψfb)(ũr + Urd) + cos(ψfb)vr − ṡκxb/f − sin(ψf )Vx + cos(ψf )Vy

= vr cos(α)− Urd sin(α)− ṡκxb/f − sin(ψf )Vx + cos(ψf )Vy + sin(ψfb)ũr

+ ψ̃

[
cos(ψ̃)− 1

ψ̃
(vr cos(α)− Urd sin(α)) +

sin(ψ̃)

ψ̃
(Urd cos(α) + vr sin(α))

]

= −Uc
yb/f + f√

∆2 + x2
b/f + (yb/f + f)2

− ṡκxb/f − sin(ψf )Vx + cos(ψf )Vy + sin(ψfb)ũr

+ ψ̃

 sin(ψ̃)

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
− cos(ψ̃)− 1

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2


(B.8)

Inserting for f defined in equation (6.8), (equation B.8) reduces to

ẏb/f = −Uc
yb/f√

∆2 + x2
b/f + (yb/f + f)2

− ṡκxb/f + sin(ψfb)ũr − sin(ψf )Ṽx + cos(ψf )Ṽy

+ ψ̃

 sin(ψ̃)

ψ̃
Uc

√
∆2 + x2

b/f√
∆2 + x2

b/f + (yb/f + f)2
− cos(ψ̃)− 1

ψ̃
Uc

yb/f + f√
∆2 + x2

b/f + (yb/f + f)2


︸ ︷︷ ︸

,h2(t,Uc,ξ)

.

(B.9)

This can be summarized as below:

[
ẋb/f
ẏb/f

]
=

−Uc xb/f√
∆2+x2

b/f
+(yb/f+f)2

−Uc
yb/f√

∆2+x2
b/f

+(yb/f+f)2

− ṡ [0 −κ
κ 0

] [
xb/f
yb/f

]
+H(t, Uc, ξ)ξ (B.10)
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H(t, Uc, ξ)ξ =

[
cos(ψfb) h1(t, Uc, ξ) 0 cos(ψf ) sin(ψf ) 0 0
sin(ψfb) h2(t, Uc, ξ) 0 − sin(ψf ) cos(ψf ) 0 0

]


ũr
ψ̃
r̃

Ṽx
Ṽy
x̃
ỹ


(B.11)

The system in equation (B.10) and the dynamics of ξ (B.14) can be seen as a
cascaded system where the error dynamics perturbs the nominal system in equation
(B.12) through the term H(t, Uc, ξ)ξ (appendix A.3.4).

[
ẋb/f
ẏb/f

]
=

−Uc xb/f√
∆2+x2

b/f
+(yb/f+f)2

−Uc
yb/f√

∆2+x2
b/f

+(yb/f+f)2

− ṡ [0 −κ
κ 0

] [
xb/f
yb/f

]
(B.12)

Stability of the nominal system can be shown using the quadratic positive definite,
decrescent and radially unbounded Lyapunov function V = 1

2 (x2
b/f + y2

b/f ).

V̇ = ẋb/fxb/f + ẏb/fyb/f

= −Uc
x2
b/f + y2

b/f√
∆2 + x2

b/f + (yb/f + f)2
+ ṡκxb/fyb/f − ṡκxb/fyb/f

≤ −Urd
x2
b/f + y2

b/f√
∆2 + x2

b/f + (yb/f + f)2

,W (xb/f , yb/f ) < 0

(B.13)

V̇ is negative definite and as such the nominal system is UGAS (theorem 4.8
and 4.9 in appendix A.3.3). However, it is not possible to prove ULES stabil-
ity cf. Børhaug [6] due to the time-varying term f . In particular, in any ball

Br =
{

(xb/f , yb/f ) ∈ R2 : x2
b/f + (yb/f + f)2 ≤ r2

}
, W ≤ −λx2

b/f − λy
2
b/f for all

0 < λ ≤ Urd/
√

∆2 + r2. However, due to the time-varying term f , Br does not
contain the origin xb/f = 0, yb/f = 0 for all r > 0, only for r > |f |. As such,
exponential stability can not be guaranteed according to theorem 4.10 in appendix
A.3.3.

The error dynamics is shown in equation (B.14) and is based on the feedback
linearization controllers in chapter 5.1.1 and the current and position observers in
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chapter 3.4.

ξ̇ =



˙̃ur
˙̃
ψ

˙̃r
˙̃Vx
˙̃Vy
˙̃x

˙̃y


=



−(kur
+

dp11
m11

) 0 0 0 0 0 0

0 0 1 0 0 0 0

0 −kψ −kr 0 0 0 0

0 0 0 0 0 −kx2 0

0 0 0 0 0 0 −ky2

0 0 0 1 0 −kx1 0

0 0 0 0 1 0 −ky1





ũr

ψ̃

r̃

Ṽx

Ṽy

x̃

ỹ


= Λξ

(B.14)

System (B.14) is a linear system, and Λ is Hurwitz. Hence, the error dynamics is
UGES according to the theorem 4.5 in appendix A.3.2.

Based on this, the entire system cascaded system (B.10) and (B.14) can be proven
UGAS according to theorem 2 in appendix A.3.4 if H(t, Uc, ξ) is globally bounded.
Equation (B.11) shows thatH(t, Uc, ξ) is bounded for bounded values of h1(t, Uc, ξ)
and h2(t, Uc, ξ). These are again bounded if Uc is bounded: It is trivial to see that∣∣∣∣∣

√
∆2+x2

b/f√
∆2+x2

b/f
+(yb/f+f)2

∣∣∣∣∣ ≤ 1 and

∣∣∣∣∣ yb/f+f√
∆2+x2

b/f
+(yb/f+f)2

∣∣∣∣∣ < 1. Furthermore, sin(ψ̃)

ψ̃
and

cos(ψ̃)−1

ψ̃
have defined limits as ψ̃ approaches zero and are otherwise defined and

bounded for all values of ψ.

The total relative speed Uc =
√
U2
rd + v2

r is clearly bounded for bounded vr. The
proof in chapter 9.A in [6] can be applied to show that vr is in fact bounded.
Originally, this proof affirm the boundedness of the sway velocity v given that
certain conditions are satisfied, but it can also be applied to relative sway ve-
locity vr. The proof assumes ur(t) ∈ [Umin, Umax], ∀t ≥ t0. In Theorem 1,
urd(t, s) = Urd = constant. The feedback linearization controller drives ũr → 0 ex-
ponentially, so ur(t) = Urd, ∀ t ≥ t0 ≥ 0 for some t0. Hence, Umin = Umax = Urd,
and if assumptions A1-A3 are satisfied, it can be concluded that vr is uniformly
bounded ∀t ≥ t0.

Consequently, all conditions of theorem 2 in appendix A.3.4 are satisfied. In par-
ticular, the nominal system is UGAS with a quadratic Lyapunov-function. The
error dynamics is UGES, and the interconnection matrix H is globally bounded.
Consequently, the cascaded system in equation (B.10) and (B.14) is UGAS, and
xb/f , yb/f and ũr converge to zero with uniform global asymptotic stability. Thus
the control objectives are satisfied.

Proving exponential stability for the cascaded system remains a topic for future
work.



112 APPENDIX B. STABILITY PROOFS

B.2 Stability proof, Theorem 2

The basis for this proof is the body Serret-Frenet Kinematics:ẋb/fẏb/f
żb/f

 = Rf
b (Θfb)

urvr
wr

−
ṡ0

0

− ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+Ri
f (Θif )TVc (B.15)

Hugin has a feedback linearization controller that ensures that the relative surge ve-
locity ur tracks the reference Urd and an integrator backstepping controller that en-
sures that the relative orientation of the c-frame θfc and ψfc converges to and tracks
the reference θfc,d and ψfc,d given by the guidance laws in equation (6.33).The er-

rors are defined as ũr , ur−Urd, θ̃fc , θfc−θfc,d and ψ̃fc , ψfc−ψfc,d. Equation
(6.37) defines the kinematics of the body relative to the Serret-Frenet frame. From
chapter 3.7 it is known that

Rf
b (Θfb) = Rf

c (Θfc)R
c
b(Θcb), (B.16)

where Θfc = [φfc, θfc, ψfc]
T is calculated from the rotation matrix in equation

(3.41) and Θcb = [0, αc,−βc]T and

αc , arctan

(
wr
Urd

)
,

βc , arctan

(
vr√

U2
rd + w2

r

) (B.17)

Using equation (A.5) from the appendix, it is easy to see that

sin(αc) =
wr√

U2
rd + w2

r

cos(αc) =
Urd√

U2
rd + w2

r

sin(βc) =
vr√

U2
rd + v2

r + w2
r

=
vr
Uc

cos(βc) =

√
U2
rd + w2

r

Uc

(B.18)
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As such,

Rf
b (Θfb)

urvr
wr

 = Rf
b (Θfb)

Urdvr
wr

+Rf
b (Θfb)

ũ0
0


= Rf

c (Θfc)R
c
b(Θcb)

Urdvr
wr

+Rf
b (Θfb)

ũ0
0


= Rf

c (Θfc)

 cos(αc) cos(βc) sin(βc) sin(αc) cos(βc)
− cos(αc) sin(βc) cos(βc) − sin(αc) sin(βc)
− sin(αc) 0 cos(αc)

Urdvr
wr


+Rf

b (Θfb)

ũ0
0



= Rf
c (Θfc)


Urd√
U2

rd+w2
r

√
U2

rd+w2
r

Uc

vr
Uc

wr√
U2

rd+w2
r

√
U2

rd+w2
r

Uc

− Urd√
U2

rd+w2
r

vr
Uc

√
U2

rd+w2
r

Uc
− wr√

U2
rd+w2

r

vr
Uc

− wr√
U2

rd+w2
r

0 Urd√
U2

rd+w2
r


Urdvr
wr



+Rf
b (Θfb)

ũ0
0



= Rf
c (Θfc)


U2

rd+v2r+w2
r

Uc
−U2

rdvr+(U2
rd+w2

r)vr−w2
rvr√

U2
rd+w2

rUc

−Urdwr+Urdwr√
U2

rd+w2
r

+Rf
b (Θfb)

ũ0
0



= Rf
c (Θfc)

Uc0
0

+Rf
b (Θfb)

ũ0
0


=

Uc cos(θfc) cos(ψfc)
Uc cos(θfc) sin(ψfc)
−Uc sin(θfc)

+

ũr cos(θfb) cos(ψfb)
ũr cos(θfb) sin(ψfb)
−ũr sin(θfb)

 .
(B.19)

Furthermore,

cos(θfc) = cos(θfc,d + θ̃fc) = cos(θfc,d) + cos(θfc,d)
(

cos(θ̃fc)− 1
)
− sin(θfc,d) sin(θ̃fc)

sin(θfc) = sin(θfc,d + θ̃fc) = sin(θfc,d) + sin(θfc,d)
(

cos(θ̃fc)− 1
)

+ cos(θfc,d) sin(θ̃fc)

cos(ψfc) = cos(ψfc,d + ψ̃fc) = cos(ψfc,d) + cos(ψfc,d)
(

cos(ψ̃fc)− 1
)
− sin(ψfc,d) sin(ψ̃fc)

sin(ψfc) = sin(ψfc,d + ψ̃fc) = sin(ψfc,d) + sin(ψfc,d)
(

cos(ψ̃fc)− 1
)

+ cos(ψfc,d) sin(ψ̃fc).

(B.20)
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As such,

cos(θfc) cos(ψfc) = cos(θfc,d + θ̃fc) cos(ψfc,d + ψ̃fc)

= cos(θfc,d) cos(ψfc,d)− sin(θfc,d) sin(θ̃fc) cos(ψfc,d) cos(ψ̃fc)

+ sin(θfc,d) sin(θ̃fc) sin(ψfc,d) sin(ψ̃fc) + cos(θfc,d) cos(ψfc,d)
(

cos(θ̃fc)− 1
)

− cos(θfc,d) cos(θ̃fc) sin(ψfc,d) sin(ψ̃fc)

+ cos(θfc,d) cos(θ̃fc) cos(ψfc,d)
(

cos(ψ̃fc)− 1
)

= cos(θfc,d) cos(ψfc,d) + θ̃fc

[
− sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) cos(ψ̃fc)

+
sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) sin(ψ̃fc) +

cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) cos(ψfc,d)

]

+ ψ̃fc

[
− sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d)

+
cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d)

]
,

(B.21)

cos(θfc) sin(ψfc) = cos(θfc,d + θ̃fc) sin(ψfc,d + ψ̃fc)

= cos(θfc,d) sin(ψfc,d)− sin(θfc,d) sin(θ̃fc) sin(ψfc,d) cos(ψθfc)

− sin(θfc,d) sin(θ̃fc) cos(ψfc,d) sin(ψθfc) + cos(θfc,d) sin(ψfc,d)
(

cos(θ̃fc)− 1
)

+ cos(θfc,d) cos(θ̃fc) cos(ψfc,d) sin(ψθfc)

+ cos(θfc,d) cos(θ̃fc) sin(ψfc,d)
(

cos(θ̃fc)− 1
)

= cos(θfc,d) sin(ψfc,d) + θ̃fc

[
− sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) cos(ψ̃fc)

− sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) sin(ψθfc) +

cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) sin(ψfc,d)

]

+ ψ̃fc

[
sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d)

+
cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d)

]
.

(B.22)
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sin(θfc) = sin(θfc,d + θ̃fc) = sin(θfc,d) + sin(θfc,d)
(

cos(θ̃fc)− 1
)

+ cos(θfc,d) sin(θ̃fc)

= sin(θfc,d) + θ̃fc

[
sin(θ̃fc)

θ̃fc
cos(θfc,d) +

cos(θ̃fc)− 1

θ̃fc
sin(θfc,d)

]
(B.23)

By inserting this in equation (B.19) yields the following result:

Rf
b (Θfb)

urvr
wr

 =

Uc cos(θfc) cos(ψfc)
Uc cos(θfc) sin(ψfc)
−Uc sin(θfc)

+

ũr cos(θfb) cos(ψfb)
ũr cos(θfb) sin(ψfb)
−ũr sin(θfb)


=

Uc cos(θfc,d) cos(ψfc,d)
Uc cos(θfc,d) sin(ψfc,d)
−Uc sin(θfc,d)

+

cos(θfb) cos(ψfb) h11 h12

cos(θfb) sin(ψfb) h21 h22

− sin(θfb) h31 h32


︸ ︷︷ ︸

,H1

 ũrθ̃fc
ψ̃fc


︸ ︷︷ ︸
ξ1

(B.24)

h11 = −Uc
sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) cos(ψ̃fc) + Uc

sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) sin(ψ̃fc)

+ Uc
cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) cos(ψfc,d)

h12 = −Uc
sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d) + Uc

cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d)

h21 = −Uc
sin(θ̃fc)

θ̃fc
sin(θfc,d) sin(ψfc,d) cos(ψ̃fc)− Uc

sin(θ̃fc)

θ̃fc
sin(θfc,d) cos(ψfc,d) sin(ψ̃fc)

+ Uc
cos(θ̃fc)− 1

θ̃fc
cos(θfc,d) sin(ψfc,d)

h22 = Uc
sin(ψ̃fc)

ψ̃fc
cos(θfc,d) cos(θ̃fc) cos(ψfc,d) + Uc

cos(ψ̃fc)− 1

ψ̃fc
cos(θfc,d) cos(θ̃fc) sin(ψfc,d)

h31 = −Uc
sin(θ̃fc)

θ̃fc
cos(θfc,d)− Uc

cos(θ̃fc)− 1

θ̃fc
sin(θfc,d)

h32 = 0

(B.25)

Thus, the dynamics of xb/f , yb/f and zb/f in equation (6.37) can be rewritten.ẋb/fẏb/f
żb/f

 = Rf
b (Θfb)

urvr
wr

−
ṡ0

0

− ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+Ri
f (Θif )TVc

=

Uc cos(θfc,d) cos(ψfc,d)
Uc cos(θfc,d) sin(ψfc,d)
−Uc sin(θfc,d)

+H1ξ1 −

ṡ0
0

− ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+ V f
c

(B.26)
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The guidance laws can be seen in equation (6.33). By applying equation (A.5) from
the appendix, it is easy to see that

cos(θfc,d) =

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

sin(θfc,d) =
zb/f + f√

∆2 + y2
b/f + (zb/f + f)2

cos(ψfc,d) =

√
∆2 + x2

b/f + z2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

sin(ψfc,d) = −
yb/f + g√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

.

(B.27)

This can be inserted into the xb/f , yb/f and zb/f dynamics in equation (B.26).

Defining Ṽx , Vx − V̂x, Ṽy , Vy − V̂y, Ṽz , Vz − V̂z, x̃ , x − x̂, ỹ , y − ŷ and

z̃ , z − ẑ.

ẋb/f = Uc cos(θfc,d) cos(ψfc,d) + cos(θfb) cos(ψfb)ũr + h11θ̃fc,d + h12ψ̃fc

− ṡ+ κṡyb/f + V fx

= Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

√
∆2 + x2

b/f + z2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

− ṡ+ κṡyb/f + V fx + cos(θfb) cos(ψfb)ũr + h11θ̃fc,d + h12ψ̃fc

(B.28)

Inserting for ṡ as defined in equation (6.32) and the current and current estimates
as defined in equation (6.27) yields the following result:

ẋb/f = −Uc
xb/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+ κṡyb/f + V fx − V̂ fx + cos(θfb) cos(ψfb)ũr

+ h11θ̃fc,d + h12ψ̃fc

= −Uc
xb/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+ κṡyb/f + cos(θfb) cos(ψfb)ũr + h11θ̃fc,d

+ h12ψ̃fc + cos(ψf ) cos(θf )Ṽx + cos(θf ) sin(ψf )Ṽy − sin(θf )Ṽz
(B.29)
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ẏb/f = Uc cos(θfc,d) sin(ψfc,d) + cos(θfb) sin(ψfb)ũr + h21θ̃fc + h22ψ̃fc − κṡxb/f + τ ṡzb/f + V fy

= −Uc cos(θfc,d)
yb/f + g√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

− κṡxb/f + τ ṡzb/f + V fy

+ cos(θfb) sin(ψfb)ũr + h21θ̃fc + h22ψ̃fc

= −Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

yb/f√
∆2 + x2

b/f + (yb/f + g)2 + z2
b/f

− Uc cos(θfc,d)
g√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

+ V fy − κṡxb/f + τ ṡzb/f

+ cos(θfb) sin(ψfb)ũr + h21θ̃fc + h22ψ̃fc
(B.30)

By rewriting the second order equation that solves for g (equation (6.35)), it can
easily be seen that

Uc cos(θfc,d)
g√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

= V̂ fy . (B.31)

As such, by inserting for the current and current estimates as defined in equation
(6.27),

ẏb/f = −Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

yb/f√
∆2 + x2

b/f + (yb/f + g)2 + z2
b/f

− κṡxb/f + τ ṡzb/f + V fy − V̂ fy + cos(θfb) sin(ψfb)ũr + h21θ̃fc + h22ψ̃fc

= −Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

yb/f√
∆2 + x2

b/f + (yb/f + g)2 + z2
b/f

− κṡxb/f + τ ṡzb/f + cos(θfb) sin(ψfb)ũr + h21θ̃fc + h22ψ̃fc

+ (cos(ψf ) sin(φf ) sin(θf )− cos(φf ) sin(ψf )) Ṽx

+ (cos(φf ) cos(ψf ) + sin(φf ) sin(ψf ) sin(θf )) Ṽy + cos(θf ) sin(φf )Ṽz.

(B.32)
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żb/f = −Uc sin(θfc,d)− sin(θfb)ũr + h31θ̃fc + h32ψ̃fc − τ ṡyb/f + V fz

= −Uc
zb/f + f√

∆2 + y2
b/f + (zb/f + f)2

− τ ṡyb/f + V fz − sin(θfb)ũr + h31θ̃fc + h32ψ̃fc

= −Uc
zb/f√

∆2 + y2
b/f + (zb/f + f)2

− Uc
f√

∆2 + y2
b/f + (zb/f + f)2

− τ ṡyb/f + V fz

− sin(θfb)ũr + h31θ̃fc + h32ψ̃fc
(B.33)

By rewriting the second order equation that solves for f (equation (6.34)), it can
easily be seen that

Uc
f√

∆2 + y2
b/f + (zb/f + f)2

= V̂ fz . (B.34)

As such, by inserting for the current and current estimates as defined in equation
(6.27),

żb/f = −Uc
zb/f√

∆2 + y2
b/f + (zb/f + f)2

− τ ṡyb/f + Ṽ fz − sin(θfb)ũr + h31θ̃fc + h32ψ̃fc

= −Uc
zb/f√

∆2 + y2
b/f + (zb/f + f)2

− τ ṡyb/f − sin(θfb)ũr + h31θ̃fc + h32ψ̃fc

+ (sin(φf ) sin(ψf ) + cos(φf ) cos(ψf ) sin(θf ))Ṽx

+ (cos(φf ) sin(ψf ) sin(θf )− cos(ψf ) sin(φf ))Ṽy + cos(φf ) cos(θf )Ṽz.

(B.35)

This can be summarized as below:

ẋb/fẏb/f
żb/f

 =


−Uc

xb/f√
∆2+x2

b/f
+y2

b/f
+z2

b/f

−Uc
√

∆2+y2
b/f√

∆2+y2
b/f

+(zb/f+f)2

yb/f√
∆2+x2

b/f
+(yb/f+g)2+z2

b/f

−Uc
zb/f√

∆2+y2
b/f

+(zb/f+f)2


− ṡ

0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f

+H(t, Uc, ξ)ξ

(B.36)
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H(t, Uc, ξ)T =

cos(θfb) cos(ψfb) cos(θfb) sin(ψfb) − sin(θfb)
h11 h21 h31

h12 h22 h32

0 0 0
0 0 0

cos(ψf ) cos(θf )
cos(ψf ) sin(φf ) sin(θf )

− cos(φf ) sin(ψf )
cos(φf ) cos(ψf ) sin(θf )

+ sin(φf ) sin(ψf )

cos(θf ) sin(ψf )
sin(φf ) sin(ψf ) sin(θf )

+ cos(φf ) cos(ψf )
cos(φf ) sin(ψf ) sin(θf )

− cos(ψf ) sin(φf )
− sin(θf ) cos(θf ) sin(φf ) cos(φf ) cos(θf )

0 0 0
0 0 0
0 0 0


ξT =

[
ũr θ̃fc ψ̃fc q̃ r̃ Ṽx Ṽy Ṽz x̃ ỹ z̃

]
(B.37)

The system in equation (B.36) and the dynamics of ξ (B.40) can be seen as a
cascaded system where the error dynamics perturbs the nominal system in equation
(B.38) through the term H(t, Uc, ξ)ξ (appendix A.3.4).

ẋb/fẏb/f
żb/f

 =


−Uc

xb/f√
∆2+x2

b/f
+y2

b/f
+z2

b/f

−Uc
√

∆2+y2
b/f√

∆2+y2
b/f

+(zb/f+f)2

yb/f√
∆2+x2

b/f
+(yb/f+g)2+z2

b/f

−Uc
zb/f√

∆2+y2
b/f

+(zb/f+f)2

−ṡ
0 −κ 0
κ 0 −τ
0 τ 0

xb/fyb/f
zb/f


(B.38)

Stability of the nominal system can be shown using the quadratic, positive definite,
decrescent and radially unbounded Lyapunov function V = 1

2 (x2
b/f + y2

b/f + z2
b/f ).

V̇ = ẋb/fxb/f + ẏb/fyb/f + żb/fzb/f

= −Uc
x2
b/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

− Uc
z2
b/f√

∆2 + y2
b/f + (zb/f + f)2

− Uc

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

y2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f

≤ −Urd

 x2
b/f√

∆2 + x2
b/f + y2

b/f + z2
b/f

+
z2
b/f√

∆2 + y2
b/f + (zb/f + f)2

+

√
∆2 + y2

b/f√
∆2 + y2

b/f + (zb/f + f)2

y2
b/f√

∆2 + x2
b/f + (yb/f + g)2 + z2

b/f


,W (xb/f , yb/f , zb/f ) < 0

(B.39)
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V̇ is negative definite and the nominal system is UGAS according to theorem
4.8/4.9 in appendix A.3.3.

The error dynamics is shown in equation (B.40) and is based on the feedback
linearization controller and integrator backstepping controller in chapter 5.2.1 and
5.2.2 and the current and position observers in chapter 3.4.

ξ̇ =



˙̃ur
˙̃
θfc
˙̃
ψfc

˙̃q

˙̃r
˙̃Vx
˙̃Vy
˙̃Vz

˙̃x

˙̃y

˙̃z



=



˙̃ur

ż1

ż2

˙̃Vx
˙̃Vy
˙̃Vz

˙̃x

˙̃y

˙̃z



=



−kur 0 0 0 0 0 0 0 0

0 −K1 A 0 0 0 0 0 0

0 −AT −K2 0 0 0 0 0 0

0 0 0 0 0 0 −kx2 0 0

0 0 0 0 0 0 0 −ky2 0

0 0 0 0 0 0 0 0 −kz2
0 0 0 1 0 0 −kx1 0 0

0 0 0 0 1 0 0 −ky1 0

0 0 0 0 0 1 0 0 −kz1





ũr

z1

z2

Ṽx

Ṽy

Ṽz

x̃

ỹ

z̃



= Λξ

(B.40)

Equation (B.40) has an UES equilbrium point in ξ = 0. This is shown using
Lyapunov analysis. It is known that

[
˙̃x
˙̃Vx

]
=

[
−kx1 1
−kx2 0

]
︸ ︷︷ ︸

Ax

[
x̃

Ṽx

]
[

˙̃y
˙̃Vy

]
=

[
−ky1 1
−ky2 0

]
︸ ︷︷ ︸

Ay

[
ỹ

Ṽy

]
[

˙̃z
˙̃Vz

]
=

[
−kz1 1
−kz2 0

]
︸ ︷︷ ︸

Az

[
z̃

Ṽz

]
.

(B.41)

Under the constraints of Theorem 2, kx1, kx2, ky1, ky2, kz1, kz2 > 0 and Ax, Ay and
Az are Hurwitz. Thus, there exists three symmetric positive definite matrices Px,
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Py and Pz (theorem 4.6 in appendix A.3.2) such that

PxAx +AT
xPx = −

[
1 0
0 1

]
PyAy +AT

y Py = −
[
1 0
0 1

]
PzAz +AT

z Pz = −
[
1 0
0 1

]
.

(B.42)

Taking the positive definite, decresent, radially unbounded Lyapunov candidate

V =
1

2
ũ2
r+

1

2
zT1 z1+

1

2
zT2 z2+

[
x̃ Ṽx

]
Px

[
x̃

Ṽx

]
+
[
ỹ Ṽy

]
Py

[
ỹ

Ṽy

]
+
[
z̃ Ṽz

]
Pz

[
z̃

Ṽz

]
.

(B.43)
It can easily be seen that the time-derivative of V is given as

V̇ = ũr ˙̃ur +
1

2
żT1 z1 +

1

2
zT1 ż1 +

1

2
żT2 z2 +

1

2
zT2 ż2 +

[
˙̃x ˙̃Vx

]
Px

[
x̃

Ṽx

]
+
[
x̃ Ṽx

]
Px

[
˙̃x
˙̃Vx

]

+
[

˙̃y ˙̃Vy

]
Py

[
ỹ

Ṽy

]
+
[
ỹ Ṽy

]
Py

[
˙̃y
˙̃Vy

]
+
[

˙̃z ˙̃Vz

]
Pz

[
z̃

Ṽz

]
+
[
z̃ Ṽz

]
Pz

[
˙̃z
˙̃Vz

]
= −kur

ũ2
r − zT1 K1z1 − zT2 K2z2 − x̃2 − Ṽ 2

x − ỹ2 − Ṽ 2
y − z̃2 − Ṽ 2

z .

(B.44)

V̇ is negative definite (the controller gain kur
> 0 and the controller gain matrices

K1 = KT
1 and K2 = KT

2 are symmetric positive definite). Hence, the equilibrium
point ξ = 0 is UAS (theorem 4.8/4.9 in appendix A.3.3). Furthermore, the Lya-
punov function satisfies the conditions of theorem 4.10 in appendix A.3.3, so ξ = 0
is UES. However, the error dynamics is not globally stable due to the singularity
θfc = π/2 in the matrix A (discussed in chapter 5.2.2). This singularity is not con-
tained in the domain D (6.36) in which Theorem 2 is valid, so the error dynamics
is UES in D.

Theorem 2 in appendix A.3.4 regarding the stability of cascaded systems is not
applicable due to the fact that the error dynamics is not UGAS. However, since
ξ → 0, one can apply assumption B3 and assume ξ = 0. As such, equation (B.36)
reduces to the nominal system in equation (B.38), which is known UGAS. Hence,
it is possible to conclude that the control objectives are achieved asymptotically.

Proving stability of the cascaded system (B.36) and (B.40) remains a topic for
future work.
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