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ABSTRACT

During the bidding or very early design phases of jacket structures for offshore wind turbines, there may be very limited information available on meteorological conditions, soil conditions, turbine specifications etc. However, it is still important to quickly produce near-optimal designs with production costs similar to that of the final support structure. Numerical optimization methods can be used to this purpose. This paper investigates three gradient-based optimization methods where preliminary designs are produced by mass optimization. The mass is reduced by changing tube diameter and thickness of the structural members, and the optimization considers both frequency and fatigue constraints. The three methods are based on (i) damage equivalent loads, (ii) quasi-static analysis, and (iii) dynamic analysis. The optimizations are carried out using in-house software JADOP (JAcket Design OPtimization), and the optimized designs are evaluated using state-of-the-art integrated time-domain simulation software FEDEM Windpower. The findings show that each analysis can be applied with success. However, if excitations of structural frequencies contribute significantly to the overall damage, special care must be taken with quasi-static and static modeling. It is observed that wave-loading does not contribute considerably to the fatigue damage. Additionally, the aerodynamic loading does not change significantly with changes of tube geometry within the optimization ranges. The optimized designs are partly driven by reducing stress concentration factors, which can be achieved by reducing the chord diameter to thickness ratio. Thus, the optimized designs resemble each other to a certain extent. Copyright © 0000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Wind energy is a reliable and important supplier of sustainable energy. In favorable site conditions, the levelized cost of energy can be comparable to conventional energy sources. However, such site-conditions are limited. Off-coastal areas often present great wind conditions and space for large wind-farms, but offshore wind energy is in general more expensive than onshore wind energy [1, 2]. In deep waters, jacket structures are generally considered the most cost-effective bottom-fixed support structures. Deep water conditions increase the levelized cost of energy due to larger support structures, more expensive infrastructure, and higher installation and maintenance costs. Support structures account for about 19% of the total cost of an offshore wind farm [3]. Design, manufacturing, and installation of support structures have been identified as areas of large cost saving potential [4, 5].

Human designers are often restricted to a very limited number of design iterations due to time- and cost-related considerations. Computer-aided structural optimization techniques are not restricted in the same manner. For this reason, structural optimization techniques are increasingly being applied in wind energy. In general, there are two types of numerical optimization techniques that can be applied. There are heuristic methods and gradient-based methods. Both methods have their strengths and weaknesses, and both methods have been applied to optimization of support structures.
Heuristic methods are update schemes often based on analogies from behaviors observed in nature. Heuristic methods rely on function values alone and are therefore also referred to as gradient-free methods. However, as the methods do not utilize design sensitivities, they often require many design iterations before convergence.

Some of the first work in the field of structural optimization of wind turbine support structures was using gradient-free methods to optimize monopile structures [6]. Since then, much work has been done on optimizing both onshore and offshore monopile structures using gradient-free methods [7, 8, 9]. As jackets gained in popularity, different gradient-free methods have also been applied in the design thereof [10, 11, 12, 13, 14]. A different approach to efficient optimization is shown in [15]. By using a two-stage approach where the optimization of tube geometry and Stress Concentration Factors (SCFs) are assumed independent of the structural analysis, the computational effort needed in the jacket optimization is greatly reduced.

Gradient-based optimization methods often converge in fewer iterations than gradient-free optimization methods. However, at least first order derivatives of cost and constraint functions are necessary. In [16] a method of gradient-based optimization of tower and turbine to reduce the levelized cost of energy is presented. In the optimization, stress, fatigue, and frequency constraints on both tower and turbine are considered. The design sensitivities are estimated using finite difference approximations. The optimization framework was further developed in [17], where both the wind farm layout and the offshore monopile are optimized, again using finite difference approximations of the design sensitivities. Using finite difference schemes can be efficient, but care must be taken as the gradients can be very sensitive to perturbation size [18, 19].

Analytical gradient-based optimization of a jacket structure is solved in [20, 21], where a dynamic analysis is employed. The optimization reduces the overall mass subject to Ultimate Limit State (ULS) constraints, to Fatigue Limit State (FLS) constraints, and to frequency constraints. In [19] analytical gradient-based optimization of a jacket is solved using a quasi-static analysis to lower the computational costs. For a more detailed overview of optimization of support structures, see [22].

The designer of the support structure may be different from the designer of the tower and turbine. Thus, it may prove time-consuming to obtain updated loading conditions when the substructure is altered. The challenge is to design a jacket based on initial information, that has an accumulated damage near the fatigue limit when re-evaluated with updated loading conditions. This paper investigates this problem using three state-of-the-art analytical gradient-based sizing optimization methods with fatigue and frequency constraints. All three methods utilize linear finite element theory and beam elements. Additionally, all three methods use the Hot Spot Stress (HSS) method where SCFs are applied according to the recommended practice [23]. The three different approaches can be classified by their respective structural analysis method. In other words, the approaches are using (i) a static analysis, (ii) a quasi-static analysis, and (iii) a dynamic analysis. The approach in (i) uses Damage Equivalent Loads (DEL) [24]. It follows that a static analysis is much faster than a quasi-static analysis. In turn, the quasi-static analysis is faster than the dynamic analysis. However, it also follows that the dynamic analysis is more accurate than the quasi-static analysis and the static analysis.

The applied optimization formulations do not include ULS constraints as emphasis in this study is on fatigue modeling and optimization. Introducing ULS constraints will produce much more realistic designs. However, active ULS constraints may hinder tendencies and pitfalls in the fatigue optimization problem which is the main study of this work.

Neither of the three optimization approaches attempt to produce fully validated and readily producible designs, but rather very good preliminary designs. In this framework, a good design is defined as having a low mass and fatigue damage levels near the desired value when reevaluated using state-of-the-art integrated time-domain simulations, here performed with the commercial software FEDEM Windpower (Fedem Technology AS, Trondheim, Norway, Version R7.2.1). It must be noted that the optimized designs should not be directly compared to the original reference design, as the design basis is completely different. The reference design, the so-called OC4 jacket, was designed to compare time simulation codes and does not represent a realistic wind turbine substructure. The presented optimized designs do not represent realistic designs either as many important design criteria such as ULS and manufacturing are excluded in this study. Additionally, a realistic design should be optimized with respect to levelized cost of energy and not just overall mass.

2. METHODS

The applied design process can be described using a flow chart, see Figure 1. An initial design is used to generate a finite element representation of the structure in JADOP. This structure is exported to FEDEM Windpower using the application programming interface. In FEDEM Windpower, the jacket is attached to a predefined wind turbine. Next, a transient analysis of the entire structure is performed and the results are extracted. The results are used to deconvolute the loading conditions, such that forces and moments corresponding to the wind-induced loads can be applied in JADOP. Then, the optimization problems are formulated in JADOP, where tube diameters and thicknesses are optimized using IPOPT (Interior Point OPTimizer, [25]). The optimized design is reevaluated in FEDEM Windpower using a full transient
multibody analysis with an integrated turbine and recalculated wave-loads. Nodal displacements from the integrated analysis are post-processed in JADOP such that SCFs can be used in the fatigue analysis.

To achieve fully optimized designs with respect to fatigue, the optimization process can be restarted using updated rotor and wave loads. At this stage, it is recommended to include more constraints such as ULS and manufacturing constraints. This is not a focus area in the present work. Thus, the presented work can be considered a benchmark of the three methods rather than an attempt to produce a fully optimized design.

2.1. Structural analysis

A linear elastic finite element analysis is used, and the jacket is modeled using two-node Timoshenko beam elements with six degrees-of-freedom in each node [26]. Each beam element has a constant cross-sectional area defined by the diameter and thickness of the circular hollow tube. The equilibrium at time $t$ is:

$$M(x) \ddot{U}(x, t) + C(x) \dot{U}(x, t) + K(x) U(x, t) = P(t)$$  \hspace{1cm} (1)$$

$x$ is the vector of design variables (diameters and thicknesses), $M$ is the mass matrix, $C$ is the damping matrix, and $K$ is the stiffness matrix. $P$ is the load vector assumed independent of design changes. $U$, $\dot{U}$, and $\ddot{U}$ are the vectors of global displacements, velocities, and accelerations, respectively. In the quasi-static approach, the mass and damping terms are omitted. A consistent mass matrix $M$ is applied. The $\alpha$ and $\beta$ parameters of the Rayleigh damping matrix $C$ is tuned to 1% critical damping at the first eigenfrequency of the structure without the Rotor-Nacelle-Assembly (RNA) attached. Time-integration is performed using Newmark-$\beta$ with constant average acceleration. The soil-structure boundary is simplified as fixed. The analyses in JADOP and FEDEM Windpower have been compared and differences in displacements are generally $<1\%$.

Jacket structures are dominated by normal stresses. Thus, the recommended practice for fatigue assessment in welded tubular joints combines normal stresses with SCFs [23]. SCFs are design-dependent scaling factors. There are separate SCFs to scale damage caused by normal stress from normal forces (N), from in-plane bending moments (MIP), and from out-of-plane bending moments (MOP). The normal stresses in each element $e$ is:

$$\begin{bmatrix} \sigma_{\text{N}}^e(x, U(x, t)) \\ \sigma_{\text{MIP}}^e(x, U(x, t)) \\ \sigma_{\text{MOP}}^e(x, U(x, t)) \end{bmatrix} = EB_{xx}(x)u_e(x, t), \quad \forall e$$  \hspace{1cm} (2)$$

$E$ is the constitutive matrix, $B_{xx}$ is the strain-displacement matrix including only terms regarding normal stresses, and $u_e$ is the element displacement vector. Let $x, y, z$ be local element coordinates, then the sampling locations must be as shown in Figure 2. The scaled stress $\sigma_i$ for location $i$ is:

$$\sigma_i(x, U(x, t)) = \begin{bmatrix} SCF_i^\text{N}(x) & SCF_i^\text{MIP}(x) & SCF_i^\text{MOP}(x) \end{bmatrix} EB_{xx}(x)u_e(x, t), \quad \forall i$$  \hspace{1cm} (3)$$

Here $SCF_i^\text{N}$, $SCF_i^\text{MIP}$, and $SCF_i^\text{MOP}$ are the SCFs for the stresses caused by axial forces, by in-plane moments, and by out-of-plane moments, respectively, for location $i$. The SCFs are explicit functions of the design variables, the connection type, and the loading type. The equations were derived using 3D shell finite element analyses [27, 28]. The fatigue is evaluated between each beam element, but SCFs are only applied to tubular joints.

Restrictions must be enforced on the design variables to ensure reliable results using the HSS method. If a subscript $b$ refers to a brace element, and a subscript $c$ refers to a chord element, the diameters $d$ and thicknesses $t$ must for all relations...
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Table I. Environmental loading conditions from [30]. \( v \) is the mean wind speed, \( TI \) is the turbulence intensity, \( H_s \) is the significant wave height, \( T_p \) is the wave period, and \( \gamma \) is the peak enhancement factor.

<table>
<thead>
<tr>
<th>DLC</th>
<th>( v ) [m/s]</th>
<th>( TI ) [%]</th>
<th>( H_s ) [m]</th>
<th>( T_p ) [s]</th>
<th>( \gamma )</th>
<th>Occurrences/year [hrs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>6</td>
<td>17.5</td>
<td>1.18</td>
<td>5.76</td>
<td>1.0</td>
<td>4730.1</td>
</tr>
<tr>
<td>14</td>
<td>14.2</td>
<td>1.91</td>
<td>6.07</td>
<td>1.0</td>
<td>3388.1</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>13.3</td>
<td>3.09</td>
<td>7.40</td>
<td>1.0</td>
<td>647.8</td>
<td></td>
</tr>
</tbody>
</table>

\( v \) is the mean wind speed, \( TI \) is the turbulence intensity, \( H_s \) is the significant wave height, \( T_p \) is the wave period, and \( \gamma \) is the peak enhancement factor.

satisfy [23]:

\[
\frac{d_c}{5} \leq d_b \leq d_c \quad (4)
\]

\[
\frac{t_c}{5} \leq t_b \leq t_c \quad (5)
\]

Additionally, for each element:

\[
16t_e \leq d_e \leq 64t_e, \quad \forall e \quad (6)
\]

These linear constraints are reformulated and collectively referred to as \( Ax \leq b \).

2.2. Loading conditions

One Design Load Case (DLC) from IEC 61400-3 [29] is used, specifically the FLS power production DLC 1.2. Three ten minutes load series are included, see Table I. The three load series are chosen such that there is a low, a medium, and a high mean wind speed series.

A significant amount of fatigue damage occurs around rated wind speed. The NREL 5 MW turbine has a rated wind speed of 11.4 m/s. However, we experienced numerical instabilities in the applied load deconvolution method around the rated mean wind speed. Consequently, the medium wind speed load case is at 14 m/s. The load deconvolution method is described in section 2.2.1. Note that buoyancy forces are neglected in all analyses and only one wind direction is applied.

The three load series are linearly scaled to represent the lifetime using meteorological statistics of the K13 deep water site [30]. Accurate load reduction is not a focus area of this work and we instead refer to published literature on the subject, e.g. [31]. The loading conditions are assumed fixed in the optimization.

2.2.1. Aerodynamic loading

The application of aerodynamic loads differs among the three analyses. The dynamic analysis in FEDEM Windpower allows for an aero-elastic simulation under turbulent inflow, while the quasi-static and dynamic analyses in JADOP are performed with pre-computed force and moment time-series applied on tower top. The static analysis requires a DEL as described in Section 2.3. FEDEM Windpower is utilized to generate rotor loads (i.e. time-series for forces and moments that are applied in JADOP) that represent the time-dependent rotor loads from an integrated transient analysis. The precomputed rotor loads lead to the same structural response as the integrated analysis that was used to generate these force and moment time-series. An algorithm that is based on a discrete convolution method is used for this purpose.

The method is described for a single degree-of-freedom, but it is straightforward to apply to a multi degree-of-freedom system [32]. The effect of a general load time-history \( f(t) \) on a linear system at an arbitrary point in time \( t = \tau \) can be considered as the effect to an infinitesimal impulse load. The impulse load causes a response of the system for \( t > \tau \) that is given by

\[
du(t; \tau) = h(t - \tau) f(\tau) d\tau
\]

\( h(t) \) is the Impulse Response Function (IRF). The total response of the system \( u(t) \) at time \( t \) can therefore be obtained by summing (integrating) all contributions to the response from the loads between times \( \tau = 0 \) to \( \tau = t \). This leads to an
integral expression for the response $u(t)$ that is often referred to as the Duhamel integral [33]:

$$u(t) = \int_0^t h(t - \tau) f(\tau) d\tau$$

The integral can also be written in a discretized version:

$$u_n = \sum_{i=0}^{n-1} (h_{n-i} f_i \Delta t)$$

(9)

Here $u_n$ is the discretized displacement at time step $n$, $h$ the discretized IRF, $f$ the discretized excitation, and $\Delta t$ the time step used in the dynamic simulation. Using the convolution integral in an inverse manner, a so-called deconvolution, allows for computing the input $f(t)$ (e.g. a load time-history applied on a certain degree of freedom) for a given response $u(t)$ (e.g. displacements at the same or a second degree-of-freedom). The transformed equation (9) is given by:

$$f_n = \frac{1}{h_1} \left( \frac{u_n}{\Delta t} - \sum_{i=1}^{n-1} (h_{n+1-i} f_i) \right)$$

(10)

Equation (10) is prone to numerical issues, especially the minus sign and the fractions can lead to instability of the deconvolution algorithm. A possibility to overcome these numerical issues is used for this study.

A simulation of a standalone model of the RNA with fixed boundary conditions is performed using the same turbulent wind input as the dynamic analysis in FEDEM Windpower. Reaction forces and moments ($F_{RNA}$) are extracted from the bottom of the RNA and applied at tower top of the same numerical model that is used for the dynamic analysis. However, this second dynamic analysis is performed without aerodynamic calculations, but with the previously calculated forces and moments applied at tower top. The differences in tower top displacements between the dynamic analysis with aeroelastic simulation (fully-coupled) and the decoupled dynamic analysis using the precomputed rotor loads from a standalone turbine simulation ($u^{FC} - u^{DC}$) is afterwards used in equation (10) to calculate a corrective force ($F_{DeCon}$) that is added to the precomputed rotor loads from the standalone turbine simulation. A flow chart of this method is shown in Figure 3.

2.2.2. Hydrodynamic loading

In the quasi-static and dynamic approach hydrodynamic loading is included. Based on the wave kinematics for the JONSWAP spectrum [34], the wave forces $f_w$ are determined using the Morison equation [35, 36]. Following offshore
recommendations [29]. Wheeler stretching is applied to extend the waves to above mean sea level. The wave forces are applied aligned with the main wind direction. For a fixed body the Morison equation is:
\[
f_w(x) = \rho_w C_m V(x) \ddot{u} + \frac{1}{2} \rho_w C_d A(x) |u| \tag{11}
\]
\(\rho_w\) is the water density, \(C_m\) and \(C_d\) are coefficients for added mass and drag. In this work, the coefficients are assumed fixed and set conservatively to \(C_m = C_d = 2\). \(V\) is the volume of the body and \(A\) is the reference area per unit cylinder length. Thus, for a circular cylinder \(A = D\) and \(V = \frac{1}{4}\pi D^2\).

The Morison equation assumes that the water particle velocity \(u\) and acceleration \(\ddot{u}\) are perpendicular to the center axis of the cylinder. However, the jacket members are oriented in a variety of ways, and thus the tangential contributions of the distributed wave forces are neglected.

### 2.3. Fatigue analysis

To simplify the notation, the dependencies on the design variables \(x\) and on the state variables \(U(x, t)\) are no longer shown. In the quasi-static and dynamic approach, the fatigue analysis follows the recommended practice [23]. The accumulated damage \(D_i\) in location \(i\) is determined using Palmgren-Miner’s rule [37, 38] and a bilinear S-N relationship:
\[
D_i = \sum_{j=1}^{m} c_j \sum_{k=1}^{n_k} \frac{n_{ijk}}{N_{ijk}} \leq \eta \tag{12}
\]
\[\log(N_{ijk}) = \log(\bar{a}) - m\log(\Delta\sigma_{ijk}) \tag{13}\]

Here \(c_j\) is a scaling factor for each load case \(j = 1, 2, 3\) to make the data represent 20 years, and is based on meteorological data in [30]. Traditional rainflow-counting is performed to determine the stress range \(\Delta\sigma_{ijk}\) [39]. \(n_{ijk}\) is the expected cycles to failure at location \(i\), load case \(j\), and stress state \(k\). Likewise, \(n_{ijk}\) is the number of load cycles. \(n_k\) is the number of stress cycles and \(\eta = 1\) is the allowable damage, also referred to as the utilization factor. (12) constitutes the fatigue constraint equations in the quasi-static and dynamic approaches. Assuming that all steel members are submerged in seawater, the material parameters for tubular joints with cathodic protection are [23]:

\[
\log(\bar{a}) = \begin{cases} 11.764, & \text{if } \Delta\sigma_{ijk} \geq 83.41\text{MPa} \\ 15.606, & \text{otherwise.} \end{cases}
\]

\[
m = \begin{cases} 3.0, & \text{if } \Delta\sigma_{ijk} \geq 83.41\text{MPa} \\ 5.0, & \text{otherwise.} \end{cases}
\]

In the DEL approach, the structure is subject to a harmonic load with a frequency of 1 Hz and a load range of \(\Delta P^{1\text{Hz}}\). The DEL accumulated damage \(D_i^{1\text{Hz}}\) is:
\[
D_i^{1\text{Hz}} = \frac{n_T}{N_i^{1\text{Hz}}} \tag{14}\]

\(n_T = \sum_{j=1}^{m} c_j n_S\) is the total lifetime, with \(n_S = 600 \text{ s}\) being the simulated time per load case. \(N_i^{1\text{Hz}}\) is the expected number of cycles to failure for the DEL approach. Assuming one-degree-of-freedom loading and quasi-static structural response, the stresses scale linearly with the load, \(\sigma_i = \alpha_i P\). We set \(D_i^{1\text{Hz}} = D_i\) and solve for the load range:
\[
\frac{n_T(\alpha_i \Delta P^{1\text{Hz}})^m}{a} = \sum_{j=1}^{m} c_j \sum_{k=1}^{n_k} \frac{n_{ijk}(\alpha_i \Delta P_{ijk})^m}{a} \tag{15}\]
\[\Rightarrow \Delta P^{1\text{Hz}} = \left( \frac{1}{n_T} \sum_{j=1}^{m} c_j \sum_{k=1}^{n_k} n_{ijk}(\Delta P_{ijk})^m \right)^{-\frac{1}{m}} \tag{16}\]

Note that the DEL approach does not allow for bilinear S-N relations. In this work \(\log(\bar{a}) = 11.764\) and \(m = 3.0\) are conservatively chosen. The stress range \(\Delta\sigma^{1\text{Hz}}\) from the harmonic load is the absolute value of the stress when \(\Delta P^{1\text{Hz}}\) is applied as a static load. Thus, the DEL accumulated damage is:
\[
D_i^{1\text{Hz}} = \frac{n_T(\sigma_i^{1\text{Hz}})^m}{a} \leq \eta \tag{17}\]

This can be reformulated into a stress constraint bounded by a lower \(\Delta\sigma\) and an upper \(\Delta\sigma\) stress range limit:
\[
\Delta\sigma = -\left( \frac{n_T}{a} \right)^\frac{1}{m} \leq \sigma_i^{1\text{Hz}} \leq \left( \frac{n_T}{a} \right)^\frac{1}{m} = \bar{\Delta}\sigma. \tag{18}\]
This equation constitutes the DEL constraints.

Although the DEL is generally limited to one-degree-of-freedom loading, two load scenarios that include more load-components are applied based on recommendations in [40]. A thrust dominated load, which in theory should be design driving for the legs, and a torsion dominated load, which is expected to be design driving for the braces.

- Thrust-based: \( F_x, M_y, \) and \( \frac{1}{2} M_z \)
- Torsion-based: \( \frac{1}{2} F_x, \frac{1}{2} M_y \) and \( M_z \)

Both load scenarios include all three load cases but neglect wave forces. As two load scenarios are used, there are twice the amount of fatigue constraints, \( 2 \cdot n_i \), in the DEL approach as compared with the other approaches.

### 2.4. Frequency analysis

The eigenfrequencies \( \omega_l \) are determined by the finite element formulation of a real, symmetric eigenvalue problem:

\[
K \phi_l = \lambda_l M \phi_l, \quad \omega_l = \frac{\sqrt{\lambda_l}}{2\pi}, \quad l = 1, 2, \ldots, n_l
\]

Here \( \phi_l \) and \( \lambda_l \) represent the eigenvector and eigenvalue, respectively. The eigenvalues have been sorted such that \( \lambda_1 < \lambda_2 < \ldots < \lambda_{n_l} \). Distinct eigenvalues are assumed.

The initial jacket is designed to have the lowest eigenfrequencies in the soft-stiff region, i.e. between the rotor (1P) and blade passing (3P) frequency bands. In the optimization, the first fore-aft and side-to-side frequencies are constrained to lie within these limits with a ten percent safety-margin, i.e. \( 0.22 \text{ Hz} \leq f_i \leq 0.31 \text{ Hz}, \) \( l = 1, 2 \). Additionally, the third eigenfrequency is constrained to be above the 3P frequency. Thus, there are \( n_l = 3 \) frequency constraints.

### 2.5. Optimization problems

The minimization of mass problem for the DEL approach is:

\[
\begin{align*}
\text{minimize} & \quad f = \rho \sum_{e=1}^{n_e} A_e l_e \\
\text{subject to} & \quad Ax \leq b \\
& \quad \Delta \sigma \leq \Delta \sigma^{1 Hz} \leq \Delta \sigma, \\
& \quad \omega_i \leq \omega_l \leq \omega^l, \\
& \quad x_i \leq x_l \leq x^l, \\
& \quad i = 1, 2, \ldots, 2 \cdot n_i \\
& \quad l = 1, 2, \ldots, n_l \\
& \quad v = 1, 2, \ldots, n_v
\end{align*}
\]

Here \( \rho \) is the material density of S355 steel, and \( A_e \) and \( l_e \) are the cross sectional area and length of element \( e \), respectively. \( n_e \) is the total number of elements. \( x_i \) and \( x^l \) are the design variable bounds defined in (27), and \( n_v \) is the number of design variables. The optimization problem for the quasi-static and dynamic approach is:

\[
\begin{align*}
\text{minimize} & \quad f = \rho \sum_{e=1}^{n_e} A_e l_e \\
\text{subject to} & \quad Ax \leq b \\
& \quad D_i \leq \eta, \\
& \quad \omega_i \leq \omega_l \leq \omega^l, \\
& \quad x_i \leq x_l \leq x^l, \\
& \quad i = 1, 2, \ldots, n_i \\
& \quad l = 1, 2, \ldots, n_l \\
& \quad v = 1, 2, \ldots, n_v
\end{align*}
\]

The optimization problems are solved using IPOPT. IPOPT is an open source software package for large-scale nonlinear optimization. It uses a primal-dual interior point method with filters to promote global convergence. Non-default parameters for IPOPT used in the numerical experiments are listed in Table II. The mu strategy is set to adaptive, as this gives faster convergence than the more stable monotonic setting which is default. Instead of using the default nlp scaling method in IPOPT, we chose to scale both objective and constraint functions with \( 10^{-5} \) based on experiments. The Hessian is approximated using a limited-memory BFGS method, as an analytical Hessian is not easily derived for this problem. Finally, the tolerance is set to \( 10^{-5} \) based on experience with this type of problem. The maximum number of iterations is set to 100 although this bound is never reached for the problems in this paper. In addition to the convergence criteria in IPOPT, the optimization is set to stop if the relative design change \( \Delta x \) in an iteration \( I \) is below a limit:

\[
\Delta x = \frac{||x^{(I-1)} - x^{(I)}||}{||x - \overline{x}||} \leq 10^{-5}
\]
2.6. Design sensitivity analysis

The design sensitivity analysis of the DEL approach is performed using the direct differentiation method \[41\]. Using the chain rule, the stress sensitivity with respect to a design variable \( x_v \) is:

\[
\frac{d\sigma_1^{1Hz}}{dx_v} = \frac{\partial \sigma_1^{1Hz}}{\partial x_v} + \frac{\partial \sigma_1^{1Hz}}{\partial U_1^{1Hz}} \frac{dU_1^{1Hz}}{dx_v}
\]  
(21)

The displacement sensitivity is found by differentiating (1) for the static case:

\[
K \frac{dU_1^{1Hz}}{dx_v} = -\frac{dK}{dx_v} U_1^{1Hz}
\]  
(22)

The loading is assumed design independent, thus \( \frac{dP_1^{1Hz}}{dx_v} = 0 \). The same assumption is made in the quasi-static and dynamic approaches.

Differentiating the quasi-static and dynamic constraint equation (12) with respect to a design variable gives:

\[
K \frac{d\Delta U_{jk}}{dx_v} = -\frac{dK}{dx_v} \Delta U_{jk}, \quad j = 1, 2, 3 \quad k = 1, ..., n_k
\]  
(24)

It can be seen that the computational cost of the quasi-static approach is much higher than the static approach as this equation needs to be solved many times.

The dynamic design sensitivities differ from the quasi-static approach in computational cost primarily for the displacement sensitivities. The design sensitivity is given by (23), and the displacement sensitivities are:

\[
K \frac{d\Delta U_{jk}}{dx_v} = -\frac{dK}{dx_v} \Delta U_{jk} - M \frac{d\Delta \dot{U}_{jk}}{dx_v} - C \frac{d\Delta \ddot{U}_{jk}}{dx_v} - \frac{dK}{dx_v} \Delta U_{jk}, \quad j = 1, 2, 3 \quad k = 1, ..., n_k
\]  
(25)

In order to solve this differential equation, time integration is necessary. Thus, it is computationally more costly than the quasi-static counterpart. The derivative of the mass and stiffness matrices are computationally cheap. As Rayleigh damping is applied, the derivative of the damping matrix is a weighted sum of the derivative of the mass and stiffness matrices. From the above equations, it is clear that the computational costs of the design sensitivities follow (22) \( \ll \) (24) \( \ll \) (25). Note that mode superposition can be applied in the dynamic approach to increase computational efficiency.

Assuming real distinct eigenvalues, the frequency sensitivity is \[42\]:

\[
\frac{d\lambda_i}{dx_j} = \phi_i^T \left( \frac{dK}{dx_j} - \lambda_i \frac{dM}{dx_j} \right) \phi_i
\]  
(26)

The computational effort involved in the frequency analysis and its sensitivities is negligible.

3. NUMERICAL EXAMPLES

This section is comprised of two parts. First, the overall modeling accuracy is investigated, and then optimized designs are evaluated. The numerical examples are based on the OC4 reference jacket \[43\] with the NREL 5MW turbine \[44\]. The jacket is discretized using \( n_e = 524 \) finite elements and the damage is evaluated in \( n_i = 4192 \) locations. The braces and legs are optimized in each section, resulting in \( n_v = 16 \) design variables, see Figure 4 and Table III. The design variable bounds are:

\[300 \text{ mm} \leq d \leq 2000 \text{ mm}, \quad 15 \text{ mm} \leq t \leq 120 \text{ mm}\]  
(27)
3.1. Comparison of analyses

To ensure an optimization that presents reliable designs with accumulated damage near the utilization limit, a thorough understanding of the analyses is necessary. In the following, the accuracy of the damage estimates is investigated.

As seen in Table IV, the dynamic approach captures the maximum and mean damage values well. The static approach overpredicts the damage in two locations at section 4 in X-braces perpendicular to the wind-direction on either side of the jacket. Additionally, both the static and quasi-static analyses severely underestimate the damage in most X-braces, especially in X-braces aligned with the wind-direction.

The underestimates are primarily caused by the quasi-static analysis not correctly capturing all out-of-plane displacements in the X-braces. On Figure 5 a spectral analysis of the out-of-plane displacements in an X-brace aligned with the wind-direction in section 3 of the jacket is shown. It is clear that the errors are a direct result of excitations at a structural frequency which cannot be captured by quasi-static modeling. The rotor harmonics are captured well through the applied loading condition (see the 3P, 6P etc. peaks) for all analysis methods. Thus, quasi-static modeling should only be applied if fatigue damage from structural frequencies is negligible or otherwise accounted for. Lastly, note the very good agreement between the dynamic analysis with deconvoluted rotor loads and the integrated aero-elastic simulation in FEDEM Windpower.

Although investigations have shown that the modeling errors are design dependent (as they are primarily due to structural frequencies), a simple correction factor is proposed and tested in an optimization setting for the quasi-static and DEL approaches. The relationship between the mean damage of the applied method as compared with the integrated analysis can be used as a constant constraint scaling factor assumed fixed in all optimization iterations. The scaling values are taken directly from Table IV. For instance, using constraint scaling the fatigue constraint in the quasi-static optimization is given by $\frac{D_{\text{quasi}}}{D_{\text{int}}} \leq \eta$.

The DEL method is based on the state-of-the-art design process for offshore wind turbine support structures given in [40], which states that "For the conceptual design, wind-only-loads at interface are sufficient". This claim is supported by the findings on Figure 5, as there is little difference in the power spectral densities with or without hydrodynamic loads.

3.2. Utilization of optimized designs

The DEL method achieved a reduction in mass of 48.17% in 42 iterations, see Table V and Figure 6. The highest damage is evaluated using FEDEM Windpower to be 2.09. The poor modeling accuracy in the static analysis in JADOP causes the design to become infeasible by a factor of two at the optimum. The quasi-static optimization reduces the mass by 51.86% in 53 iterations, with a highest damage of 2.81, see Figure 7. A light design is expected as the quasi-static analysis gives the lowest accumulated damage at the original design. The dynamic approach reduced the mass by 38.20% in 80 iterations, and has a highest accumulated damage of 0.75, see Figure 8. Thus, a feasible design is achieved without load recalculation.

Table IV. Damage caused by aerodynamic loading in the static, in the quasi-static, and in the dynamic approach as compared with FEDEM Windpower. Values are normalized with respect to damage in the integrated analysis.

<table>
<thead>
<tr>
<th>Method</th>
<th>Max Damage</th>
<th>Mean Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic JADOP</td>
<td>1.08</td>
<td>0.95</td>
</tr>
<tr>
<td>Quasi-static JADOP</td>
<td>0.86</td>
<td>0.49</td>
</tr>
<tr>
<td>Static JADOP</td>
<td>1.80</td>
<td>0.46</td>
</tr>
</tbody>
</table>
On gradient-based optimization of jacket structures

Figure 5. Power spectral densities of out-of-plane displacements in an X-brace in section 3. Very good agreement is seen between the dynamic analysis in JADOP using deconvoluted loads and the integrated analysis in FEDEM Windpower. Rotor frequencies are captured well by all methods, but structural frequencies cannot be captured by the quasi-static method as highlighted with the first fore-aft frequency.

Figure 6. Jacket optimized using the DEL method. The same colormap is used for Figures 6-8.

In Figure 9 the accumulated damage for each approach is illustrated. Due to the linear S-N curve in the DEL approach, the damage levels differ a lot from the quasi-static and dynamic approaches in JADOP. However, when the design is evaluated in FEDEM Windpower, the bilinear S-N curve is applied and the damage levels resemble the other methods more.

Using the constant constraint scaling as defined in Section 3.1, the performance of the DEL and quasi-static optimized designs are improved significantly. In fact, none of the two optimized designs have a highest fatigue damage more than 27% away from the optimal fatigue value. Considering the highly non-linear behaviour of fatigue, this is satisfactory.
Figure 7. Jacket optimized using the quasi-static method. The same colormap is used for Figures 6-8.

Figure 8. Jacket optimized using the dynamic method. The same colormap is used for Figures 6-8.

All three optimization methods have been tested with a diagonal loading condition, i.e. rotated 45°. It can be seen in Table V that load direction can have a significant influence on the design.

3.3. Influence of Stress Concentration Factors

As seen in Table V, the SCF values are decreased during the optimizations. In general, lowering the SCFs can be achieved by reducing the diameter to thickness ratios of the chords. In Figure 10, SCFs for all joint-types in the initial jacket are plotted with chord thickness $T = 0.0675m$ and brace thickness $t = T/2$, $t = T/3$, and $t = T/4$. 
The accuracy of the analyses is reflected in the optimizations. The DEL method overestimates the damage significantly in a few hotspots. Thus, the method produces a design closer to feasibility than the quasi-static approach. However, the damage is better distributed in the quasi-static design. The dynamic approach generates a feasible design without a single load recalculation during the optimization.

Although the structures are reduced to almost half the total weight, the damage caused by the updated aero- and hydrodynamic loading is not changed significantly as compared with the damage caused by the initial loading conditions. This is key to an effective gradient-based optimization approach. Partly because recalculating loads in each design iteration is computationally expensive, and partly because it is not possible to determine the design sensitivity of the loading condition analytically. If loads are very sensitive to design changes, and load sensitivities are not provided, this can prevent...
Figure 10. SCF values for three different thickness relationships between the chord thickness, $T$, and the brace thickness, $t$. In blue $t = T/2$, in green $t = T/3$, and in cyan $t = T/4$. The red cross represents the lowest SCF value for the given thickness relations.

The optimization from converging. It is possible to use finite differences to estimate the loading sensitivity, but this is very computationally costly.

Restarting the design process with an optimized design as initial guess and applying updated rotor and wave-loads can, ultimately, produce a design that has full fatigue utilization. The computational cost of this process is greatly reduced when the loading condition does not change significantly.

Hydrodynamic loading does not influence the optimized designs much. However, load direction is important for the design as seen in Table V. Therefore, it is recommended to include loads in different directions.

Using constraint scaling, better designs were achieved for both the DEL and quasi-static methods. The constant constraint scaling method is an adjustment of the estimated fatigue damage and does not provide optimal designs. With the constant constraint scaling factor, the static and quasi-static approaches generate more realistic and less non-conservative designs, but the trends not captured by the simpler analyses may not be accounted for in the optimized designs.

In the present work a strict convergence criterion is applied. When bilinear S-N curves are used, oscillations near optimum could be observed in some cases. Smoothing of the bilinear S-N curve can be applied to address this issue.

None of the presented observations may be generic, and it is therefore important to have a deep knowledge of the mechanics of jackets even for conceptual and preliminary design optimizations. Many parameters such as yaw misalignment, wind speed, different jackets and turbines, soil-structure interaction etc. have not been investigated. Additionally, the study is limited to fatigue constraints using a small set of loads, and thus the effects of ULS and manufacturing constraints are not investigated.
The usefulness of a numerical design optimization of a jacket structure in an industrial work-flow is not addressed in most literature. It is important that the optimization provides a design comparable or even better than a design based on expert knowledge and experience. Most optimizations of support structures focus on a very limited set of structural constraints, while experts have the bigger picture in mind. In other words, much work in the field of gradient-based optimization of jacket structures is still to be done.

5. CONCLUSION

Three different state-of-the-art analytical gradient-based optimization approaches to minimizing the mass of a jacket structure with fatigue and frequency constraints are explored within the same framework. The three methods can be defined by their analysis methods, i.e. (i) damage equivalent loading using static analysis, (ii) time-dependent loading using quasi-static analysis, and (iii) time-dependent loading using transient analysis. By using all three methods within the same framework, a fair comparison between the methods is established.

The force and moment time-series applied in the optimizations are determined from a fully integrated analysis using a so-called deconvolution method. The method is evaluated and is shown to be accurate in the examples studied.

The performance and applicability of each method are critically studied in state-of-the-art commercial software. By studying the response and fatigue damage levels of both the initial reference design and the optimized designs, insight into important structural and modeling parameters is provided. Several assumptions and limitations are used to limit the study, e.g. large load reductions, simplified load directions, and simplified boundary conditions. Because of the assumptions, the achieved mass reductions are likely an overestimate of what is actually achievable in a more realistic design optimization. Consequently, the optimized designs must not be considered as realistic jacket structures, but are intended as base of comparison between the optimization approaches. Not surprisingly, the investigation shows that the transient approach is superior, but the investigation also shows how the simpler and faster approaches can be viable with precaution and strong insight into the problem.
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