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Abstract: Electroencephalogram (EEG) signals contain a lot of human body performance information.
With the development of the brain–computer interface (BCI) technology, many researchers have used
the feature extraction and classification algorithms in various fields to study the feature extraction
and classification of EEG signals. In this paper, the sensitive bands of EEG data under different
mental workloads are studied. By selecting the characteristics of EEG signals, the bands with the
highest sensitivity to mental loads are selected. In this paper, EEG signals are measured in different
load flight experiments. First, the EEG signals are preprocessed by independent component analysis
(ICA) to remove the interference of electrooculogram (EOG) signals, and then the power spectral
density and energy are calculated for feature extraction. Finally, the feature importance is selected
based on Gini impurity. The classification accuracy of the support vector machines (SVM) classifier
is verified by comparing the characteristics of the full band with the characteristics of the β band.
The results show that the characteristics of the β band are the most sensitive in EEG data under
different mental workloads.
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1. Introduction

BCI is a direct communication channel established between the brain and external devices [1].
BCI provides people another way to communicate with the outside world. People can communicate
without using language and action but can express their thoughts and control equipment directly
through EEG signals. This also provides a more flexible way of information exchange for the
development of intelligent robots in the future [2]. As a complex platform connecting bio-intelligence
systems and artificial intelligence systems, BCI provides great help in the study of EEG signals. In recent
years, along with the human’s deeper understanding of the brain, significant advances have been made
in the study of artificial intelligence techniques to simulate and extend brain function, such as deep
learning, neural chips, and large-scale brain-like calculations. Especially because of the advancement
of neuro-brain interface technology, human–machine hybrid intelligence with a fusion of machine
intelligence and bio-intelligence is considered as the ultimate goal of the future evolution of artificial
intelligence. [3,4]. The human brain is an extremely complex system. It is an important research topic
in the field of neurology to study the thinking mechanism of human beings to realize the exchange
of information between the nervous system and the surrounding environment. The human brain
electrical signal comprehensively reflects the thinking activities of the brain in the nervous system and
is the main basis for analyzing the brain conditions and neural activities. EEG is a good indicator of
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the brain function and is closely related to neurological brain diseases such as cerebrovascular disease,
epilepsy, and nervous system damage [5,6]. Therefore, the analysis, classification, and recognition of
EEG signals are of great significance for the pathological prediction, identification, and prevention of
brain diseases. The EEG signal is very weak with small amplitude and big randomness. During the
process of collecting signals, it is interfered by various noises, such as ocular electricity, myoelectricity,
electrocardiogram, power frequency, and so on. Therefore, the collected EEG signals contain a variety
of artifacts. As a common artifact, ocular electricity is much larger than the amplitude of EEG, and the
energy is mainly concentrated in the low-frequency band. It seriously affects the delta wave (0.5–3 HZ)
and theta wave in the basic rhythm wave of EEG (4–7 Hz). In order to eliminate the influence
of ocular artifacts, in the clinic, doctors usually discard the EEG data segments containing ocular
electrical interference, which may lead to the loss of some important EEG information. Obviously,
this method is not advisable. Therefore, the removal of ocular artifacts has always been a very important
research content for EEG signal preprocessing. The independent component analysis (ICA) method
is a new signal decomposition technique developed in the 1990s and has been widely used in the
field of signal processing. Because ocular electricity and brain electricity are generated by different
sources and are independent of each other, ICA can be used to separate the ocular electricity from
the EEG signal, thereby eliminating the astigmatism artifacts. In addition, Radüntz et al. proposed
a new approach for automated artifact elimination, which applies machine learning algorithms to
ICA-based features. It provides an automatic, reliable, and real-time tool, which avoids the need
for the time-consuming manual selection of ICs during artifact removal [7]. Relying on the deep
learning ability of self-extracting the features of interest, Croce et al. investigated the capabilities
of convolutional neural networks (CNNs) for off-line, automatic artifact identification through ICs
without feature selection [8]. Hasasneh et al. proposed an artifact classification scheme based on a
combined deep and convolutional neural network (DCNN) model, to automatically identify cardiac
and ocular artifacts from neuromagnetic data, without the need for additional electrocardiogram
(ECG) and electrooculogram (EOG) recordings [9]. At present, researchers use algorithms for feature
extraction and classification in various fields to study the feature extraction and classification of
EEG signals. Commonly used feature extraction algorithms are: Autoregressive model (AR model)
which uses the phenomenon of de-synchronization/phase synchronization in EEG signals as feature
information [10]; power spectral density estimation [11]; wavelet transform; chaos method; public
space models; new descriptors; multidimensional statistical analysis; etc. [12–16]. Commonly used
classification methods are K-means clustering, multilayer perceptron neural network model [17], Fisher
linear discriminant, Bayesian method [18], artificial neural network [15,19], BP neural network [3,20],
SVM [16,21,22], and so on. The EEG signal is a non-stationary random signal [23]. The currently
recognized frequency range of human brain electrical activity is between 0.5 Hz and 30 Hz [24].
The EEG is generally measured by multiple electrodes to generate multi-lead signals, and the mutual
information between the lead signals contains important information. Modern scientific research shows
that spontaneous electrophysiological activity occurs when the human brain works. This activity can
be expressed in the form of brain waves through a dedicated EEG recorder. In EEG research, there are
at least four important bands [25–27], and each band performs differently under various tasks. It is
possible to choose the specific band to use according to the sensitivity of the four bands to various tasks
in different situations. This paper aims to study the sensitive bands of EEG data under different mental
loads by sorting the importance of different characteristics of EEG data by selecting sensitive bands
for different mental loads and by extracting data of one band separately for subsequent data analysis.
By comparing the classification accuracy of the four bands, it is concluded that the β band is most
sensitive to different mental loads. Therefore only the data of β wave can be used to effectively remove
redundancy, additional noise, and improve the classification accuracy of different mental workloads.
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2. EEG Dataset

2.1. Experimental Subject

In this experiment, 23 subjects are selected. All 23 subjects are graduate students of Beihang
University, which limited the individual differences of the subjects to some extent. In addition, in order
to minimize the influence of factors other than individual differences, each subject is required to ensure
adequate sleep and good mental state before the experiment. All experiments of every subject are
carried out and completed between 9 a.m. and 12 a.m.

2.2. Experimental Platform

This experiment uses the Multi Attribute Task Battery II (MATB-II) platform developed by
NASA based on multi-task aviation situation operation. Four tasks are performed through the
human–computer interaction with MATB-II platform using PXN flight joystick, keyboard, and mouse.
The MATB-II platform and task interface are shown in Figure 1.
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Figure 1. MATB platform and T-shaped area of interest.

The three experimental levels designed in this experiment are low load, moderate load,
and overload. Different load levels are set by the occurrence probability of different subtasks.
In order to balance the practice and fatigue effect, the experiment uses the Latin square design to
set the experimental processing sequence, balance the experimental conditions, and cancel out the
sequence error caused by the influence of the sequence of experimental processing. The experimental
task design is shown in Table 1.
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Table 1. Experimental task design.

Task Description
Presentation Frequency (Number Of
Operations Required within 5 Min)

Low Load Moderate Load High Load

System monitoring
task

Monitor the status of the upper
left system monitoring task,
and click the corresponding
position with the mouse to
respond.

1 12 24

Tracking
monitoring tasks

Monitor the upper and middle
tracking monitoring task status
and position information, press
the button to respond, control the
joystick.

1 12 24

Communication
monitoring task

Monitor the right communication
monitoring taskbar and upcoming
communication tasks, and press
the button to respond.

1 12 24

Resource
management task

Monitor the middle and lower
resource management tanks A, B,
C, D oil status and oil pump
failure information.

1 12 24

2.3. Experimental Procedure

The resting task and three formal experiments with different loads are carried out in the order of
the Latin square design. The experimental procedure is shown in Table 2.

Table 2. Experimental flow chart.

Experimental Stage Experimental Operation Time-Consuming (Minutes)

1. Experimental training Read the lab guide, flight
simulation mission training 20

2. Debugging physiological
equipment

Debug EEG acquisition system
and experimental preparation 30

3. Resting task Rest 3min task (blinking, closed
eye activity) 5

4. Formal experiment 1 Carry out the first load level
experiment 25

5. Fill in the form and rest Fill in the 3D-SART scale,
NASA-TLX scale, rest 15

6. Formal experiment 2 Carry out the second load level
experiment 25

7. Fill in the form and rest Fill in the 3D-SART scale,
NASA-TLX scale, rest 10

8. Formal experiment 3 Carry out the third load level
experiment 25

9. Fill in the form Fill in the 3D-SART scale,
NASA-TLX scale 5

10. Fill in the form NASA-TLX weight check, task
attribute comparison score 10
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2.4. Data Acquisition

The experimental data were collected in three aspects: subjective evaluation scale, operational
performance measurement system, and physiological collection system.

2.4.1. Subjective Rating Scale

The subjective evaluation scale used in this experiment is the National Aeronautics and Space
Administration-Task Load Index (NASA-TLX) scale. In order to measure the value of the brain load
from the actual feelings and viewpoints of the operators themselves, the subjects are evaluated in
the six dimensions of mental power demand, physical strength demand, time demand, effort level,
performance level, and frustration degree. The weights of each dimension are determined by a two-two
comparison method, and the final mental load value is calculated by a weighted average method.

The statistical results show that the NASA-TLX score gradually increases with the increase of
mental load in the experimental design. Analysis of variance by SPSS repeated measurements shows
that the main effect of NASA-TLX scores is significant for brain load factors (F (2, 44) = 51.651, p < 0.001,
η2

P = 0.701). Post-hoc least significance difference (LSD) analysis shows that the low-load NASA-TLX
score is significantly lower than the medium load (p < 0.001) and high load (p < 0.001), while the
medium-load NASA-TLX score is significantly lower than the high load (p < 0.001). Considering the
effectiveness of the NASA-TLX scale for assessing mental workload, it is shown that the workload task
conditions in the experiment are well set-up.

2.4.2. The Operational Performance Measurement System

The flight performance data is automatically recorded by the MATB-II platform in the background.
The recorded contents are the correctness rate and response time of each task which are used to evaluate
the subject’s understanding of the experiment requirements or the serious attitude to the experiment.
The final analysis of the data is based on the operational performance.

2.4.3. Physiological Acquisition System

This experiment used the Neuroscan Neuamps system (Synamps2, Scan4.3, EI Paso, TX, USA) to
acquire a 32-lead EEG signal at a sampling rate of 1000 Hz and recorded a 4-lead vertical and horizontal
EOG as well. The layout of the 32-lead electrode is shown in Figure 2.
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Taking the subject 5 under low load as an example, part of the EEG raw data is shown in Figure 3,
and it can be seen that the EEG signal is a non-stationary random signal.
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3. Data Analysis Method

In this section, the proposed EEG data processing and classification analysis methods are presented.
First, the EEG data is preprocessed according to the two criteria of “high performance” and “fewer
artifacts” for subsequent analysis; then feature extraction is performed by calculating the power
spectral density and energy. After preprocessing and feature extraction of EEG signals, the importance
rating of EEG is evaluated by calculating the Gini index, and the most sensitive band under different
mental loads is selected. Finally, the EEG signals are classified by the SVM classifier according to the
most sensitive band and full band data. A detailed introduction is described in the following sections.

3.1. Data Preprocessing Method

Independent Component Analysis

(1) Principle
The noise-free model of ICA used for eliminating artifacts is represented by Figure 4, and the

relationship can be expressed by Equation (1):

x = AS (1)

where A ∈ RN∗M is the signal transfer matrix, x is the N-dimensional observation vector, and S is the
M-dimensional (N ≥M) original signal. Independent component analysis is to design a matrix W to
find y = Wx and solve the independent components y. We remove y’ by one or a part of the component
of y, which is represented by y′ = py. Then x′ = Ay′ is restored, where x’ is the useful signal left after
we eliminate the interference. It can be seen from the model that ICA estimates the source component
Si from the mixed signal x = (x1, x2, ..., xn) and the mixing matrix A as well. It is based on statistically
independent signals from different sources.
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(2) Description of the ICA issue
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Due to the statistically independent conditions of the source signal, it can be separated from the
mixed signal, and the separated y(t) components are also independent of each other.

Researchers in this field have proposed different criterias from different application perspectives.
Currently, the criterias based on the minimization of mutual information (MMI) and the maximization
of entropy are the most widely used. The basic theory is derived from the probability density function
of independence. In actual work, the probability density is generally unknown and difficult to
estimate. The commonly used method is to expand the probability density as a series and convert it
into high-order statistics. The estimation of the high-order statistics, or the introduction of nonlinear
links at the output to establish optimization criteria, also implies the pursuit of higher-order statistics.
The principle of the criterion is explained by the minimum mutual information criterion.

The minimum mutual information criterion is defined as: Let y be an M-dimensional random
variable, p(y) be its probability density, p(yi) be the edge density of component I in y, then the mutual
information entropy of y is defined as:

I(Py) =
∫

p(y)log
p(y)∏
p(yi)

dy (2)

Obviously, p(y) =
M∏

i=1
p(yi), I(py) = 0 when it is assumed that the signal source is independent,

that is, the components are independent of each other. Therefore, the mutual information is extremely
small as a criterion for independent components.

In practical applications, the Kullback–Leibler divergence between p(y) and
M∏

i=1
p(yi) is generally

used as a quantitative measure of the degree of independence:

I(y) = KL[P(y),
N=i=1∏

pi(yi)] (3)

I(y) =
∫

p(y)log[
P(Y)

N=i=1∏
pi(yi)

]dy (4)

Obviously, I(y) ≥ 0, when each component is independent, I(y) = 0. Therefore, the direct form of
the minimum mutual information criterion is: looking for B under y = bx, which is the minimum of I(y)
of (3).

In order to be practically usable, the probability density in I(y) needs to be expanded into a series.
Since the entropy of the Gaussian distribution is the largest in the probability density distribution with
equal covariance, the Gaussian distribution of covariance is commonly used as a reference standard in
the expansion. For example, when Gram–Charlier is expanded, there is:

P(yi)

PG(yi)
= 1 +

1
3!

k2yih3(yi) +
1
4

k4yih4(yi) + . . . . . . (5)

where PG(yi) is a Gaussian distribution with the same variance (δ2 = 1) and mean (µ = 0) as P(yi), k3yi
and k4yi are third-order and fourth-order statistics of yi, and hn(yi) is n-order Hermit Polynomial.

(3) ICA algorithm solution
Generally, the observed signal is whitened, and the similar principal component analysis method

is used to obtain:
In mode: x = As

u = Mx = MAs = Bs (6)

In Equation (6) B = MA, u is s linearly changed u = Ms, it satisfies: E
{
xxT

}
= I

(4) Separation of independent components
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To estimate n independent components, we need to run the algorithm n times. In order to
guarantee the different independent components of each separation, it is only necessary to add a simple
orthogonal projection operation to the algorithm—the orthogonalization of the mixed matrix columns.

3.2. Feature Extraction Method

Feature extraction is performed by calculating the power spectral density and energy of the EEG
data. The corresponding power spectral density (PSD) can be calculated according to Equation (7).

p(n) =
F(n)F∗(n)

N
(7)

where F*(n) is the conjugate of F(n) and N is the signal length.
Therefore, according to the frequency band distribution of the EEG signal, four energy

characteristics corresponding to the four bands are calculated by Equation (8).
The data is normalized using Equation (9).

Eα =
13∑

f req=8
p f req

Eβ =
30∑

f req=14
p f req

Eθ =
7∑

f req=4
p f req

Eδ =
3∑

f req=0.5
p f req

(8)

where Pfreq refers to the power spectral density value at a certain frequency value.

x′ =
x− xmin

xmax − xmin
(9)

3.3. Feature Selection Method

Gini Impurity

Gini index: The probability that a randomly selected sample will be misclassified in a subset [28,29]

IG( f ) =
m∑

i=1

fi(1− fi) =
m∑

i=1

fi − fi2 =
m∑

i=1

fi −
m∑

i=1

fi2 = 1−
m∑

i=1

fi2 (10)

where m is the number of classes, and fi indicates the probability of the samples belonging to the
ith class.

Usually, there are hundreds of features in a data set. Selecting several features that have the
greatest impact on the results can reduce the number of features when building the model. Here,
random forests are used to filter the features. The feature selection is based on the Gini index, and the
greater the change in the Gini index before and after the feature selection means that the feature has a
greater influence.

The Gini index is expressed by GI and can be calculated according to Equation (10). The variable
importance measures are expressed by VIM, and the Gini coefficient score VIMj

(Gini) of each feature Xj
can be calculated according to Equations (11) and (12).

VIM jm
(Gini) = GIm −GIl −GIr (11)
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VIM j
(Gini) =

n∑
i=1

VIMi j
(Gini) (12)

where GIm, GIl, and GIr respectively represent the Gini index before branching and the Gini index of
the two new nodes after branching in random forests.

3.4. SVM Classifier

3.4.1. Description

SVM is a classification model whose basic model is a linear classifier that defines the largest
interval in the feature space. By incorporating a kernel function, the SVM can be a substantially
nonlinear classifier. The learning strategy of SVM is to maximize the interval and can be formalized
as a problem of solving convex quadratic programming. For the nonlinear SVM, the classification
decision function is learned from the nonlinear classification training set, through the kernel function
and soft interval maximization, or convex quadratic programming.

f (x) = sign

 N∑
i=1

a∗i yiK(x, xi) + b∗
 (13)

The f (x) obtained by Equation (14) is called a nonlinear support vector, and K(x, z) is a positive
definite kernel function.

3.4.2. Kernel Function

The choice of SVM kernel functions is crucial for the classification performance, especially for
linearly inseparable data. The kernel function chosen here is the Gaussian kernel function.

K(x, z) = exp
(
−
‖x− z‖2

2σ2

)
(14)

The corresponding support vector machine is a Gaussian radial basis function classifier. In this
case, the classification decision function becomes

f (x)= sign

 Ns∑
i=1

a∗i yi exp
(
−
‖x− z‖2

2σ2

)
+ b∗

 (15)

4. Significance Analysis of Mental Workload and Feature Based on SVM Classifier

4.1. Data Preprocessing

In order to ensure the validity of the experimental data, only the experimental data of 10 subjects is
left for subsequent analysis according to the two criteria of “high performance” and “fewer artifacts” [30].
The “high performance” criterion means that the operational performance accuracy rate should be
greater than 0.90. “Fewer artifacts” means that the artifacts in the original EEG data cannot exceed 5
min. EEG signals are very weak, and EMG, EOG, and ECG can interfere with EEG signals, so samples
with artifacts greater than 5 min are removed. After that, the ICA is used to remove the EOG artifacts
from the valid 10 subjects, and then filter and reconstruct the reference.

ICA-Based EEG Signal EOG Elimination

The applicable conditions of ICA are: (1) There is no time delay for the linear combination of
signals; (2) the time course of the source is independent; and (3) the number of sources is smaller than
or equal to the number of sampling points. EEG acquisition can be regarded as linear and immediate,
by satisfying condition (1). Condition (2) is also reasonable, because it can be considered that EEG,
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ECG, EEG, etc., have different sources. Condition (3) is a bit fuzzy because we do not know the
number of sources that are statistically independent of scalp potential, but a large number of ICA
algorithm simulations can effectively separate a large number of time-dependent sources of EEG or
brain topography.

We input the EEG signal (x) as the data sampled from different electrodes and x = As. By the fast
fixed-point ICA algorithm we can find A, s. Then the artifacts can be eliminated to get s’.

x′ = W−1s′ (16)

Through (16), the EEG signal x’ can be obtained after removing the eye electricity.
Figure 5 shows the EEG topographic map of the subject 5 under low load, moderate load,

and overload before the artifact is removed.
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It can be seen from Figures 6 and 8 that the individual brain activities are distinct under different
load conditions.

4.2. Feature Extraction

4.2.1. Four Bands of EEG Data

Numerous studies have shown that human brain states are related to the α, β, θ, and δ bands.
α band: The electromagnetic wave frequency is between 8~13 Hz, and the amplitude is between

30~50 µV. This periodic wave is produced in the parietal lobe and occipital region of the brain in the
state of consciousness, quietness, or rest.

β band: The electromagnetic wave frequency is between 14~30 Hz, and the amplitude is between
5~20 µV. This activity occurs in the frontal area when people are awake and alert.

θ band: An electromagnetic wave with a frequency between 4 and 7 Hz with an amplitude of less
than 30 µV. This activity occurs mainly in the parietal and temporal regions of the brain.

δ band: The electromagnetic wave frequency is between 0.5~3 Hz, and the amplitude is between
100~200 µV. This activity occurs during deep sleep, unconsciousness, anesthesia, or hypoxia.
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4.2.2. Feature Extraction Based on Power Spectral Density and Energy

To minimize the time effects, EEG data of the middle 5 min is selected. Segmentation processing,
fast Fourier transformation, power spectrum estimation, and energy calculation are performed in
sequence. When segmentation is performed, the length of each segment is 1 s. Based on the idea
of the averaging period method, half of the adjacent segments data is overlapped making the EEG
characteristic curve smoother. Then, the Fourier transformation is performed on each segment to
obtain F(n) (n = 1, 2, ..., 1000), and the corresponding frequency and amplitude.

4.3. Feature Selection Based on Gini Impurity

The 120-dimensional characteristic distribution of EEG data is: 1–30 dimension is the α band of
each electrode point, 31–60 dimension is the β band of each electrode point, 61–90 dimension is the
θ band of each electrode point, 91–120 dimension is the δ band of each electrode point. Taking the
subject 22 as an example, the importance distribution of the 120-dimensional features in the EEG data
calculated by Gini’s impurity is shown in Figure 9.
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It can be seen from Figure 9 that the features with higher importance are concentrated in the β
band of each electrode point, and the β band plays a major role in the four bands. The results obtained
by performing the same feature selection for the remaining subjects are shown in Figure 10. It can
be found that the features with higher importance in the EEG are also concentrated in the β band,
which means the β band is the most sensitive compared to other bands.
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4.4. Application of SVM Classifier to EEG Signals

Considering the individual differences, a load classification model for each subject is established
separately. The following is an example of subject 22 to illustrate the construction of the classification
network. The classification data set information after feature extraction and feature selection are shown
in Table 3. The data volume and data dimension of different loads, training set, cross-validation set,
and test set are given in the table.

Table 3. Classification data set after feature extraction and feature selection.

Data Low Load Moderate Load High Load Training Set Cross-Validation Set Test Set

After Feature
Extraction

number 583 583 583 1224 122 525
dimension 120 120 120 120 120 120

After Feature
Selection

number 583 583 583 1224 122 525
dimension 30 30 30 30 30 30

The dataset of subject 22 obtained in Section 4.2 can be expressed as A1, A2, ..., A1749. Each dataset
has 120 dimensions, where the low load tag is 0, the moderate load tag is 1, and the high load tag is 2.
Since the sample size of each load level is 583, the effective number of samples of this model is 1749.

The input information of all feature data when using the SVM classifier is

[Xd1]mod1 =


[A1]

1, . . . , [A1]
120

[A2]
1, . . . , [A2]

120

. . .

[A1749]
1, . . . , [A1749]

120


[Yd1]mod1 =

(
01, . . . , 0583, 11, . . . , 1583, 21, . . . , 2583

)T

The input information of the β band feature data when using the SVM classifier is

[Xd1]mod1 =


[A1]

31, . . . , [A1]
60

[A2]
31, . . . , [A2]

60

. . .

[A1749]
31, . . . , [A1749]

60


[Yd1]mod1 =

(
01, . . . , 0583, 11, . . . , 1583, 21, . . . , 2583

)T

The training set and the test set are randomly divided by 70%:30%. After the classification network
is adjusted to the appropriate parameters, the network training is completed.

The SVM model has two very important parameters C and γ. Where C is the penalty factor,
which is the tolerance for the error. The higher the C value is, smaller error can be allowed, and the
over-fitting occurs more easily. The smaller the C value is, the easier under-fitting occurs. If the C value
is too large or too small, the generalization ability is poor. γ implicitly determines the distribution of
data after mapping to a new feature space. The larger the γ is, the more vectors there are. The number
of support vectors affects the speed of training and prediction. So the two critical parameters of the
classification network are the C and γ value.

Here, the parameters are adjusted according to the accuracy of the cross-validation set, using k-fold
cross-validation. We use 10-fold cross-validation since it is the most widely used. The average
of 10 results is used as an indicator, and a single estimation is finally obtained. This ensures
that each subsample participates in the training and test, reducing generalization errors and
preventing overfitting.
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Taking the subject 22 as an example, the accuracy of the cross-validation set under different
parameters is shown in Figure 11. It can be seen from the figure that when C = 5000 and γ = 0.00003,
the accuracy of the cross-validation set is the highest.
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The classification result confusion matrix is used to reflect the quality of the classification results.
Taking the three classifications as an example, the layout of the confusion matrix is shown in Table 4.

Table 4. Confusion matrix layout

Target Class
M00 M01 M02
M10 M11 M12
M20 M21 M22

Output Class

Mij (i = 0, 1, 2, j = 0, 1, 2) indicates the number of samples in which the i-th class is divided into
the j-th class. Among them, if i = j, the classification is correct, and if i , j, the classification is wrong.
From this indicator, the difficulty degree of classification can be determined.

4.5. Classification Result of All Feature Data

The SVM is used to classify the mental load for the data in the four bands. Taking the subject 22
as an example, when C = 5000, γ = 0.00003, the classification accuracy is 94% on the training set and
87% on the test set. The classification confusion matrix is shown in Figure 12.
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4.6. Classification Result of β Band Feature Data

The SVM is also applied to classify the mental load for the β band characteristic data. Taking the
subject 22 as an example, when C = 100, γ = 0.03, the classification accuracy is 93% on the training set
and 89% on the test set. The classification confusion matrix is shown in Figure 13.
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4.7. Comparative Analysis of Classification Results

The full band and β band features of all the participants are sent to the SVM for classification
of mental load respectively. The classification accuracy of the two methods on the test set is shown
in Table 5, where Acc(f ) indicates the accuracy of classification using full band features, and Acc(β)
indicates the accuracy of classification using the β band feature.

Table 5. Classification accuracy of the four band features and the β band feature on the test set (unit: %).

Subject Number Acc(f ) Acc(β) Acc(β) − Acc(f )

Subject 01 72 73 +1
Subject 02 72 74 +2
Subject 05 87 86 −1
Subject 06 90 93 +3
Subject 07 89 91 +2
Subject 08 77 77 0
Subject 10 79 81 +2
Subject 12 96 96 0
Subject 18 91 92 +1
Subject 22 87 89 +2

From the classification results, the effect of using the β band data for classification alone is better
than the classification using the four bands data. It can be explained that the β band feature contains
most of the useful information about the data. The rest of the band information interferes with the
data. In the case of testing mental load, the β band data can be separately analyzed, which not only
can reduce the dimension of the data, but can also improve the performance of the model, and save
resources such as memory.

5. Conclusions

In this paper, the sensitive bands of EEG data under different mental workloads are studied.
The signals are obtained through different flight load experiments. Feature extraction is performed
by calculating the PSD and energy of the EEG signal. According to the feature selection of Gini
impurity, the importance index of different bands of EEG data is analyzed using the Gini index, and the
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characteristics of the band with higher importance are obtained. It is found that the β band has the
highest importance and sensitivity under different mental loads. The data of the four bands and
the data of the separate β band are sent to the SVM classifier for verification. By observing the final
classification accuracy, it is found that the data of the β band alone has higher final classification
accuracy than the data of the four bands. This also shows that the β band data is more important
and sensitive than other bands under different brain loads, and can represent the entire EEG data for
subsequent data analysis.
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