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ABSTRACT 

 

Recent developments in marine seismic acquisition includes deploying a source vessel 

above a towed-streamer spread. Such acquisition configurations provide increased knowledge 

about the emitted source signature, because the direct wave is recorded below the source. We 

present an inversion algorithm for estimating source signatures based on the recordings of the 

direct wave, assuming that it is recorded below the source. The forward modeling of the 

algorithm is based upon a physical modeling of the air bubble created by each air gun in the 

source array. A damped Gauss-Newton approach is used as a search algorithm to minimize the 

difference between the recorded and modeled direct wave. Typical inversion parameters are 

empirical damping factors for the bubble oscillations and firing time delays for each air gun. 

Variations in streamer depth are taken into account and a constant sea surface reflection 

coefficient is also estimated as a by-product of the inversion. For shallow water data sets, we 

propose to extend the forward modeling of the inversion scheme to include reflections from the 

water bottom. The algorithm is tested on synthetic and field data examples. For the field data 

example, the estimated source signatures give sensible results when used in a designature flow. 

INTRODUCTION 

Source signature estimation is an important problem in reflection seismology, because 

knowledge about the source signature is key to numerous steps in processing and analysis of the 

seismic data. Helgesen and Landrø (1993) and Landrø et al. (1993) show some examples where 

the result depends on the quality of the estimated source signature. Because of the challenges and 

high cost in measuring the source signature directly in marine seismic acquisition, researchers 
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have proposed various strategies to estimate source signatures. For example, source signatures 

can be estimated using statistical methods (Robinson and Treitel, 1980; Oldenburg et. al., 1981), 

wave-theoretical methods of source signature extraction (Weglein and Secrest, 1990; Osen et. al., 

1998), methods based on seismic interferometry (Behura and Snieder, 2013) or methods based 

on inversion, assuming that the direct wave-field is recorded at different locations close to the 

source (Ziolkowski et. al., 1982; Landrø and Sollie, 1992; Amundsen, 1993). The method 

described by Ziolkowski et al. (1982) is a common approach today, where the source signature is 

estimated based on recordings in near-field hydrophones. The basic idea of this method is to 

remove the effect of the neighbouring sources and their ghosts on each near-field measurement 

to obtain effective point sources. The effective point sources can then be superposed to calculate 

the far-field source signature from the full source array. An alternative approach was proposed 

by Landrø and Sollie (1992), where they use recordings on a mini-streamer below the source to 

estimate source signatures. The algorithm was later tested on field data examples by Landrø et al. 

(1994), while Laws et al. (1998) compared the two methods for several configurations. 

Recent advances in marine seismic acquisition includes deploying a source vessel above 

a towed streamer-spread (Vinje et al. 2017). Such acquisition configurations open the possibility 

for estimating source signatures in a similar fashion as Landrø and Sollie (1992), because the 

direct wave is recorded below the source. We present a modified version of the algorithm 

proposed by Landrø and Sollie (1992) to estimate source signatures from acquisition 

configurations where the direct wave is recorded below the source. The method estimates 

notional source signatures (effective point sources) using an inversion algorithm so that 

directional far-field signatures can be estimated on a shot-by-shot basis. 
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THEORY 

Modeling 

Rayleigh (1917) studied the collapse of a spherical cavity in an incompressible fluid and 

showed that the collapse time for such a cavity is a function of the initial bubble radius, the 

density of the fluid and the hydrostatic pressure surrounding the cavity. Later, Johnson (1994) 

presented an alternative equation to describe the bubble motion in an infinite volume of water. 

We use a modified Johnson-equation to describe the bubbles from each air gun in the source 

array, 

𝑅̈ =
𝑃 − 𝑝∞

𝑅𝜌
−

3
2𝑅

𝑅̇2 + 𝛾
1
𝜌𝑐

𝑝̇ + 𝛼
𝑅̇
𝑅

+ 𝛽(𝑡)
𝑅̇2

𝑅
 (1) 

where 𝑅 is the bubble radius as a function of time, dot denotes the time derivative of the 

function, 𝑃 is the pressure inside the bubble, 𝑝∞ is the hydrostatic pressure at the depth of the 

bubble, 𝜌 and 𝑐 are the density and velocity of the water, respectively and J is a fixed constant 

introduced by Johnson (1994) to fit measurements. 𝛼 and 𝛽(𝑡) are empirical factors that control 

the damping of the bubble and the bubble time period, inspired by Landrø and Sollie (1992). To 

take into account that the bubble time period between each oscillation can vary due to the 

interaction between the bubbles, 𝛽(𝑡) is a time-variant factor, given by 𝛽(𝑡) = 𝛽0 + 𝛽1𝑡. After 

solving Equation 1 for 𝑅(𝑡), the pressure at the bubble wall can be described by, 

𝑃(𝑅) =  𝑃0 (
𝑅0

𝑅
)
3𝜆

 (2) 
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where 𝑃0 and 𝑅0 are the initial pressure and radius of the air bubble, 𝑅 is the radius of the cavity 

as a function of time and 𝜆 is a gas constant. 𝜆 can for example be set to 𝜆 = 1, assuming 

isothermal bubble expansion, or 𝜆 = 1.4 for adiabatic bubble expansion. We have used 𝜆 =

1.13, similar to the value used by Ziolkowski (1970). 

The pressure field at a far-field point from the bubble center, created by a single 

oscillating air bubble, was derived by Gilmore (1952) and can be written in the form, 

𝑝 − 𝑝∞ = 𝜌∞
𝑅
𝑟

(𝐻 +
𝑅̇2

𝑅
) (3) 

where 𝑝 is the acoustic pressure, 𝑟 is the distance between the bubble center and the far-

field point and 𝐻 is the enthalpy at the bubble wall. Higher order terms of 1
𝑟
 are neglected, and 

the effect of the free surface is not taken into account. For the enthalpy at the bubble wall in 

Equation 3, we use the approximation, 

𝐻 ≈
𝑃 − 𝑝∞

𝜌
 (4) 

A more precise expression for the enthalpy is to use the Tait equation, as described by 

Landrø (1992). For an array consisting of several air guns, the total pressure at a certain far-field 

position is given as a simple superposition of the pressure output from each individual source. 

The pressure field from each source is modified due to interaction effects between the guns. In 

the presented algorithm, the interaction effects are taken into account by introducing the 

empirical factors 𝛼 and 𝛽(𝑡). Then, the acoustic pressure at a far-field point is given as, 
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𝑑(𝑡) =  ∑[
1
𝑟𝑖
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𝑐
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𝑔

𝑐
)]

𝑁

𝑖=1

 (5) 

where N is the number of air guns, 𝑠𝑖 and 𝜏𝑖 are the notional source signature and firing 

time delay for air gun i, c is the water velocity, 𝜂 the sea surface reflection coefficient and 𝑟𝑖 and 

𝑟𝑖
𝑔 the distance and ghost distance between air gun i and the far-field point, respectively. Note 

that 𝑠𝑖 is the notional source signature of air gun i (where interaction effects are included). The 

modeled pressure at each of the hydrophones can then be calculated using Equation 5. 

Extending the forward modeling to include the water bottom reflection 

 When data are acquired in relatively deep water, the water bottom reflection does not 

interfer with the direct wave to a significant degree. However, in shallower water, the water 

bottom reflection can cause problems for methods that try to extract information from the direct 

wave. Hopperstad and Laws (2006) suggest to include the water bottom reflection in the forward 

modeling when notional source signatures are estimated from near-field hydrophone 

measurements in very shallow water.  Similarly, we can extend the forward modeling in the 

presented algorithm to model the water bottom reflection by modifying Equation 5, 
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(6) 
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where 𝜅 is the reflection coefficient at the water bottom and 𝑟𝑖𝑤𝑏, 𝑟𝑖
𝑤𝑏𝑠𝑔, 𝑟𝑖

𝑤𝑏𝑟𝑔 

and 𝑟𝑖
𝑤𝑏𝑠𝑟𝑔are the travel distance for the primary reflection, source ghost, receiver ghost 

and source receiver ghost from the water bottom, respectively. For simplicity, we 

assume that the reflection coefficient is independent of income angle in the modeling of 

the water bottom reflection. 

 

 

Inversion scheme 

 The goal of the inverse problem is to recover a model that explains the observed data. In 

our algorithm, we aim to find a set of notional source signatures that minimizes the difference 

between the modeled direct wave and the observed data. This can be formulated by minimizing a 

data misfit function, 𝜑𝑑, 

𝜑𝑑 =  ∑∑(𝑑(𝑥𝑖⃗⃗  ⃗, 𝑡𝑗) − 𝑑𝑜𝑏𝑠(𝑥𝑖⃗⃗  ⃗, 𝑡𝑗))
2

𝑁𝑡

𝑗

𝑁𝑟

𝑖

 (6) 

where 𝑑(𝑥𝑖⃗⃗  ⃗, 𝑡𝑗) and 𝑑𝑜𝑏𝑠(𝑥𝑖⃗⃗  ⃗, 𝑡𝑗) are the modeled and measured pressure at time 𝑡𝑗 and 

receiver position 𝑥𝑖⃗⃗  ⃗, respectively, 𝑁𝑟 is the number of receivers and 𝑁𝑡 is the number of time 

samples. 
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To avoid numerical instabilities related to the large magnitude differences between the 

model parameters, the following scaling procedure is applied (similar to e.g Helgesen and 

Landrø (1993)), 

𝐻̃𝑖𝑗 =
𝐻𝑖𝑗

√𝐻𝑖𝑖𝐻𝑗𝑗
 

𝑔̃𝑖 =
𝑔𝑖

√𝐻𝑖𝑖
 

(7) 

where 𝐻 ≈ 𝐽𝑇𝐽 is the approximate Hessian matrix and J is the Jacobian matrix. The 

Jacobian matrix is equal to the derivative of the modeled signal with respect to the model 

parameters, which means that 𝐽𝑖𝑗 = 𝛿𝑑𝑖
𝛿𝑚𝑗

 where i runs over the data space and j over the model 

space. The Jacobian matrix is calculated with a finite difference approximation. The gradient, 𝑔, 

is given by 𝑔 = 𝐽𝑇𝛥𝑑, where 𝛥𝑑 is the data residual vector, 𝛥𝑑 = 𝑑 − 𝑑𝑜𝑏𝑠.  

We use a damped Gauss-Newton algorithm for the optimization. The scaled model 

parameter updates are therefore given as  

Δ𝑚̃ = (𝐻̃ + 𝜓𝐼)−1𝑔̃ (8) 

where 𝜓 is the Levenberg-Marquardt damping parameter (Marquardt, 1963) and I is the 

identity matrix. 𝜓 is unchanged for the first iteration of the inversion loop and for subsequent 

iterations scaled by the relative error between the real and modeled data. 
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The unknown parameters that we invert for are 𝛼 and 𝛽(𝑡) and a frequency and angle-

independent sea surface reflection coefficient. Additionally, streamer depths and firing time 

delays are not accurately known in practice, so they are also included as unknown model 

parameters. However, it is not practical to include the depth of each hydrophone in the inversion 

scheme. Therefore, we describe the shape of each streamer as a limited Fourier series with a 

gradient term, 

𝑧(𝑥) =  𝑧𝑟 + 𝑐𝑥 + ∑ [𝑎𝑛 cos (
2𝜋𝑛𝑥

𝐿
) + 𝑏𝑛 sin (

2𝜋𝑛𝑥
𝐿

)]
𝐾

𝑛=1

 (9) 

where 𝑧𝑟 is the average depth of the receivers along the streamer, L is the horizontal 

distance between the start and end of the part of the streamer that is included in the inversion, 𝑎𝑛 

and 𝑏𝑛 are Fourier coefficients, 𝑐 is a gradient term and K is the number of Fourier coefficients. 

This function will express the receiver depths along each streamer reasonably well, without using 

too many unknown model parameters to describe them. 

When the inversion is carried out for the full bandwidth of the data, the model parameters 

that control the primary pulse of the direct wave will dominate (e.g. firing time delays and 

streamer depths). Therefore, the inversion is first carried out for the low-frequency part of the 

data, where only 𝛼 and 𝛽(𝑡) and the sea surface reflection coefficient are inverted for. Then, the 

estimated parameters from the low-frequency part of the data are used as initial parameters when 

the inversion is carried out for the full bandwidth of the data, where also the streamer shape and 

firing time delays are inverted for. This approach has similarities to what is done in full 

waveform inversion, where Bunks et al. (1995) propose multiscale seismic waveform inversion 

because the objective function has less local minima for long wavelengths.  
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RESULTS 

Synthetic data examples  

For the inversion experiments with synthetic data, we simulate data in two types of 

environments; deep and shallow water. For the deep water data set, we assume that subsurface 

scattering is negligible, i.e. we do not include the water bottom reflection and its ghost in the 

forward modeling of the inversion scheme. However, for the shallow water data set, we include 

the water bottom reflection and its ghost in the forward modeling to stabilize the inversion, as the 

reflections will now mingle with the direct wave to a larger degree.   

We model the synthetic data sets from a source array with a configuration as presented in 

Table 1. The source array consists of two sub-arrays with 5 air guns each. The sub-arrays are 6 m 

apart, and the distance between each air-gun in the sub-arrays is 3 m. The gun depth for all air 

guns is 7.5 m and the firing pressure (𝑃0) is 137 bar. The data are filtered with a Seal LinP3 OUT 

3-6 200-370 instrument filter.  

We only model the pressure wave-field at receivers that are relatively close to the source, 

where the amplitude difference between the direct wave and reflections is large. The acquisition 

configuration, with the receivers from the three streamers that are included in the modeling, is 

shown in Figure 1. In Figure 2, we show the shape of the streamers for the reference model (solid 

blue) and for the initial model for the inversion (dashed red).  

The sea surface reflection coefficient is included as an unknown model parameter in the 

inversion. The reflection coefficient for the reference model is set to 𝜂 = −0.95, while it is set to 
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𝜂 = −1 for the initial model for the inversion. The remaining model parameters for the reference 

model and for the initial model are shown in Figure 3.  

Deep water data set 

For the deep water case, reflections from a flat seabed at 300 m depth below the sea 

surface, are included in the modeling of the synthetic data. The reflection coefficient at the 

seabed interface is for simplicity independent of income angle and set to 0.3. 

In Figure 4a, we show the modeled data for the reference model, divided into three boxes, 

corresponding to the three streamers, while we show the residual signal after the inversion in 

Figure 4b. We observe that the reflections from the subsurface remain in the residual signal, as 

expected, since they are not included in the forward modeling in the inversion scheme. The 

relative RMS error between the modeled data with the reference model and the initial model is 

4.95 %, while it is reduced to 0.53 % after the inversion. The estimated sea surface reflection 

coefficient after the inversion is 𝜂 = −0.9479 after the inversion, in good agreement with the 

true value of 𝜂 = −0.95. The estimated streamer shapes (dashed red) are compared to the true 

streamer shapes (solid blue) in Figure 5. The remaining model parameters are shown in Figure 6. 

𝛼 and 𝛽0 are well estimated, while there are larger deviations between the estimated and true 

values for 𝛽1. 𝛽1 was better estimated in inversion experiments with no reflections in the data, 

indicating that the deviations between the true and estimated 𝛽1-values are caused by the water 

bottom reflection in this data set. 𝛽1 control how the bubble time varies from the first to the 

second and third bubble collapse, and is therefore less constrained by the first bubble pulse than 

𝛼 and 𝛽0. Hence,  𝛽1 is expected to be most disturbed by reflections from the subsurface. Both 

the estimated firing time delays and streamer shapes deviate from the true model to some degree; 
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the average error of the estimated firing time delays and receiver depths was 0.05 ms and 0.2 m, 

respectively. We notice that the general trend is that the estimated receiver depths are too 

shallow and that the estimated firing time of the air guns is too late. This is reasonable, as these 

errors will counteract with regards to the travel time of the direct wave, relative to a time zero. 

The calculated notional source signatures from the estimated model parameters are 

shown in Figure 7. As discussed by Landrø et al. (1991), the near-field to far-field method has a 

tendency to introduce ripples in the notional source signatures that are not observed in the far-

field measurements. We notice that the amount of such ripples is low in the notional source 

signatures in Figure 7. 

Shallow water data set 

For the shallow water case, the water depth is 69 m and the angle-independent reflection 

coefficient at the seabed interface is 0.3. As the water bottom reflection and its ghost are now 

included in the forward modeling of the inversion scheme, these parameters will also be 

estimated. We have used initial values of 70 m and 0.35 for the water depth and reflection 

coefficient at the seabed interface.   

In Figure 8a, we show the modeled data for the reference model, divided into three boxes, 

corresponding to the three streamers, while we show the residual signal after the inversion in 

Figure 8b. Contrary to the deep water case, the reflections do now not appear in the residual 

signal, as we have included the reflections in the forward modeling in the inversion scheme.  

The relative RMS error between the modeled data with the reference model and the initial 

model is 5.57 %, while it is reduced to 4.21 ×  10−7 % after the inversion. The sea surface 
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reflection coefficient, water depth and reflection coefficient at the seabed are estimated very well 

- the true values are almost recovered exactly. The estimated streamer shapes (Figure 9) and 

remaining model parameters (Figure 10) are also estimated very accurately. We notice that 𝛽1 is 

estimated more accurately than in the deep water case, now that the reflections are included in 

the forward modeling of the inversion scheme. The notional source signatures calculated from 

the estimated model parameters are shown in Figure 11. 

Real data example 

The algorithm is tested on a shot-gather acquired in deep water offshore Gabon with 

CGGs source-over-spread acquisition design (Vinje et al. 2017). As the data are acquired in deep 

water, we assume that subsurface scattering is negligible, which means that we only model the 

direct wave in the forward modeling of the inversion scheme. In Figure 12, we show the location 

for the source array and for the receivers that were included in the inversion. The direct wave 

recorded at the receivers directly below the source was clipped due to overloading of the 

hydrophones. Therefore, these receivers were not included in the inversion. This did not affect 

the stability of the inversion as subsurface scattering was negligible also for the receivers close to 

the source that were not overloaded. However, for data sets in shallower waters, the receivers 

that are closest to the source should be included to stabilize the inversion. 

For the clustered air guns in the source array, we assume that these can be modeled as 

one single air gun with an air gun volume equal to the volume of the air guns in the cluster. This 

is done for simplicity, and more accurate modeling of the clusters can improve the quality of the 

forward modeling of the algorithm. 
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The relative RMS error between the real data and the modeled direct wave from the 

initial model is 31.9 %, while the residual RMS error after the inversion is 21.9 %. We note that 

the residual RMS error is significantly higher for the field data example than the synthetic deep 

water example. This is mostly due to inaccurate parameters that are not inverted for; the RMS 

error will for example be affected by inaccurate lateral streamer positions.  The sea surface 

reflection coefficient is estimated to be 𝜂 = −0.961. Based on the estimated model parameters 

from the inversion (Figure 13), we show the corresponding notional source signatures in Figure 

14. Similarly to the estimated notional source signatures in the synthetic data examples, we do 

not observe ripples in the estimated signatures in Figure 14. 

The estimated notional source signatures in Figure 14 are used in a designature flow (as 

explained in Appendix A) with a shot-gather from an inner cable as input. As an intermediate 

step, we also show the shot-gather after source deghosting. The source deghosting process will 

boost low frequencies, making bubble energy more visible. In Figure 15, we show input (left), 

after source deghosting (middle) and after source deghosting and designature (right). The black 

arrows highlight boosted bubble energy from the water bottom reflection that appears to be zero-

phased after the designature process. In Figure 16, we align the water bottom reflection in the 

shot-gathers. Bubble energy from the water bottom reflection will also align horizontally, as 

visible where highlighted by black arrows in the shot-gather after deghosting, whereas deeper 

reflections will not, because they have higher apparent velocity. We also observe that the 

receiver ghost of the water bottom reflection does not align horizontally, due to the variable-

depth profile of the streamer. In Figure 17, we stack the traces in the shot-gathers with the water 

bottom reflection aligned after deghosting (left) and after deghosting and designature (middle) 

and the difference between the two (right). Because the water bottom reflection is aligned, it will 
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add up constructively by the stacking process, while other events will stack out because they 

have non-horizontal move-out. Low-frequency bubble energy is visible in the deghosted trace, 

while it is zero-phased in the designatured trace, indicating that the estimated source signatures 

represent the far-field signature reasonably well. We also note that the receiver ghost appears as 

a smeared event, as it stacks out due to the variable-depth streamer profile.  

DISCUSSION 

Landrø et al. (1991) evaluate the near-field to far-field method and find that the method 

can introduce ripples in the estimated sources that are not observed in far-field measurements. 

They conclude that this is most likely due to complex physics in the near-field and inaccuracies 

in the measured positions of the air guns and near-field hydrophones. Ripples are less likely to be 

introduced in the estimated source signatures with the methods presented by Landrø and Sollie 

(1992) and in this paper, mainly due to three reasons: 

x The methods estimate source signatures based on recordings further away from 

the source array, where the physics is less complex than in the near-field.  

x The methods are less sensitive to inaccuracies in the measured air gun and 

hydrophone positions. For example, a 10 cm error in the measured hydrophone 

position will be less significant if the hydrophone is placed 20 m away from the 

source than if it is placed 1 m away from the source. 

x The estimated notional source signatures are based on a physical modeling of 

oscillating bubbles. 
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An obvious challenge of estimating source signatures based on recordings further away 

from the source array is that subsurface scattering is more significant. The near-field to far-field 

method is robust, even in shallow waters, because the hydrophones are placed close to each air 

gun. In the extreme cases where subsurface scattering causes problems for the near-field to far-

field method, Hopperstad and Laws (2006) suggest to extend the method to include water bottom 

reverberations. Similarly, we have presented a simple approach for how the water bottom 

reflection can be included in the forward modeling of the method presented by Landrø and Sollie 

(1992) and in this paper. The approach has been tested on a synthetic shallow water data set 

where the assumption of an angle-independent reflection coefficient holds and where the water 

bottom is horizontal (i.e. how the travel time for the water bottom reflection varies with offset 

can be calculated easily). The modeling can be extended to more general cases, even though the 

intention of including the water bottom reflection in the forward modeling of the inversion is to 

make the inversion more robust, not to model the water bottom reflection perfectly. 

CONCLUSION 

We have presented an inversion algorithm for source signature estimation, assuming that 

the direct wave is recorded by conventional streamers below the source. The method is a 

modified version of earlier literature and extended to modern source-over-spread acquisition 

configurations. Based on the recordings of the direct wave-field below the source, we estimate 

effective source signatures for each air gun in the source array that are extrapolated to far-field 

signatures. The algorithm is tested on synthetic and field data sets. For the synthetic deep water 

data set, the estimated empirical damping factors are in good agreement with the values from the 

reference model, while the estimated parameters controlling changes in bubble time period from 
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the first to the second and third bubble collapse are less accurate. For the synthetic shallow water 

data set, the water bottom reflection is included in the forward modeling of the inversion scheme 

to stabilize the inversion, and the model parameters are very well estimated. In the field data 

example, the estimated notional source signatures were used to designature reflections in shot-

gathers.  
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APPENDICES 

APPENDIX A 

The objective of the source designature process is to convert the raw seismic wavelet that 

is recorded from a reflection into a desired wavelet. We use a simple deconvolutional approach 

for the designature of the seismic data. If we assume that the estimated source signature is 𝑝(𝜔), 

where 𝜔 is the angular frequency, there is a filter, 𝑓(𝜔), that can be applied to 𝑝(𝜔), so that 

𝑝(𝜔) is shaped into a desired wavelet, 𝐺(𝜔), 

𝑓(𝜔)𝑝(𝜔) = 𝐺(𝜔) (A-1) 

This means that the filter is given by, 
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𝑓(𝜔) =
𝐺(𝜔)
𝑝(𝜔)

 (A-2) 

Then, the filter, 𝑓(𝜔), can be applied to the data to shape the embedded wavelets into the 

desired wavelet. To avoid instabilities where 𝑝(𝜔) has notches, the filter is regularized, 

𝑓(𝜔) =
𝐺(𝜔)

𝑝(𝜔) + 𝜀
 (A-3) 

where 𝜀 is a regularization parameter which limits the boosting of the frequencies in the 

notch regions. 
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Gun 
Depth 

[m] 

Vol. 

[cu.in.] 

! 

[m/s] 

"#  

[ ] 

"$ 

[s-1] 

1 7.5 150 4 -0.6 -1.5 

2 7.5 150 5 -0.5 0.5 

3 7.5 70 2 -0.3 -0.5 

4 7.5 70 4 -0.4 -1.5 

5 7.5 58 3 -0.5 -0.5 

6 7.5 58 5 -0.3 -0.8 

7 7.5 113 5 -0.5 0.5 

8 7.5 113 4 -0.4 -1 

9 7.5 150 2 -0.2 -1.5 

10 7.5 150 3 -0.4 -0.5 
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Figure 1: Air gun (stars) and receiver (triangles) locations for the synthetic data examples. Zoom-in of 
� �source is displayed in upper right corner.   
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Figure 2: Real (solid blue) and initial (dashed red) model parameters for synthetic inversion experiments.  
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Figure 3: Real (solid blue) and initial (dashed red) model parameters for synthetic inversion experiments.  
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Figure 4: a) Modeled data from ”real” model parameters, divided into three boxes corresponding to the 
three streamers. The distance between the traces is 12.5 m and the color bar represents amplitude. b) 

Difference between ”real” data and modeled data after inversion. The subsurface reflections are not modeled 
by the inversion algorithm.  
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Figure 5: Real (solid blue) and estimated (dashed red) model parameters for the inversion.  
 

84x101mm (300 x 300 DPI)  
 
 

Page 27 of 39 GEOPHYSICS

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

  

 

 

Figure 6: Real (solid blue) and estimated (dashed red) model parameters after the inversion.  
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Figure 7: Calculated notional source signatures from estimated model parameters after the inversion.  
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Figure 8: a) Modeled data from ”real” model parameters, divided into three boxes corresponding to the 
three streamers. The distance between the traces is 12.5 m and the color bar represents amplitude. b) 

Difference between ”real” data and modeled data after inversion. The subsurface reflections are modeled by 
the inversion algorithm.  
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Figure 9: Real (solid blue) and estimated (dashed red) streamer depths after the inversion.  
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Figure 10: Real (solid blue) and estimated (dashed red) model parameters after the inversion.  
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Figure 11: Calculated notional source signatures from estimated model parameters after the inversion.  
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Figure 12: Source center (star) and receiver (triangles) locations for the field data example.  
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� �Figure 13: Estimated (solid blue) and initial (dashed red) model parameters for field data example.   
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Figure 14: Calculated notional source signatures from estimated model parameters after the inversion.  
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Figure 15: Shot-gathers from field data example before source deghosting and designature (left) after 
source deghosting (middle) and after source deghosting and designature (right). The black arrows highlight 

low-frequency bubble energy in the deghosted shot-gather that appears to be zero-phased after 
designature.  
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Figure 16: Shot-gathers from Figure 15 after alignment of water bottom reflection: Input (left), after source 
deghosting (middle) and after source deghosting and designature (right). The black arrows highlight bubble 
energy in the deghosted shot-gather that appears to be zero-phased after designature. The receiver ghost 

does not align horizontally due to the variable-depth profile of the streamer.  
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Caption : Figure 17: Left: Stack of deghosted shot-gather after alignment of water bottom reflection. 
Middle: Stack of deghosted and designatured shot-gather after alignment of water bottom reflection. Right: 

Difference.  
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