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Abstract

The work presented in this thesis deals with design and operation investigations for large converter-fed synchronous machines in hydropower applications.

It is shown that the optimal rated frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz. Increasing the value of the synchronous reactance from 1.2 p.u. to 2.0 p.u. reduces the total cost of the generator.

The reduction in cost can help offset parts of the cost of the converter that are associated with having a converter-fed synchronous hydrogenerator in pumped-storage plants. This, in turn, can make variable-speed pumped storage plants more cost-competitive versus traditional fixed-speed solutions.

The effect of converter operation on AC copper loss in large hydrogenerators is investigated. Current harmonics produced by the converters increase the AC copper losses in traditionally designed stator windings. These additional losses could cause intolerable heating and probably destroy the windings.

If a generator is going to be built for converter operation using a two-level or a three-level topology, it is found that the strand thickness would have to be reduced. If this is not possible, a filter between the converter and the generator must be used.

Including damperbars in a converter-fed synchronous hydropower generator increases the AC copper losses in the stator. In addition to this, the losses in the damperbars themselves increase substantially. It is advised against using damperbars, if possible, when two- or three-level converter topologies are used.

Experimental work is been presented for a generator test setup. Losses have been measured at different levels of magnetization and at different rotational speeds. Mechanical losses and core losses are estimated from measurements. Experimental results have been used to verify the loss calculations used in this thesis.
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<td>Armature reaction reactance (p.u.)</td>
</tr>
<tr>
<td>$X_d$</td>
<td>Synchronous reactance (p.u.)</td>
</tr>
<tr>
<td>$X_l$</td>
<td>Leakage reactance (p.u.)</td>
</tr>
<tr>
<td>$Z_b$</td>
<td>Base impedance ($\Omega$)</td>
</tr>
<tr>
<td>$z_a$</td>
<td>Number of parallel strands</td>
</tr>
<tr>
<td>$z_t$</td>
<td>Number of strands in one conductor</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

This chapter presents the main motivation for introducing variable speed operation in hydropower applications with a focus on pumped storage plants. The impacts of variable speed operation on plant efficiency, the ability to control the active power in both turbine and pumping mode, and on reducing the wear and tear on the turbine runner, are discussed. The main variable speed technologies available today are discussed and the rationale for choosing the converter-fed synchronous machine option is presented.

1.1 Reasons for variable speed operation

The majority of hydropower plants in Norway were built in the period 1950-1980 [1]. In Sweden, most hydropower installations are from the 1950s and 60s [2]. Installed hydropower capacity in Sweden is 16.2 GW [2]. For Norway, the installed capacity is 30 GW [3]. Many of these plants have reached the age where they need to be upgraded and refurbished. New market requirements, new design philosophies and improved materials are forcing the owners of hydropower plants to reconsider the ways in which their installations are constructed.

The power system is experiencing that an increasing share of the electric power production is derived from intermittent power sources like wind and solar. Increased pressure is put on controllable power sources like hydropower to deal with fluctuations in the output of electric power. Fluctuations in the demand and supply of electric power in the grid require power plants that can be run with more flexibility in order to maintain balanced operation.

Most hydropower plants in operation today are installed with fixed-speed synchronous generators that are governed by a 50 Hz or 60 Hz grid frequency. The
speed of rotation is set by the optimal speed of the hydraulic machine. Hydropower plants with Francis turbines and reversible pump-turbines have a runner with fixed geometry [4]. Hydraulic efficiency is high at the design operating point, but drops when operation is changed from this point at fixed speed [4].

If the hydraulic machine is allowed to run at adjustable speed, the efficiency at part load can be increased [5]. Variable speed operation at part load is also beneficial for extending the lifetime of the turbine [6]. In pumping mode, adjustable speed operation leads to less cavitation, instabilities and vibration [4].

Flexible operation of hydropower plants with multiple starts and stops each day and operation outside the design best point has been shown to increase fatigue damage and reduce the lifetime of the turbine runner significantly [7].

Multiple starts, stops and operation at low load have been proven to be harmful for the runner [7]. Introducing variable speed operation is likely to reduce the number of starts and stops necessary per day and reduce the fatigue damage. Variable speed operation is also beneficial for reducing the tear on the runner in part load operation.

One of the main applications for adjustable speed generators is pumped storage hydropower plants. Such plants depend on the ability to change power production within short time periods. Pumped storage hydropower plants are the most important large-scale solution for balancing the supply and demand for power in the grid today.

Other applications where variable speed operation is applicable are large hydropower plants in remote areas that are coupled to the grid by a HVDC connection [8, 9]. Hydropower plants that experience a substantial variation in head during operation have, in addition, been shown to benefit from variable speed operation [10].

Variable speed operation can be used in a similar manner for run-of-river plants where the discharge shows large variations throughout the year in order to increase the overall efficiency. Using conventional, fixed-speed generators, several units are often installed to handle the variation in discharge, e.g. one large unit to handle rated conditions and one or several smaller units for production when the discharge is low.

By introducing variable speed operation, the number of units can be reduced since a larger discharge variation can be handled by one unit operating at variable speed. The main benefits of enabling variable speed operation can be summarized as:
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- The ability to control active power in pumping mode
- Improved efficiency at part load
- Improved efficiency with large discharge variations
- Fewer units needed to handle large variations in discharge
- Improved efficiency with large variation in head
- Reduction in the number of starts and stops, yielding less runner fatigue damage

1.1.1 Improved power balancing

In turbine operation, the active power can be controlled by adjusting the opening of the guide vanes of the turbine. In pumping mode, it is not possible to control the active power during fixed-speed operation to the same extent due to the fixed geometry of the runner [4].

The pumping power is known to be proportional to the speed of rotation to the power of three [4]. This means that a machine that is designed to operate at ±10% of the rated speed gives a power range of ±25-30%. The ability to adjust the power of the machine by changing the speed of rotation makes it possible to achieve a greater balancing of power to fluctuating demand and supply situations in the grid [11].

Fig 1.1 presents the pumping mode operation of a pumped-storage plant with four units rated 100 MW each. The black curve indicates the need for balancing power in the system. Red represents fixed speed operation. During fixed speed operation, each unit can only pump 100 MW or nothing. It can be seen in Fig. 1.1 that the red area is not able to cover the need for balancing power most of the time. Several units have to be started and stopped several times, leading to a reduction in the lifetime of the plant.

It is decided to upgrade the power plant to enable variable speed operation where each unit is allowed to operate between 70 MW and 100 MW. The possible operation range is indicated in light blue. It can be seen that the ability to provide the required balancing power is substantially improved by introducing variable speed operation. With variable speed operation the pumped storage plant is able to pump most of the required balancing power in the system, as shown with the dark blue and red areas under the curve for balancing power in Fig. 1.1.
1.1.2 Improved efficiency

The hydraulic efficiency of the runner can be increased by variable speed operation at operating conditions outside of the best point that the turbine is designed for. Figure 1.2 shows the efficiency curve hill diagram of a pump-turbine operating in turbine mode [4], where $D_r$ is the runner diameter, $H$ is the head and $Q$ is the discharge. Initially the turbine is operated at its best point (b.e.p). Then the operational head is reduced to 60% of its initial value and the efficiency drops to 80% at point A. In order to increase the efficiency, the rotational speed is reduced to 88% of the rated speed, increasing the efficiency to 83%. By reducing the discharge the operator is able to increase the efficiency to 84% at operating point C. A further reduction in discharge allows the efficiency to increase to 86% at operating point D.

The efficiency curve for fixed speed operation is designed so that the efficiency is highest at the best point that the turbine is designed for. If the operation point is moved away from the best point, the efficiency drops. Fig. 1.3 shows the efficiency curve for a typical hydropower unit. The area shaded in blue is the efficiency range for fixed speed operation, while the area shaded in green is the efficiency range for variable speed operation.

It can be seen that the turbine efficiency is higher for variable speed operation than for fixed speed operation, but that the efficiency gain is smallest at the best point of rated power and head. It was shown in [8] that the hydraulic efficiency would be 3-10 percentage points higher for variable speed than for conventional operation.
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As can be seen from Fig. 1.3, the efficiency gain is largest at low power outputs and low head. There is some additional efficiency gain at operation above rated power and rated head, but the main benefits of variable speed operation are achieved at operation below the best point.

In addition to an increased turbine efficiency in part load, the efficiency of large synchronous machines operated with loads lower than the rated output power has been found to increase with variable speed operation [8]. At partial loading, down to 40% of rated power, the efficiency of the synchronous machine was found to increase by up to one percentage point.

1.2 Generator technologies for variable speed operation

There are two generator technologies that are available for flexible operation at variable speed, i.e. doubly-fed induction machines (DFIM) and converter-fed synchronous machines (CFSM). A schematic presentation of both the CFSM and the DFIM is given in Fig. 1.4.

It can be seen in 1.4 that the CFSM can be equipped with a bypass switch. This allows the generator to be synchronized to the grid in case of converter failure or in situations where the efficiency gain from converter operation is smaller than the power loss from the converter itself.

Using a DFIM in applications where variable speed operation is needed is the most mature solution. DFIMs are regularly used in wind power applications [13] and in pumped storage plants [14] with power ratings up to 400 MVA.
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Figure 1.3: Turbine efficiency as function of rated head (top) and rated output for fixed and variable speed operation [12].

CFSMs are, in principle, ordinary synchronous machines that have the stator terminals connected to the grid via a frequency converter. Since the only connection between grid and machine is the converter, it must be able to transmit the rated active power of the synchronous machine. This means that the converter needs to be able to transfer 100% of the rated power of the synchronous machine.

DFIMs are constructed with the three-phase stator windings connected directly to the grid. The rotor is constructed as a three-phase wound rotor connected to the grid via a frequency converter [15]. Converter size depends on both the rated power of the machine and the selected speed range which governs the slip power [15]. It is possible to operate the DFIM as a motor and generator. Typical power ratings of the converter are up to 25% of the rated power of the DFIM.

1.2.1 Choice of generation technology

Until now, the choice of solution for variable speed power generation has been based on the cost of the power electronic converter and the available power rating
Figure 1.4: Schematic presentation of a doubly-fed induction machine (top) and converter-fed synchronous machine.

for this. Advances in the field of power electronics have steadily reduced the cost and increased the available rating of the converters.

The cost of the converter is one of the main reasons why DFIM solutions have been the preferred option for large variable speed pumped storage plants. Since the power rating of the converter that is needed for the DFIM is only a fraction of the power rating of the converter that is needed for the CFSM, a higher plant power rating is available for the same converter cost.

Globally there are 270 pumped storage plants operating or under construction with a combined, installed capacity of 12 000 MW [16]. 36 of these plants have variable speed operating capabilities. 17 are operational while 19 are under construction or planning. A list of pumped storage plants with variable speed capabilities, compiled from [17], are presented in Table 1.1.

It was claimed in [18] that the CFSM will be cost-competitive up to approximately 70 MW, see Fig. 1.5. For higher power ratings, the cost of the converter would
Table 1.1:
Pumped storage plants with variable speed capabilities [17]

<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
<th>Status</th>
<th>Year</th>
<th>Total capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yagisawa</td>
<td>Japan</td>
<td>Operational</td>
<td>1965</td>
<td>240 MW</td>
</tr>
<tr>
<td>Okutataragi</td>
<td>Japan</td>
<td>Operational</td>
<td>1974</td>
<td>1932 MW</td>
</tr>
<tr>
<td>Le Cheylas</td>
<td>France</td>
<td>Operational</td>
<td>1979</td>
<td>500 MW</td>
</tr>
<tr>
<td>Grimsel 2</td>
<td>Switzerland</td>
<td>Operational</td>
<td>1981*</td>
<td>348 MW</td>
</tr>
<tr>
<td>Ohkawachi</td>
<td>Japan</td>
<td>Operational</td>
<td>1993</td>
<td>1280 MW</td>
</tr>
<tr>
<td>Kazunogawa</td>
<td>Japan</td>
<td>Operational</td>
<td>1999</td>
<td>1200 MW</td>
</tr>
<tr>
<td>Goldisthal</td>
<td>Germany</td>
<td>Operational</td>
<td>2003</td>
<td>1060 MW</td>
</tr>
<tr>
<td>Avce</td>
<td>Slovenia</td>
<td>Operational</td>
<td>2010</td>
<td>185 MW</td>
</tr>
<tr>
<td>Omarugawa</td>
<td>Japan</td>
<td>Operational</td>
<td>2011</td>
<td>1200 MW</td>
</tr>
<tr>
<td>Linth Limmern</td>
<td>Switzerland</td>
<td>Operational</td>
<td>2016</td>
<td>1000 MW</td>
</tr>
<tr>
<td>Frades II</td>
<td>Portugal</td>
<td>Operational</td>
<td>2017</td>
<td>780 MW</td>
</tr>
<tr>
<td>Nant de Drance</td>
<td>Switzerland</td>
<td>Under constr.</td>
<td>2019</td>
<td>900 MW</td>
</tr>
<tr>
<td>Swan Lake North</td>
<td>USA</td>
<td>Planned</td>
<td>2022</td>
<td>393 MW</td>
</tr>
<tr>
<td>Fengning 2nd phase</td>
<td>China</td>
<td>Under constr.</td>
<td>2025</td>
<td>1800 MW</td>
</tr>
<tr>
<td>Banks Lake</td>
<td>USA</td>
<td>Announced</td>
<td>2025</td>
<td>500 MW</td>
</tr>
<tr>
<td>Grimsel 3</td>
<td>Switzerland</td>
<td>Under constr.</td>
<td>2030</td>
<td>660 MW</td>
</tr>
<tr>
<td>Red John</td>
<td>United Kingdom</td>
<td>Announced</td>
<td></td>
<td>450 MW</td>
</tr>
</tbody>
</table>

*Variable speed technology installed later.

make the CFSM solution too expensive compared to installing a DFIM.

Figure 1.5: Cost comparison of doubly-fed induction machine and converter-fed synchronous machine [18]
Earlier converter-fed synchronous machine installations used a load-commutated inverter (LCI) that acts like a current source to control the generator. This converter topology consists of one converter that rectifies the line currents into a DC-current that is sent through an inductance. On the load-end of the LCI another converter is used to change the current into AC-current at a desired frequency [10].

LCI topologies have a harmonic distortion in the range of 3-10% [19]. This affects the electrical machine by inducing additional losses and oscillating airgap torques in the machine [10]. Machine-side harmonics have to be considered during the design of both the stator and the rotor [20].

In newer converter solutions based on the voltage source converter (VSC) topology, the line-side and load-side converters are separated by a DC-link capacitor instead of an inductance. The VSC acts like a voltage source instead of a current source. This leads to less harmonic distortion. As a result the issues related to the LCI topologies tend to be less severe in VSC topologies.

Recent developments have led to what is today the largest VSC with a rating of 100 MVA delivered by ABB to the Grimsel 2 power plant in Switzerland [21]. The full-rated 100 MVA converter was installed in order to transform one 90 MW fixed speed pumped-storage generator-motor into a variable speed solution. The main reason for this was to achieve better control of the active power both in turbine- and pumping mode. An alternative to installing the 100 MVA converter and connecting it to the existing synchronous machine, was to convert the existing generator into a doubly-fed induction machine.

It seems that the most aggressive lifetime reduction in the winding insulation due to converter operation is the accelerated aging of the stress relief coating in the end winding region, close to the mainwall insulation [22].
The main ageing mechanisms for winding insulation are thermal and electrical. Which one of these will be the most salient for each generator, depends on several factors that are difficult to control. An insulation system that is rated for a higher voltage level is one option that can be used in order to avoid accelerated degradation of the winding insulation [22].

In high voltage insulation systems, the amplitude of the higher order voltage harmonics produced by the converter are small compared to the amplitude of the fundamental voltage harmonic component [22]. This reduces the risk of inter-turn insulation breakdown or weakening due to partial discharges.

The voltage components with higher frequencies could, in addition, cause higher dielectric losses and additional capacitive currents in the end winding region. These two loss components contribute to raise the winding insulation temperature, and produce local end winding insulation hotspots. These effects contribute to a reduction in the insulation lifetime.

The research on insulation materials in converter-fed hydropower generators with stator bars has not been brought to any conclusion. The joint European research program HydroFlex [23] has started working on these issues. One of the work packages of HydroFlex is dedicated to the topic of “Enhanced generator winding insulation system and performance testing” [23].

A solution for even higher power ratings has been proposed in [24]. The solution is based on the modular multi-level converter concept (MMC). Since the converter is based on modules, it is claimed that converters with power ratings from 50 MVA to 500 MVA can be constructed [24].

There are several drawbacks to using a DFIM instead of synchronous machines with a full-rated converter. The rotor is more complex, see Fig. 1.6, and design limits restrict the speed-variation of the DFIM [25]. It is claimed in [26] that the DFIM wound rotor is up to 30% heavier than a salient pole synchronous rotor. Fig. 1.7 illustrates the size difference between a synchronous machine and an induction machine with the same performance.

An additional argument for choosing a converter-fed synchronous machine instead of a DFIM for the project in Switzerland was that the starting procedure is more complicated for the DFIM than for the synchronous machine. It is also easier to comply with the grid code requirements by using a CFSM than it is when a DFIM solution is chosen [25].

The starting torque of the induction machine is limited by the maximum output voltage of the converter and the insulation of the rotor winding [28]. This requires
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the DFIM to be started at a flux weakening ratio as high as 1:8. The consequence of this on the starting of DFIMs, is that the starting torque is limited. This leads to time-consuming and costly pump-turbine blow-down before starting [24].

Active power transmitted through the rotor of the DFIM is often limited to between 15% and 25% of the rated power of the machine [24]. Having a rotor with a larger power capacity would require designs with a higher rotor voltage or a higher rotor current.

Rotor voltage is constrained by the maximum voltage level of the frequency converter [29]. A higher voltage level would require more insulation around the rotor winding. The rotor current is usually limited by the ability to cool the rotor. These are some of the reasons why DFSMs are only able to operate at a limited frequency range.

If a CFSM is used, starting is not considered an issue. The speed is controllable
from zero to rated speed, and the machine is able to produce substantial torque from zero speed [24]. As a consequence, the CFSM can start with the pump-turbine in water, saving time and allowing for faster changes from pump to turbine mode.

In the case that an MMC converter is used, however, the converter has limitations in producing torque at low speeds, where additional common mode voltage injection might be needed [24]. The capacitors in the converter buffer power fluctuations of the fundamental and second harmonic frequencies. When the phase current frequency is reduced, e.g., operating at lower than rated speed, the capacitor voltage ripple magnitude is increased [30]. The voltage ripple becomes infinitely large at zero phase current frequency. Starting the machine from zero rotational speed and frequency is challenging when an MMC is used. If delivering a constant torque over the entire speed range is required, it will likely require a converter that is overrated at the rated operating point [30].

Another benefit of the CFSM solution is that only active power from the synchronous machine is transferred through the converter. This means that the synchronous machine does not need to be able to supply any reactive power to the grid. Consequently, the synchronous machine can be designed for rated operation at unity power factor [24]. This reduces the apparent power rating of the machine, making a smaller, less costly and more compact machine [31].

It has been shown that using a converter-fed synchronous machine instead of a doubly-fed induction machine has many benefits when variable speed operation is required. The main drawback is the cost of the converter which needs to be rated for the full power of the synchronous machine instead of only up to 25% of the power as is the case in the DFIM solution. The following is a list of the main benefits of choosing the CFSM solution:

- Easier and faster starting that does not require dewatering of the turbine
- Larger speed and power variations possible than with DFIM solutions
- The rotor of the DFIM is more complex and expensive

Based on this, the converter-fed synchronous machine topology is chosen for the analysis presented in this thesis.
1.3 Outline of the thesis

The structure of this thesis is given in Fig. 1.8. The main contents of each chapter are explained in brief below. The main body of the thesis is separated into two parallel paths. One focuses on design improvements for converter-fed synchronous hydropower generators, primarily using analytical methods. The other path investigates the effects of converter operation on the generator, focusing on finite element modeling and simulations.

Chapter 2 presents a review of literature related to the design and analysis of large synchronous hydrogenerators. Different research topics that do not appear to be sufficiently answered in the literature are presented.

Chapter 3 presents a framework for how to design and calculate the different parameters for a large hydropower generator. An analytical model is used as the basis for the design process, and an optimization approach that can be coupled with the analytical model is presented.

Chapter 4 presents experimental validation measurements and analysis of losses in hydropower generators. Different core loss models are compared.

Chapter 5 investigates the effect of converter operation on the losses in the generator.

Chapter 6 presents the analysis of low order radial forces in large hydropower generators with fractional slot windings. The influence of winding layout and airgap length on the lowest order radial force component is analyzed.

Chapter 7 deals with the questions of finding the optimal rated frequency at different rotational speeds and what the synchronous reactance value should be when the reactance requirement is relaxed.

Chapter 8 gives a summary of the thesis and presents the main conclusions of this work.
Figure 1.8: Structure of thesis
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  E.L. Engevik came up with the idea for this publication, and performed all the calculations for this publication. All results have been analyzed, presented, and discussed by E.L. Engevik. This conference article was, in addition, written by E.L. Engevik.
Conference papers not directly related to the main content of the thesis:


1.5 Scientific contributions

The main scientific contributions presented in this thesis are listed in the following:

- Chapter 7: The effect of the choice of rated frequency on the total cost of the generator is investigated. The optimal rated frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz. It is shown that the weight of the generator is reduced when the rated frequency is increased. A higher rated frequency gives a lighter generator with a lower cost for the active materials. The losses in the machine increase when the rated frequency increase, which leads to an increase in the cost of losses.

- Chapter 7: The effect of relaxing the synchronous reactance requirement on the total cost of the generator is investigated. It is concluded that the total cost of the generator is reduced when the value of the synchronous reactance is increased. Increasing the value of the synchronous reactance from 1.2 p.u. to 2.0 p.u. reduces the total cost of the generator.

- Chapter 6: The lowest mode of vibration of three large generators is studied. For all the generators investigated, i.e. a 114-slot/14-pole generator, a 180-slot/14-pole generator and a 432-slot/70-pole generator, the lowest mode of vibration is the second spatial harmonic. It is found that the lowest mode of vibration is primarily produced by the main flux density harmonic component and its adjacent harmonic components.

- Chapter 6: An increase in the synchronous reactance gives a shorter airgap length. This can lead to vibration problems caused by low order radial forces in the airgap. It is found that reducing the airgap leads to a less than proportional increase in the lowest order radial force component. The reason for this is that the reduction in airgap length is causing increased saturation in the generator.

- Chapter 6: It is found that damperbars are able to reduce the lowest order radial force component by 20-40% compared to the case without damperbars. The damperbars are able to reduce the lowest order force component...
more efficiently when the airgap length is reduced. The downside of this is that the losses in the damperbars themselves are increased when the airgap length is reduced.

- Chapter 6: It is shown how the amplitude of the largest flux density harmonic adjacent to the main harmonic can be significantly reduced by careful rearrangement of the winding configuration. In cases where low order radial forces cause vibration problems, the problem can be reduced considerably by rearranging the winding configuration. It is demonstrated that the lowest order radial force component can be reduced by more than 60% by rearranging the winding layout.

- Chapter 5: Converter operation is found to increase the stator winding AC copper losses. These additional losses could cause excessive heating and potentially destroy the windings. The results show that a higher carrier frequency leads to an increase in the AC copper losses in the stator winding. Using a three-level converter topology instead of a two-level topology offers significant reductions in the AC copper losses.

- Chapter 5: It is found possible to reduce the AC stator copper losses during converter operation by reducing the strand thickness in the stator winding. When a two-level or a three-level converter is used, it is necessary to reduce the strand thickness compared to traditional designs.

- Chapter 5: It is advised against including damperbars in a converter-fed synchronous hydropower generator. Damperbars lead to an increase in the AC copper losses in the stator. In addition, the losses in the damperbars themselves increase substantially with converter operation. If damperbars are required, a filter between the generator and the converter must be installed.

- Chapter 5: The effect of converter operation on the iron losses is investigated. The results show that an increase in the iron core loss in the range of 10-30% can be expected using traditional two- and three-level converter topologies. The additional losses are smaller for the three-level topology than for the two-level converter. Using a higher carrier frequency reduces the additional core losses.

- Chapter 4: Experimental work is presented for a generator test setup at no-load and with load. Losses are measured at different levels of magnetization and at different rotational speeds. Mechanical losses and core losses are estimated from measurements. Experimental results are used to verify the loss calculations used in this thesis.
Chapter 4: Stator core losses are predicted using the Bertotti method and the Vector-Preisach model for two hydropower generators, in addition to the generator test setup. The Bertotti method gives a core loss prediction that is close to the reference value for both the large generators, and to the measured losses in the generator test setup. Accurate core loss estimates are achieved with the Bertotti method for different power ratings and design types.

Chapter 4: The usefulness of the Vector-Preisach model for calculating the hysteresis losses in the iron core of large hydropower generators is investigated. Using the Vector-Preisach model is not found to improve the core loss prediction significantly. The model is found to be more sensitive to saturation than the Bertotti method.

Chapter 4: Different correction factors for the stator core losses are applied in order to discover which values should be used optimally. The Bertotti method is shown to give more consistent core loss predictions using correction factors than the Vector-Preisach model. It is not conclusive which correction factor gives the best loss prediction, it must be decided on a case-by-case basis.
Chapter 2

Literature review

This chapter presents a review of available literature related to the design and analysis of synchronous hydrogenerators. The topics covered will deal with the optimal design of hydrogenerators, along with the use of finite element simulations in the analysis of hydrogenerators, losses and radial forces. The section on losses covers different core loss models, the analysis of eddy current copper losses, and additional losses due to harmonics produced by converter operation. The analysis of low order radial forces in large generators with fractional-slot windings is also covered. Finally, different research topics that do not appear to be sufficiently answered in the literature are presented.

2.1 Optimal design of hydrogenerators

Optimization algorithms have been used to aid the design of electrical machines for decades. The optimization of electrical machine design is a nonlinear problem with both nonlinear constraints and integer variables. There is a long list of optimization methods, including algorithms that are linear and nonlinear, direct and indirect, with constraints, deterministic, stochastic, and evolutionary, that have been used [32].

Stochastic optimization methods have been used to find the optimal design of large synchronous machines since the late 1960s. In [33, 34], a Monte Carlo simulation approach was used to optimize the design of a large hydrogenerator. More advanced, stochastic methods such as Genetic Algorithms and Particle Swarm Optimization have been used to find the optimal design for large synchronous machines [35].

Traditionally, the number of poles in a hydrogenerator is given by the rotational
speed that is optimal for the turbine of the particular generator. With a converter-fed synchronous hydrogenerator, the number of poles in the generator can be set more freely.

In [36], a parametric sweep was used to investigate the influence of the combination of the pole number and the outer diameter on the optimal design. It was found that for each diameter there is a pole number that minimizes the total cost. For large diameters the optimal pole number was higher than for smaller diameters. Larger diameters in hydrogenerators are usually associated with lower rotational speeds.

Increasing the number of poles increases the output frequency. For radial flux machines the thickness of the stator yoke is proportional to the pole pitch [31]. When yoke thickness is varied as a function of pole pitch, the flux density in the yoke is kept constant and the weight of the machine is reduced. Significant weight reductions can be achieved by increasing the pole number [36].

It is well known that losses increase with frequency. When designing a hydrogenerator, there is a trade-off between keeping the weight of the generator low and keeping the efficiency high. In order to decide what the optimal nominal frequency should be, it would be necessary to perform an optimization where, among other factors, both the weight of active materials and losses are minimized simultaneously. One effective approach to finding the optimal trade-off between these competing objectives is to minimize the total cost of materials and energy losses simultaneously [37].

There are many constraints that the designer must take into account if he or she wants to find the optimal design. There are mechanical limitations, thermal limitations, material limitations and limitations due to grid requirements that all constrain the possible solution space where the optimal design is to be found.

Today, hydrogenerators are designed to be directly grid-connected. They are constrained by the existing grid codes at the sites where they are installed. One of the limiting design constraints given by these grid codes is the stability demand that directly affects the permitted value of the synchronous reactance.

In cases where a converter-fed synchronous hydrogenerator is used, the generator is not synchronously connected to the grid. It is therefore not restricted by the same stability requirements, unless they are supposed to be able to be directly grid-connected in certain situations. Therefore, the requirement on the value of the synchronous reactance may be relaxed in order to reduce the total cost. Subject to synchronous reactance constraints, the length of the airgap is dimensioned to optimize the efficiency by minimizing the magnetizing current [38].
The primary limiting parameter for the synchronous reactance is the airgap length. A low maximum value for the synchronous reactance requires a longer airgap and more ampere-turns in the field winding for the same apparent power [39]. This leads to a higher field current, greater field winding losses, tougher cooling requirements and lower generator efficiency [40]. By relaxing the upper limit for the synchronous reactance, the airgap length is allowed to be reduced.

A negative effect of a reduction in the airgap length is that the pole surface losses increase due to a larger slot width to airgap ratio. In order to keep heating caused by pole surface losses low, the airgap should be kept sufficiently large to keep a moderate slot width to airgap ratio [41].

**Unanswered research questions**

For converter-fed synchronous hydrogenerators the stability and frequency requirements are no longer governed by the grid operator as the generator is no longer synchronously connected to the grid. The following are two key research questions that arise with the introduction of converter operation of hydropower generators:

- What is the optimal choice of rated frequency for a converter-fed hydro-power generator?
- What is the effect of relaxing the requirement on the synchronous reactance on the optimal design of the generator?

**2.2 Finite element simulations**

Finite element simulations are often used to analyze large hydrogenerators where analytical methods might not be sufficiently accurate. In particular, the induced stator voltage waveform, the value of the different reactances, and losses are normally calculated using finite element simulations. A substantial number of publications deal with aspects related to losses, forces and the distribution of the magnetic field in the generator.

A more detailed review of the use of finite element simulation of losses and radial forces in large hydropower generators is provided in Section 2.3 and Section 2.4 respectively.

**2.3 Losses**

**Copper loss**

Converter operation of large hydrogenerators brings additional current and voltage harmonics that may cause problems with excessive losses and vibration [42]. In
copper windings there are both resistive losses due to the DC resistance of the winding cross section and additional AC losses due to skin and proximity effects, also known as eddy current losses. When the penetration depth of the winding cross section becomes significantly larger than the diameter of the strand at the given harmonic frequency, it causes the current to flow along the outer part of the conductor and cause excessive losses.

The eddy current loss in windings increases with the high-frequency harmonics that are produced in converter operation [43]. Several papers have investigated the effect of converter harmonics on the eddy current losses in stator windings of large induction motors in the MW range. In [44] the effect of converter operation on stator winding heating is studied.

The total copper losses in the winding consist of AC and DC losses. DC losses are caused by the equivalent DC resistance and the rms current in the winding. AC losses are the eddy current losses due to skin and proximity effects caused by the different harmonic components in the winding current. Additional AC losses due to converter operation denotes the additional eddy current losses caused by current harmonics that are not present in normal grid operation.

It can be seen in [45] that the AC copper loss during converter operation can be in the range of 40-198% of the DC copper loss. For large hydrogenerators, the heating of the stator winding is often the limiting factor in the design. For such machines, the AC copper loss can be in the range of 10-15% of the DC losses. For the generator presented in [38], the AC loss is as high as 30% of the DC loss.

There are studies presented for the converter operation of large synchronous machines in the power range of up to a few tens of MVA. Until recently two-level and three-level voltage source converters (VSC) have been used for supplying high-power electrical machines at the largest power ratings. These converters produce rich harmonic spectrums in terms of both voltage and current. Operating generators that have been designed for sinusoidal operation with a frequency converter may lead to excessive heating and damage.

No studies have been found that present the effect of converter operation on the stator winding losses of large hydrogenerators with power ratings above 100 MVA. Grimsel 2 is the largest pumped storage plant with a full-rated converter installed [25] at 100 MW. The Grimsel converter has a three-level topology with a filter installed in order to use the existing generator without excessive heating. It is therefore not presented in any analysis of the additional AC losses in Grimsel 2.

In [24] a modular multilevel converter (MMC) is proposed as the future solution for large converter-fed hydrogenerators. An MMC solution has been shown to
drastically reduce amplitude of the harmonic voltages and currents produced by the converter. This allows the use of traditional generator designs without filters. It is shown in [46] that the additional copper losses are relatively high when a two-level topology is used. For a multilevel topology these losses become negligible.

Many publications have been presented on the modeling and prediction of currents and losses in damper windings of large hydrogenerators. It is common practice to use fractional slot windings in large hydrogenerators. These windings produce subharmonics that interact with the damper winding to increase the damperbar losses during normal operation compared to integer slot windings [47].

In [48] an analytical method for calculating damperbar currents and losses is presented. The magnetic field in the airgap is predicted using a permeance model that is used as input for an equivalent circuit model. [49] uses permeance data from stationary finite element simulations together with a rotating field model to predict damperbar losses. Both methods are compared to finite element simulations.

A permeance model is used in [50] to compute the induced damperbar voltages using numerical integration. The results are compared to finite element simulations using an external circuit to represent the damper winding. The main reason for this is that damperbar currents are not normally measured during the commissioning of electrical machines [51]. There are only a few publications comparing simulations to measurements.

[52] modeled the damper winding in a 2D finite element simulation with a coupled external circuit model. The results are compared indirectly in [53] by temperature measurements on the damperbars and a thermal model where the simulated damperbar losses are used as input. The results from direct measurements of damperbar currents in a large hydrogenerator were presented in [54]. The results from [54] were analyzed and compared to simulations in [55].

The same voltage and current harmonics that are produced by converter operation induce additional losses in damperbars. A large synchronous motor with salient poles has been analyzed with sinusoidal and converter-fed operation in [56]. It was found that damperbar losses can increase dramatically with converter operation. For converters in the MW range it is normal to use a low carrier frequency, e.g. 250-450 Hz [57]. It is shown in [57] that additional losses due to converter operation in this machine are greatly reduced when a three-level topology is used instead of a two-level topology. When a multilevel converter is used, the additional losses become small.
Unanswered research questions

Converter operation is most likely going to produce additional losses in the windings of large hydropower generators. Based on what has been reported in the literature for large converter-fed synchronous motors, the following research questions remain unanswered:

- What is the effect of converter operation on the AC losses in the stator and damper windings?
- What can be done to mitigate the possibly adverse effects of converter-operation on the losses in the stator and damper windings?

Core loss

The method of loss separation presented by Bertotti [58] where iron losses are divided into hysteresis- eddy current- and excess losses, has been popular for estimating core losses in electrical machines. There are other, more detailed, models that describe hysteresis behavior mathematically.

Current models for iron loss estimation are often complex, and require detailed material data, measurement data and computational resources [59]. Many of the modern core loss estimation methods are based on more detailed modeling of mathematical hysteresis [60]. These models include the loss surface model, viscosity based magnetodynamic models, and friction like hysteresis models [60].

Examples of the recent core loss models are [59] and [61]. [59] uses measured loss and hysteresis loop data to calculate the instantaneous core losses. Core losses are calculated as a function of flux density and the flux density rate of change, $\frac{dB}{dt}$. The approach presented in [61] uses a generalized dynamic hysteresis model paired with measured hysteresis loop data to include the effects of complex waveforms on the iron core losses.

It is worth noting that these, more recent, core loss models are reported applied on smaller, low power machines. Smaller electrical machines have different iron loss distribution and saturation patterns than synchronous hydropower generators.

The results presented in [62] show that accurate results can be achieved using loss models based on the Bertotti approach. This approach has been shown to be able to provide accurate results for similar values of frequency and flux density to those used to obtain the loss coefficients in the model.

A large synchronous hydrogenerator was analyzed using finite element simulations where core losses were estimated using the Bertotti model in [63]. The iron loss
prediction was compared to loss measurements acquired using the no-load test. The simulated loss estimate was found to be in agreement with the measurements.

In [64] different loss models based on the traditional Steinmetz equation were found to give similar loss predictions for the same hydrogenerator. The core loss analysis for this generator was further extended in [38] to cover the influence of magnetic material, changes in excitation current and different airgap lengths. It was found that core losses could vary up to 25% based on the selected material data in the machine. It was also shown that it can be difficult to set the correct airgap length and excitation current in the simulations as the real data do not always correspond to the design data of the generator.

It is well known that simulated core loss is often smaller than the measured core losses in no-load. Seventy hydrogenerators were studied in [65]. The study found that, on average, the estimated yoke losses would have to be multiplied by 1.55 in order to correspond with the measured losses.

Similarly, based on simulations and measurements of the total core loss in 46 generators rated for 5-20 MVA, the measured losses were found to be 1.71 times higher than the predicted losses [66].

Additional losses not taken into account by core loss prediction methods causing the underestimation of core losses include rotational field effects [67], non-sinusoidal waveform, punching, stresses and burrs [68].

The effects of punching the lamination sheets into the right shape alter the magnetization properties of the laminations close to the cutting edges. This has been shown to increase the iron losses, typically by around 4%, but not more than 10%, for large hydrogenerators [69]. The increase in losses due to punching depends on the affected surface area relative to the total surface area.

The effects of manufacturing and assembly of the core laminations are difficult to accurately estimate. It would require thorough knowledge of the entire manufacturing and assembly process for each generator to achieve this.

There are few comprehensive studies available that focus on the typical situation occurring in stator cores of large hydrogenerators. In [70], data from 12 existing 50 Hz synchronous hydrogenerators ranging from 26 to 500 MVA are used to predict stator core losses from 2D finite element simulation. These predictions are compared to core losses measured at no-load. The results show that the methods consistently estimate from 50-70% of the no-load core loss in each generator.

A considerable amount of work has been put into modeling the additional core losses due to rotational fields. By modifying the core loss models used in [70] to
incorporate rotational losses, a better estimation of the core losses was achieved.

In [71] it was found that, in the hydrogenerator studied, over 60% of the stator had a rotating flux. It is shown in [72] that generators that are more saturated experience fields that are more rotational. This means that saturation will increase losses due both to higher levels of flux density and an increase in the rotational loss component. Design features that affect the distribution of rotational fields, and losses, are yoke thickness and airgap length.

It is found in [71] that machines with overdimensioned yokes and small airgaps experience more rotational flux and, as a consequence, more rotational losses. Reducing the thickness of the yoke seems to reduce the amount of rotational flux. If the yoke thickness becomes too thin, it is expected to lead to saturation that will increase the rotational losses.

In [70] several modifications to the existing methods were used to incorporate the effects of the rotational fields. First, the loss expressions were multiplied with expressions for the aspect ratio, i.e. the ratio between the maximum flux density amplitude of the minor axis component to the maximum amplitude of the major axis. In addition to this, the losses were multiplied by a correction factor estimating the difference between the value for rotational and alternating losses.

The factor for the aspect ratio is not that difficult to obtain. It is more challenging to correct for the difference in alternating and rotating losses. For the study in [70], due to lack of rotational loss data, typical values given in literature were used. Using these factors, the core loss estimation was improved from approximately 50% of measured losses up to around 70% of the measured losses. It is assumed that real loss data would help improve the loss prediction given by the model.

It has been seen that it is possible to improve the existing models to incorporate different effects like rotational losses. This requires a great deal of available material data that is often not provided by the manufacturers. It is possible to use parameter values and data given in literature that may fit to some materials and some cases. This, however, may not give significantly better loss predictions than the classical methods with correction factors that incorporate all these effects and that are based on empirical data from existing machines.

In order to overcome the problems related to traditional core loss methods like the Bertotti model, more detailed approaches to modeling hysteresis have been employed. These methods include scalar and vector versions of the Preisach hysteresis model, which attempts to describe the physical hysteresis process mathematically.
A Vector-Preisach model was used for 2D finite element analysis in [73] to compute core losses. The model was incorporated in the simulations using a fixed-point iteration technique. Core loss predictions were shown to agree with measured results under non-saturated conditions.

The loss property of the Vector-Preisach model can be sensitive to implementation [74], especially for circular magnetic fields and in saturation. A solution is proposed in [74] to correct the angle between the H-field and the B-field. This solution helped to remove the irreversible process that can persist at saturation.

Hysteresis loops can be accurately measured up to approximately 1.6 T. In finite element simulation programs it is required that the BH-curve is continuously approximated for flux densities up to and beyond 2 T. Inclusion of hysteresis can easily lead to divergence [75]. Bicubic spline algorithms were proposed in [75] as a solution to this issue, which seems suitable for improving the modeling of the hysteresis loop.

It was found that, for larger salient pole synchronous machines, the effect of using a single-value BH-curve instead of the full Preisach hysteresis model overestimated the losses by less than 2.5% in all operating points [76]. These results indicate that it is not necessarily guaranteed to achieve better results with more detailed core loss models.

Skin effect have a damping effect on the flux harmonics that induce eddy current losses in the laminations. In larger converter-fed machines with larger airgaps, the rotor core losses are typically smaller than the stator core losses [57]. It was found in [76] that excluding skin effect from the magnetic field solution has little impact on the total stator core losses in multi MW machines where the stator core losses are dominant.

Rotor core losses are dominated by eddy current losses induced by higher order flux harmonics [76]. In converter-fed machines where the rotor core losses are either large compared to the total stator and rotor core losses, or where rotor core losses are to be estimated accurately, the effect of skin effect cannot be neglected. Neglecting the skin effect in such cases can overestimate the losses with up to 20% [76].

Iron losses are known to increase in converter operation. It was shown in [46] that using a two-level converter increased the iron loss by 27%. Using a three-level converter reduced the additional iron loss to 6%. The amount of additional iron loss during converter operation is both dependent on converter topology and carrier frequency. For large synchronous machines, the increase in stator core losses with converter operation has been shown to be smaller than the increase in damperbar
loss when compared to sinusoidal operation [56].

For large machines, a typical carrier frequency is in the range of 250 Hz to 450 Hz. In [57] a two-level converter was found to increase the core losses by 42% using 250 as the carrier frequency. With a 450 Hz carrier frequency the additional core loss was 33%. Using a three-level converter topology reduced the additional core losses significantly. Adding even more voltage levels by using a five-level topology made the additional losses insignificant [57].

In addition to core losses in the stator and pole shoe and damper bar losses, there are core losses in the end region of the generator. These losses can be separated into end-stack losses due to the flux in no-load operation, clamping plate losses due to no-load flux and end-region losses due to flux from the armature winding MMF. These losses are difficult to estimate analytically, but several semi-empirical equations exist that are based on curve-fitting of experimental measurements on similar existing machines.

In [32] an approximate expression for the end stack losses is given based on estimating the average flux density in the end region based on geometry and a value for specific loss per kg in the end region. Similarly, [65] gives an analytical estimation of the losses of the clamping plate losses in no-load. Comprehensive modeling and analysis of the end region core losses are beyond the scope of this thesis, as detailed 3D finite element simulations would be needed to achieve this [77].

**Unanswered research questions**

Several aspects regarding the topic of core loss prediction in large hydropower generators remain without sufficient answers or solutions. Based on the literature presented in this section, the following research questions arise:

- Do the existing models for iron losses at 50 Hz give reasonable loss predictions at lower frequencies and rotational speeds?

- Will more detailed core loss models give better, more reliable loss predictions than the loss separation approach?

- How well does the use of correction factors predict the actual losses with different methods?

- How large will the additional iron losses in the stator large hydrogenerators be during converter operation?
2.4 Radial forces with fractional-slot windings

Hydrogenerators are normally salient pole synchronous generators with a relatively low speed of rotation and a high number of poles. Several advantages of fractional-slot windings over integer-slot windings are given in [78], including greater freedom of choice when selecting the number of slots, several alternatives for short-pitching and that it is easier to achieve lower harmonic distortion (i.e. reduced fifth, seventh and higher order harmonics) [79].

Fractional-slot windings produce subharmonic field waves, which are field waves with wavelengths larger than the wavelength of the main harmonic. These subharmonics can cause unwanted parasitic effects [79] like additional losses and problematic radial forces.

When considering potential electromagnetic causes for vibrations in rotating electrical machines, it is primarily radial forces with low harmonic orders that can be problematic. The amplitude of deformation is inversely proportional to \( m^4 \) [80], where \( m \) is the harmonic order. The radial force component of harmonic order \( m \) produces vibrations of mode \( m \). Vibration in the machine is primarily given by the lowest mode of vibration [81]. The lowest mode of vibration is equal to the GCD of \( Q_s \) and \( 2p \) is known to be equal to the number of times the winding pattern repeats itself along the periphery of the airgap.

In the design stage of large hydrogenerators with fractional-slot windings, the chosen combination of stator slots and poles will determine the lowest mode of vibration [81]. If the initial slot/pole-combination results in radial forces with a low harmonic order, the number of slots can be changed to increase the order of the lowest radial force harmonic. If the lowest harmonic order of the radial forces is increased, the risk for having vibration problems is reduced.

Fig. 2.1 illustrates how the radial force component of orders 2 and 4 acts on the stator respectively. For \( m = 2 \) the force wave spans half the stator periphery, while the force component of \( m = 4 \) spans only one quarter of the stator periphery.

Figure 2.1: Stator deformations for \( m = 2 \) (left) and \( m = 4 \), illustration from [82].
The amplitude of the deformation in that stator caused by the radial force harmonic components can be calculated using (2.1) presented in [80].

\[
Y_{ms} = \frac{12RR_y^3f_{rm}}{Eh_{ys}^3(m^2 - 1)^2}
\]  

(2.1)

where \(Y_{ms}\) is the amplitude of the deformation caused by the radial force component of order \(m\) with amplitude \(f_{rm}\). \(R\) denotes the stator bore radius, \(R_y\) is the average radius of the stator yoke, \(h_{ys}\) is the stator yoke thickness and \(E\) is the elasticity coefficient of Young’s modulus.

Fig. 2.2 and Fig. 2.3 were made by the author of this work from data presented in [38,48,50,54,65,69,71,72,79,80,83–95]. The figures contain data from 41 large 50 Hz and 60 Hz hydropower generators presented in the given references. The rotational speeds of the generators are in the range of 75 rpm to 750 rpm and the generators are rated for 2.25-500 MVA. The average power rating of the generators is 125.7 MVA.

Fig. 2.2 shows a relationship between slots per pole and phase \((q)\) and rotational speed. It can be seen that the number of slots per pole and phase tends to increase with rotational speed. Higher rotational speed reduces the number of poles needed to produce 50 Hz or 60 Hz output voltage. It is also found that there seems to be less variation in \(q\) in slow rotation run of river generators with rotational speeds below 200 rpm. \(q\) seems to vary more at higher rotational speeds.

It should be noted that Fig. 2.2 shows that there is a large variation in the number of slots per pole and phase \((q)\) at all rotational speeds. The variation in \(q\) is larger at higher rotational speeds.

Similar to the relationship between \(q\) and rotational speed, the relationship between the lowest mode of vibration and rotational speed for the same hydropower generators are presented in Fig. 2.3. The lowest mode of vibration seems to go down when the speed of rotation is increased. Faster rotating machines tend to have smaller diameters and thicker stator yokes than slower rotating machines with a higher pole number.

Generators with lower rotational speeds have, based on Fig. 2.3, a larger variation in the order of the lowest mode of vibration than generators with higher rotational speeds. In addition, the upper value for the lowest mode of vibration is higher for the generators with lower rotational speeds. This shows that the winding layout for slower rotating generators tends to repeat itself more times around the stator bore than the layout of generators with higher rotational speeds.
Based on (2.1) it is observed that although the lowest order of vibration $m$ tends to go up when the rotational speed is reduced, the larger diameter and thinner stator yoke work to increase the stator deformation. In conclusion it can be said that the lowest order vibration problem might not be smaller for slower rotating generators than for faster rotating generators, although the lowest mode of vibration tends to be higher for slower rotating generators.

Low-speed generators are more susceptible to experiencing vibration problems than high-speed generators at the same amplitude of the lowest order radial force component [80]. The amplitude of deformation is increased when the diameter of the generator is increased, and when the thickness of the stator yoke is reduced. Both are the case for low-speed generators since they have a high number of poles.

Spatial harmonics of the airgap flux density in two large hydrogenerators with fractional slot windings are studied using time-stepping finite element simulations [80]. One of these generators was studied during converter operation in [42]. Low order force harmonics were found to be unaffected by converter harmonics.

The order of the lowest-order spatial flux density harmonic is equal to the greatest common divisor (GCD) of $Q_s$ and $p$. Several analytical methods have been used for predicting and analyzing the harmonic content in the airgap of large hydro-
generators. Often the MMF harmonics are calculated analytically based on the winding layout [94]. The airgap flux density harmonics are then calculated using airgap permeance formulations, where the influence of the permeance of the rest of the generator is assumed negligible [29, 79].

As a consequence of neglecting the reluctance of the non-airgap parts of the generator, it is claimed in [87] that a reduction in the airgap length will give a proportional increase in the main flux density component that interacts to produce most of the lowest order radial force component. Similar studies, where the airgap length is reduced, have not been found for large, salient pole synchronous hydrogenerators.

It is also possible to use the winding factor of the different MMF harmonics [96] to predict the amplitude of the flux density harmonics. These are all simplified methods, and therefore it is impossible to determine whether the amplitudes of the different flux density harmonics are calculated correctly. In order to do this, finite element simulations are needed. The amplitude of the flux density harmonics needs to be calculated correctly if the amplitude of the lowest order radial force component is to be calculated.

The induced electric field in damperbars produces currents in the damper winding, which contribute to weakening the original magnetic field in the airgap [79]. It was
claimed that the damper winding is able to substantially reduce the amplitude of the flux density harmonics that contribute the most to the lowest order radial force component [29]. This claim was based on an analytical winding factor expression for the damper winding that was presented in [79].

In existing, large hydropower generators with fractional-slot windings there are three main methods to reduce vibration problems. First, either the stator side or the rotor side can be remade to reduce the vibration problem.

The stator construction can be modified to change the eigenfrequency, or the number of stator slots can be modified to make the winding into an integer-slot winding. Neither of these options are normally considered to be optimal as they are costly and may lead to other issues related to harmonics and losses.

The last main option is to change the existing winding configuration.

The last option is usually the best and least expensive choice if the generator is already built. An analytical design method for analyzing radial forces in large hydrogenerators, including the effect of damperbars, was presented in [79]. In [97] the effect of changing the winding layout on the level of harmonic distortion and losses is investigated.

It has been shown in [87] that retrofitting a synchronous generator into a doubly-fed induction generator can cause vibration problems. One of the reasons for the vibration problem found in [87] was that the airgap length was reduced. The solution that was chosen was to rearrange the winding configuration. In order to find the optimal winding configuration, the analytical framework presented in [79] for calculating armature MMF was combined with an algorithm [87].

Similarly, in [94], a large hydrogenerator was experiencing low order vibration problems. Different winding layouts were evaluated analytically and compared to the existing winding configuration. By changing the winding pattern, it was possible to reduce the radial force component that caused vibrations considerably.

**Unanswered research questions**

Some of the research questions on low order radial forces in large hydropower generators with fractional-slot windings that have not been sufficiently addressed in literature are:

- How does a reduced airgap length influence the lowest order radial force component in hydropower generators with a fractional-slot winding?

- What is the effect of damper windings on the lowest order radial force comp-
ponent, and how does this change when the airgap length is reduced?

- Are there any efficient methods available to the winding designer that can help mitigate possible vibration problems caused by low order radial forces?

### 2.5 Summary of research questions

Based on the literature reviewed in this chapter, a list of research questions that do not appear to have been sufficiently answered has been presented in this chapter. The relevant research questions have been presented at the end of each section in the literature review. The unanswered research topics can be grouped into optimal generator design, core loss modeling, additional losses due to converter operation, and radial airgap forces that can cause vibration problems.
Chapter 3

Design and calculation of hydropower generators

This chapter presents a framework for how to size a hydropower generator and calculate the different parameters of the generator. An analytical calculation approach is used as the basis for the design process, and an optimization method that can be used with the analytical design procedure is presented. This chapter covers how to find the main dimensions of the generator, how to dimension the required magnetization, and how to calculate the reactances. A winding layout procedure for fractional-slot windings is presented. Finally, the specifications of the generators used as case studies are given.

3.1 Design process and analytical design method

When designing synchronous hydropower generators, the goal for the designer is to find a set of input variable values that optimize the generator’s performance and minimize the total cost of the generator while staying within the given design constraints. To achieve this it is necessary to be able to calculate the electrical, magnetic, thermal and mechanical performance of the generator accurately.

This chapter presents a framework for how to size a hydropower generator and calculate the different parameters for the electromagnetic analysis of the generator. An analytical calculation approach that includes optimization algorithms, is used as the basis for the design process. The calculation approach has been implemented in a MATLAB script through the work of several Master’s theses at the Department of Electric Power Engineering at the Norwegian University of Science and Technology (NTNU) [90,98].
The geometric parts of a typical, large hydropower generator are given in Fig. 3.1 and a 3D illustration is presented in Fig. 3.2. The rotor of the generator consists of the rotor yoke/ring, the rotor pole and the magnetizing field winding. The stator consists of the stator yoke, the stator teeth, and the stator winding that is distributed in the stator slots. The geometry of the generator is set by a parameterized list of input variables that allows the designer to design the generator according to the requirements and specifications given.

![Figure 3.1: Drawing of generator geometry of a typical, large hydropower generator.](image1)

![Figure 3.2: Visualization of hydropower generator from GE [99].](image2)

The axial design of the generator is illustrated in Fig. 3.3. Large hydropower generators are usually air-cooled. The cooling air typically enters the airgap at both ends of the generator and is sent out through radial ventilation ducts that are distributed along the axial length of the stator. This can be seen in Fig. 3.3, where an actual stator construction with the stator windings installed is shown.
3.1. Design process and analytical design method

The ventilation ducts are also seen.

![Diagram of Axial Design of the Generator](image)

**Figure 3.3: Axial design of the generator.**

The design process of large synchronous hydrogenerators is restricted by a set of specifications that governs the main dimensions and performance [100]. Design data are primarily:

- Rated power $S_N$ (in MVA)
- Power factor requirement due to grid code
- Rated frequency $f_s$, rotational speed $n_s$ and runaway speed $n_R$
- Minimum moment of inertia (given by inertia constant $H$)
- Per unit synchronous and transient reactances

In addition, there are additional requirements like temperature rise limits for the cooling system and the hydraulic load from the turbine. The temperatures in the different parts of the generator are usually calculated based on thermal equivalent circuit models where the different losses are used as the input heat sources [?]. As the literature on how to analytically design salient pole synchronous machines is extensive, only some key parts of the design process relevant for the analysis in this work are presented in detail.

The traditional design process for large hydropower generators can be summarized in Fig. 3.4. First, based on the design specifications, the designer will make an initial design proposal. This first draft is then used to calculate all important parameters in order to check if the proposed generator design is able to meet all operational requirements. If the design does not satisfy all requirements, revisions are made and the calculations are performed on the new design. This procedure is repeated until a final, optimized design that yields the lowest total cost and minimum losses, while satisfying all requirements and constraints, is found.
3.1.1 Main dimensions

The output coefficient $C$, given by (3.1), is a measure of the power density of the generator, as it relates the main dimensions of the machine to the rated power. Typical values of the output coefficient $C$ for large, air-cooled hydropower generators are between 6 and 8 [101].

Different manufacturers have different empirical formulas for $C$ based on existing generator design practice. A lower output coefficient would indicate that the utilization of the materials in the generator is lower, meaning that the material cost could be reduced by increasing the magnetic and electric loading.

$$C = \frac{S_N}{D^2 L n_s}$$  \hfill (3.1)

The output coefficient is often set based on empirical data from similar generators. Fig. 3.5 and an empirical expression for the output coefficient (3.2) were created by the author of this work from data presented in [38, 48, 50, 65, 79, 80, 86–88, 90–92, 94]. The figure contains data from 22 large 50 Hz and 60 Hz hydropower generators presented in the given references. The rotational speeds of the generators are in the range of 75 rpm to 750 rpm and the generators are rated for 11-389 MVA. The average power rating of the generators is 125.5 MVA.

This empirical relationship between power rating and output coefficient given in (3.2) is useful as a starting point for the design process in order to estimate the main dimensions of the generator.

![Diagram](image-url)
3.1. Design process and analytical design method

Figure 3.5: Output coefficients for existing generators as a function of rated power, compiled from the published literature.

\[ C = 0.0142 \cdot S_N({\text{MVA}}) + 5.48 \]  \hspace{1cm} (3.2)

The output coefficient is used to determine the stator bore volume \( D^2L \) needed to supply the rated output power. There are many combinations of \( D \) and \( L \) that will give the same volume, and the following paragraphs will present an approach to find the minimum accepted value for \( D \) and \( L \) that will satisfy the requirement on the moment of inertia for the generator. When \( D \) and \( L \) are estimated, an initial design can be calculated and used as the starting point of the design process outlined in Fig. 3.4.

In order to set the length and diameter, the expressions for the inertia requirement of the generator are used. Required inertia is governed by the inertia constant \( H \), given by what is needed from the turbine. \( H \) can be expressed using (3.3) given in [102].

\[ H = \frac{1}{2} \left( \frac{\pi}{60} \right)^2 \cdot \frac{G D^2 n_s^2}{\text{kVA}} \]  \hspace{1cm} (3.3)

When the power rating in kVA, the rotational speed and the required inertia constant \( H \) are known, the required flywheel effect of the generator (in \( \text{ton}^2 \)) is calculated with (3.3). The flywheel effect is four times the moment of inertia of the
rotor. G is the weight of the rotating mass. The calculated flywheel effect of the generator, $GD^2$, is used as input in (3.4) that will, when used together with (3.1), give the initial values for the axial length of the generator $L$ and the stator bore $D$.

$$GD^2 = k \cdot D^4 L$$  \hspace{1cm} (3.4)

In (3.4) $k$ is a function of rating, speed and design approach. Normally $k = 2.6 - 2.8$ for generators with high rotational speeds and $k = (0.45 - 0.5) \cdot n_{R}^{0.25}$ for low-speed generators [100], where $n_{R}$ is the runaway speed given in rpm.

$$D = \sqrt{\frac{GD^2 Cn_s}{S_N k}}$$

$$L = \frac{S_N}{D^2 Cn_s}$$ \hspace{1cm} (3.5)

When $D$ and $L$ are found using (3.5), $D$ must be checked to see if the mechanical forces at runaway speed will be within the acceptable limits. For salient pole wound field winding machines, the maximum tip speed $v_{t} = \frac{\pi D n}{60}$, where $n$ is the rotational speed, is limited to 150 m/s by the material normally used in the rotor [32].

For hydropower generators with Francis turbines the maximum runaway speed, $n_{R}$, is in the range of $1.7n_s$ to $2.0n_s$ [103]. The maximum airgap diameter $D_{\text{max}}$ is found with (3.6). If the calculated diameter is larger than the maximum allowed value, the diameter would have to be reduced to the maximum value or less. The axial length of the machine, $L$, would have to be increased to maintain the same $D^2 L$.

$$D_{\text{max}} = \frac{v_{t} \cdot 60}{\pi \cdot n_{R}}$$ \hspace{1cm} (3.6)

The maximum tip speed limits how large $D$ can be. At higher rotational speeds, the maximum tip speed is reached at lower values for $D$, meaning that high-speed hydropower generators tend to have smaller diameters and longer axial lengths, see Fig. 3.6. For run-of-river plants, the number of poles is high and the diameter $D$ is larger. This gives a typical design for low-speed hydropower generators with short axial lengths and large diameters, see Fig. 3.7.

The rated power of a salient pole synchronous generator can be expressed by (3.7), where $k_w$ is the winding factor. For large hydropower generators, the stator rms
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Figure 3.6: High-speed hydropower generator [104].

Figure 3.7: Low-speed hydropower generator [104].
line voltage $U_n$ is usually set as one of the design parameters that is not predefined in the design data in order to give freedom to the designer in choosing current loading $A$, the design of the stator winding and the stator rms phase current $I_s$. The rated stator voltage can vary from 5 kV to 15 kV, and in some cases hydropower generators can be designed with voltage levels as high as 21 kV.

Combined with (3.1) the output coefficient can be reformulated as (3.8). Now we see that the output coefficient is a function of the electric loading $A$ and the magnetic loading of the machine represented by the airgap flux density $B_δ$.

\[ S_N = \sqrt{3}U_nI_s = \frac{\pi^2}{\sqrt{2}}k_wAB_δD^2L_{n_s} \quad (3.7) \]

\[ C = \frac{\pi^2}{\sqrt{2}}k_wAB_δ \quad (3.8) \]

For a fixed rotational speed and apparent power, an increase in $A$ or $B_δ$ leads to a reduction in the required airgap volume $D^2L$. The magnetic loading $B_δ$ is limited by the saturation level in the available core material. In the core materials used today, the airgap flux density $B_δ$ is limited to approximately 1.1 T [100]. Normally, large salient pole generators are operated with an airgap flux density of 0.85-1.05 T [78].

For a given airgap volume $D^2L$ and a magnetic loading limited by the maximum $B_δ$, the required electric loading, $A$, that gives the estimated output coefficient $C$ is given by (3.9) for the two-layer winding. $A$ is defined as the number of ampere-turns per meter along the airgap periphery. It is defined by the number of stator slots $Q_s$, the stator current $I_s$ and the stator bore $D$ as:

\[ A = \frac{2I_sQ_s}{\pi D} \quad (3.9) \]

The permitted current loading $A$ and the stator winding current density is limited by the efficiency of the cooling system, the maximum winding temperature rise given by the insulation type that is used, and the synchronous reactance requirement for the given generator. The number of stator slots $Q_s$ is chosen when the winding layout is designed and is limited by several factors, including reactance requirements, as will be further discussed in Sections 3.1.3 and 3.1.4.

Finally, after the current loading $A$, stator current density and the design of the stator winding, i.e. number of strands, number of parallel paths and number of slots $Q_s$, is set the stator current $I_s$ is calculated.
It should be noted that the output coefficient $C$ that was found using (3.2), and the calculated values for $D$ and $L$ should be considered starting points for the design. For instance, if $A$ or $B_{\delta}$ are increased it is possible to either decrease the other value or reduce the airgap volume as long as all design constraints are met.

Normally, $N_p$ is given by the rated frequency $f_s$ and the rotational speed $n_s$ given by the turbine. For converter-fed machines, $f$ is not set, meaning that $N_p$ can be varied freely. Increasing $N_p$ reduces the rotor and stator yoke thickness given by (3.10). The value of iron stacking factor, $k_{Fe}$, is typically between 0.9 and 0.97 [78]. $B_y$ is the design flux density that is desired to have in the yoke.

$$h_y = \frac{B_{\delta} \pi D}{2B_y k_{Fe} N_p}$$  \hspace{1cm} (3.10)

If the air-gap diameter is kept constant and the pole number is increased, the pole pitch will decrease. By keeping the flux density constant, both the yoke thickness and the core weight are reduced. The outer diameter, $D_o$, is simply found by using (3.11), where $h_s$ is the height of the stator slots.

$$D_o = D + 2(h_s + h_{ys})$$  \hspace{1cm} (3.11)

### 3.1.2 Field winding

The field winding must be able to, in no-load, produce enough ampere-turns to sustain the total required magnetomotive force (MMF), $F_{mtot}$, see (3.12), between a pair of poles. As is illustrated in Fig. 3.8, the total MMF can be separated into the MMF over the airgap, $F_{\delta}$, the stator teeth, $F_{mt}$, the stator yoke, $F_{msy}$, the pole core, $F_{mp}$, and the rotor ring, $F_{mry}$. The method for calculating the required MMF in the generator is only presented in brief in order to provide an overview of the procedure.

$$F_{mtot} = F_{\delta} + F_{mt} + F_{mp} + \frac{1}{2} [F_{msy} + F_{mry}]$$  \hspace{1cm} (3.12)

The MMF over the stator teeth is calculated using Ampère’s law along the length of the tooth $h_t$, see (3.13). More details on how to estimate the MMF can be found in [78].

$$F_{mt} = \int_0^{h_t} H_t \cdot dl$$  \hspace{1cm} (3.13)
The MMF over the pole core is calculated similarly using (3.14), where \( h_{pc} \) is the height of the pole core, \( H_{p,\text{max}} \) is the maximum magnetic field intensity and \( H_{p,\text{min}} \) is the minimum magnetic field intensity.

\[
F_{mp} = \int_{0}^{h_{pc}} H_p \cdot dl = \frac{H_{p,\text{max}} + H_{p,\text{min}}}{2} \cdot h_{pc} \tag{3.14}
\]

The MMF over the airgap is calculated using (3.15), and is determined by the required flux density \( B_\delta \), Carter’s coefficient for the airgap \( k_C \) and the equivalent airgap length \( \delta_{0e} \).

\[
F_\delta = \frac{B_\delta}{\mu_0} \cdot k_C \delta_{0e} \tag{3.15}
\]

The shape of the pole shoe in a salient pole generator is chosen to provide a more sinusoidal flux density by not having a uniform airgap length. As a consequence of this, the equivalent airgap length \( \delta_{0e} \) can be expressed with (3.16) from [105] where \( \delta_{max} \) is the maximum airgap length.
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\[ \delta_{0e} = \delta_0 \cdot \left[ 1 + \frac{1}{3} \left( \frac{\delta_{\max}}{\delta_0} - 1 \right) \right] \]  
(3.16)

Carter’s coefficient \( k_C \) makes the effective airgap of the machine longer and is given by (3.17), primarily due to slotting in the stator, \( k_{Cs} \), and slotting in the pole shoes to make space for the damperbars, \( k_{Cr} \).

\[ k_C = k_{Cs} \cdot k_{Cr} \]  
(3.17)

Carter’s coefficient for slotting in the stator is given by (3.18), where \( \tau_u \) is the slot pitch and \( b_u \) is the stator slot opening.

\[ k_{Cs} = \frac{\tau_u}{\tau_u - \frac{b_u}{\delta_0} b_u} \]  
(3.18)

Carter’s coefficient for slotting in the rotor is given by (3.19), \( b_D \) is the slot opening for the damperbars and \( \tau_r \) is damperbar slot pitch.

\[ k_{Cr} = \frac{\tau_r}{\tau_r - \frac{b_D}{\delta_0} b_D} \]  
(3.19)

The MMF over the stator and rotor yokes are found by taking the line integral of the magnetic field \( H \) in the yoke from one pole to the next, as given by (3.20). For more details, see [78].

\[ F_{msy/ry} = \int H_y \cdot dl \]  
(3.20)

When the total required MMF is known, it is used to calculate the needed ampere-turns \( n_f I_f \) produced by the field winding in no-load, see (3.21).

\[ n_f I_f = U_{mtot} \]  
(3.21)

When the generator is loaded, the field current must be increased to compensate for the effect of the armature reaction. The total magnetization needed for rated load is found through calculating \( E_f \), which, on a per unit basis, tells us how much the magnetization must increase from no-load operation to rated load. The first step to find \( E_f \) is to calculate the load angle \( \delta \), by using (3.22). All values are
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given in per unit in (3.22), (3.24) and (3.25). The approach presented here is based on a generator supplying an inductive load. The procedure is similar for other load situations, and more details can be found in [78]. A phasor diagram illustrating the approach for calculating the required magnetization at rated load is given in Fig. 3.9.

![Figure 3.9: Phasor diagram for the generator at rated load.](image)

The details for calculating the stator resistance $R_a$ are provided in Section 3.2.5, while the calculation of the different reactances is explained in Section 3.1.4.

$$E_Q = U_n + (R_a + jX_q)I_s = |E_Q|\angle\delta$$  \hspace{1cm} (3.22)

The current angle $\alpha$ of the stator current $I_s$ is found as the sum of $\delta$ and the power factor angle $\varphi$, see (3.23). Once $\alpha$ is found, the d-axis current component can be calculated using (3.24).

$$\alpha = \delta + \varphi$$  \hspace{1cm} (3.23)

$$I_d = -I_s \sin (\alpha)$$  \hspace{1cm} (3.24)

Finally, $E_f$ can be calculated using (3.25) and be used to calculate the total magnetization needed at rated load for the generator with (3.26).

$$E_f = U_n + R_aI_s + jX_qI_s + j(X_d + X_q)I_d = E_Q + j(X_d - X_q)I_d$$  \hspace{1cm} (3.25)

$$n_fI_f = F_{mtot} \cdot |E_f| \text{ (rated load)}$$  \hspace{1cm} (3.26)
The number of turns, $n_f$, and current, $I_f$, in the field winding is chosen based on available space and the cooling capacity of the machine. Details on how to calculate the number of turns in the field winding and how to design the pole and pole shoe in the rotor can be found in [32, 78].

### 3.1.3 Stator winding

Synchronous hydropower generators are generally designed with fractional-slot windings. In Fig. 3.10 the stator of a large hydropower generator during the assembly phase can be seen. The stator winding has been installed. The winding layout can be seen, as the different phases are distinguished by the colors, red, white and blue.

![Figure 3.10: Stator of hydrogenerator during assembly phase. Private photo.](image)

When the current loading of the stator $A$ has been estimated, the stator current $I_s$, the number of stator slots $Q_s$ and the terminal voltage $U_n$ must be decided upon.

In general, fractional-slot windings are windings where the number of stator slots ($Q_s$) divided by the number of phases ($m$) and rotor poles ($N_p$) gives a fractional number ($q$) (see (3.27)).

$$q = \frac{Q_s}{m \cdot N_p} = \frac{z}{d} = b + c/d \quad (3.27)$$

For all winding arrangements, in order to achieve a balanced winding, $Q_s$ must be divisible by the number of phases $m$. For three-phase fractional-slot windings there is another requirement for balance. The denominator $d$ in (3.27) cannot con-
tain \( 3^p \) as a factor [65]. If \( N_p \) contains a factor \( 3^p \), then \( Q_s \) must also contain a factor \( 3^p \) in order for the winding to be balanced.

The maximum number of parallel circuits in a stator winding is set by how many times the winding is repeated along the circumference of the stator. The number of times that the winding repeats itself \( t \) is found as the greatest common divisor (GCD) between \( Q_s \) and \( N_p/2 \).

Based on the requirements for achieving a balanced winding, the designer is free to choose the number of slots \( Q_s \). After selecting a value for \( Q_s \), the performance and the parameters of the generator are calculated to ensure that the proposed design is within all the given constraints. Since the terminal voltage of the generator is not set, the designer is given more freedom to meet the requirements of the specific generator. This procedure for selecting the number of stator slots \( Q_S \) can take several iterations to find an optimal design.

There are only odd harmonics present in the airgap MMF distribution when \( Q_s/t \) is even. When \( Q_s/t \) is odd, both odd and even harmonics are present. Only harmonics that are multiples of \( t \) will be present [106]. Another way of finding the number of repeatable winding parts, is to divide \( N_p \) by \( d \) [107]. In addition, the maximum number of parallel circuits must be divisible by the chosen number of parallel circuits, i.e. the number of parallel circuits must be a factor in the maximum number of parallel circuits.

A general procedure for the layout of balanced, three-phase fractional slot windings based on the star of slot voltages as presented in [108,109] is used as the basis for the analysis presented in Chapter 6.

In salient pole synchronous hydropower generators, the stator coils are usually made of Roebel bars with one turn per coil. A cross section of a typical double-layer stator winding in one stator slot is presented in Fig. 3.11. Each stator bar is made of Roebel bar strands in parallel with an insulation layer around each bar. Between each bar and between the parallel strands there are insulating strands. There is typically a slot wedge on top of the upper layer to maintain the winding in the slot. A typical end-winding connection of a double-layer winding is also presented in Fig. 3.11.

The winding factor \( k_w \) tells us how effectively a coil and winding utilize the available flux per pole. It is desirable that the winding factor is high for the main harmonic of the flux and low for the flux of the other harmonics present in the flux. A short pitched winding is usually preferred for fractional-slot windings in order to reduce the amplitude of the other winding flux harmonics that are present.
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Fig. 3.11 provides a simple illustration of a short pitched and a full pitched winding layout. In a short pitched winding, one stator bar is connected to a stator bar that is closer than a full pole pitch, $\tau_p$, away from it. This reduces the amount of flux passing through this coil compared to a full pitched winding.

The winding factor for the fundamental harmonic, $k_w$, see (3.28), is given as the product of the distribution factor, $k_d$, and the pitching factor, $k_p$, for the fundamental harmonic. As presented in [78], $k_d$ is given by (3.29) and $k_p$ is given by
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(3.30), where $\frac{W_w}{\tau_p}$ is the relative coil pitch.

$$k_w = k_d \cdot k_p \quad (3.28)$$

$$k_d = \frac{\sin \left( \frac{\pi}{2m} \right)}{q \sin \left( \frac{\pi}{2mq} \right)} \quad (3.29)$$

$$k_p = \sin \left( \frac{W_w \pi}{\tau_p \cdot 2} \right) \quad (3.30)$$

The electrical angle between two stator slots $\alpha_s$, see Fig. 3.14, is given by (3.31) where $\alpha_s'$ is a reduced angle as described in the expression for the slot angle.

$$\alpha_s = \frac{2\pi}{Q_s} N_p = \frac{\pi}{mq} \cdot d = \alpha_s' \cdot d \quad (3.31)$$

A general procedure for the layout of balanced, three-phase fractional slot windings based on the star of slot voltages as presented in [108, 109] is used. The span from one pole to the next covers $180^\circ$ electrically, which in a balanced three-phase system is separated into three phase belts of $60^\circ$ each. This phase belt is then divided into $z$ boxes spanning $\alpha_s'$ degrees. The angle difference between two slots was shown in (3.31) to be $d \cdot \alpha_s'$. If slot 1 is placed at $0^\circ$, then the next slot is placed in the box that is at an angle of $0^\circ + d \cdot \alpha_s'$ and so on.

By using this approach it is possible to obtain a layout procedure similar to the one presented in Fig. 3.13, which can be used for any balanced three-phase fractional-slot winding.

Fig. 3.14 shows the voltage star of vectors for the first half of the example generator with 18 slots and 4 poles as the winding pattern repeats itself every two poles. The figure also shows how the resulting balanced three-phase system of voltages is produced by combining the slot voltages following the procedure presented in Fig. 3.13.

The winding layout for the generator G3 in Table 3.5 is presented in Table 3.1, and is produced by following the same design procedure as in the example case. The winding layout in Table 3.1 is made based on the method in Fig. 3.13. Table 3.1 has the same number of columns as the number of poles the winding uses to complete one layout pattern before it starts to repeat itself. The number of rows is equal to the number of phases. Each slot in the table is filled by counting the
3.1. Design process and analytical design method

Figure 3.13: Winding layout procedure example. One of the simplest fractional-slot windings possible with \( q = 1.5 \), \( N_p = 4 \), \( Q_s = 18 \). The numbers in the table denote the slot number. Current direction in each slot is indicated with + and -.

<table>
<thead>
<tr>
<th>Pole</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 2</td>
<td>6</td>
<td>-</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Pole 3</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>( N_p )</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>( N_p = 4 )</td>
<td>Phase R</td>
<td>Phase T</td>
<td>Phase S</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.14: Resulting star of voltage vectors including voltage vectors for each slot and the resulting three-phase system. All values in per unit. One of the simplest fractional-slot windings possible with \( q = 1.5 \), \( N_p = 4 \), \( Q_s = 18 \). The numbers in the figure denote the slot number.

The number of slots in phase R, S or T in Fig. 3.13 respectively. For example, in Table 3.1, the first pole in Fig. 3.13 would have five slots in phase R, four slots in phase -T and four slots in phase S.

The presented procedure for winding layout is used in Chapter 6 as the basic
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Table 3.1:

<table>
<thead>
<tr>
<th>RRRRR</th>
<th>-T-T-T-T</th>
<th>SSSS</th>
<th>-R-R-R-R-R</th>
<th>TTTT</th>
<th>-S-S-S-S</th>
<th>RRRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>-T-T-T-T</td>
<td>SSSS</td>
<td>-R-R-R-R-R</td>
<td>TTTTT</td>
<td>-S-S-S-S</td>
<td>RRRR</td>
<td>-T-T-T-T</td>
</tr>
<tr>
<td>SSSSS</td>
<td>-R-R-R-R-R</td>
<td>TTTT</td>
<td>-S-S-S-S-S</td>
<td>RRRR</td>
<td>TTTT</td>
<td>SSSS</td>
</tr>
</tbody>
</table>

method for the winding layout. When short pitching the double layer winding, one of the layers is displaced by the number of slots that the winding is to be short-pitched by relative to the other layer.

3.1.4 Reactance calculations

The synchronous reactance, $X_d$, consists of the armature reaction component, $X_{ad}$, and the flux leakage component, $X_l$, see (3.32). Armature reaction is the main component of the synchronous reactance.

$$X_d = X_{ad} + X_l$$  
(3.32)

The main component of the synchronous reactance is the armature reaction reactance given by (3.33).

$$X_{ad} = k_{d1} \frac{F_a}{F_0}$$  
(3.33)

$k_{d1}$ is a reduction coefficient of the d-axis magnetizing reactance in machines with salient poles. An expression for $k_{d1}$ for salient poles with constant airgaps is given as (3.34) in [68] where $\frac{\tau_p}{\tau}$ is the relative pole arc.

$$k_{d1} = \left[\frac{\tau_p}{\tau} + \frac{1}{\pi} \sin \frac{\tau_p \pi}{\tau}\right]$$  
(3.34)

By correcting for the fact that the airgap is not uniform, $k_{d1}$ can be expressed using (3.35), where $\delta_{max}$ is the maximum airgap length.

$$k_{d1} = \left[\frac{\tau_p}{\tau} + \frac{1}{\pi} \sin \frac{\tau_p \pi}{\tau}\right] \cdot \left[1 + \frac{1}{3} \left(\frac{\delta_{max}}{\delta_0} - 1\right)\right]$$  
(3.35)

For traditional designs with a relative pole arc of 0.7, an average value of 0.83 can be used [105]. The MMF of the armature winding, as shown in [78], is given in (3.36) where $I_c$ is the current in each stator bar.
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\[ F_a = \frac{4}{\pi} \sqrt{2} l_c a k_w \frac{Q_s}{N_p} = \frac{4}{\pi} \sqrt{2} I_s k_w Q_s \frac{N_p}{N_p} \]  

(3.36)

Similarly, [78] expresses MMF over the airgap as (3.37).

\[ F_d = \frac{B_\delta}{\mu_0} \delta_0 \cdot k_C \]  

(3.37)

By combining (3.33), (3.36) and (3.37), the expression for the armature reaction reactance is given as (3.38).

\[ X_{ad} = k_{d1} \mu_0 \cdot \frac{6\sqrt{2}}{\pi} \frac{I_s k_w Q_s}{B_\delta \delta_0 k_C N_p} \text{ (p.u.)} \]  

(3.38)

Using (3.38), one can see that the synchronous reactance is inversely proportional to both \( N_p \) and \( \delta_0 \). \( X_d \) gives a measure of the machine magnetization current [110]. A larger air gap gives a smaller \( X_d \), and more field winding ampere-turns to produce the same apparent power [32].

Reactance calculations were compared with measurements from three existing hydrogenerators using design specifications given in [88]. The generators have power ratings of 36, 52 and 320 MVA respectively. The results are given in Table 3.2. The calculated values are somewhat lower than the measured values for generator GI. For GII and GIII, the synchronous reactances calculated matches well with the measured values.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>G(_I)</th>
<th>G(_{II})</th>
<th>G(_{III})</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_d ) (p.u.)</td>
<td>0.98</td>
<td>0.96</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>0.97</td>
<td>1.28</td>
</tr>
</tbody>
</table>

M - measured value C - calculated value

The total leakage inductance, \( L_\sigma \), is given by (3.39), and the leakage reactance is given as \( X_l = 2\pi f_s L_\sigma / Z_b \text{ (p.u.)} \). \( Z_b \) is the base impedance. Details for how to calculate the different components of the leakage inductance have not been provided here, but can be found in [32, 78, 111].

\[ L_\sigma = L_\delta + L_{ru} + L_d + L_w + L_{sq} \]  

(3.39)
The different components of the leakage inductance are:

- \( L_\delta \), the airgap leakage inductance
- \( L_u \), the leakage inductance due to slotting in the stator
- \( L_d \), the tooth tip leakage inductance
- \( L_w \), the end-winding leakage inductance
- \( L_{sq} \), the leakage inductance due to skewing

The generators analyzed in this work do not have skewing. Therefore the leakage inductance due to skewing is not relevant here.

### 3.2 Losses

#### 3.2.1 Mechanical losses

Bearing and windage losses in electrical machines can be calculated using several methods. Mechanical losses include losses in bearings and windage loss due to the cooling airflow within the machine. There are several methods for calculating these losses. The developments in computational fluid dynamics and available computational resources allows for detailed simulations of the airflow in electrical machines. These simulations are still time-consuming, and the uncertainty in the results can be significant.

Formulas for calculating the bearing and windage losses are generally based on curve fitting of loss measurements to machine length, diameter and rotational speed. Different textbooks on electrical machine design present variations to these formulas. Here, (3.40) given by [109] is used.

\[
P_{fr} = k_v D^3 n^2 \sqrt{L} \cdot 10^{-5} \text{ (kW)}
\]

\[
k_v = 0.8(1.7 + 0.4D) \left( \frac{1.75}{D} \right)^{0.4} \left( \frac{n}{428} \right)^{0.4}
\]

(3.40)

#### 3.2.2 Finite element methods for calculating iron losses

**Method A: Loss-separation based on curve fitting of loss data (Bertotti)**

A popular method for stator core loss estimation, \( P_{iron} \), is the loss-separation method (3.41) presented by Bertotti [58]. Loss-separation divides the core losses
into hysteresis loss $P_h$, classical eddy current loss $P_c$ and excess or anomalous losses $P_e$.

$$P_{iron} = P_h + P_c + P_e = k_h f B_m^2 + k_c f^2 B_m^2 + k_e f^{1.5} B_m^{1.5}$$

$$= K_1 B_m^2 + K_2 B_m^{1.5}$$  \hfill (3.41)

In (3.41), $k_h$ denotes the hysteresis loss coefficient, $k_e$ the excess loss coefficient, $f$ the frequency and $B_m$ the peak magnetic flux density. The coefficients $K_1$ and $K_2$ represent the terms that are a function of $B^2$ and $B^{1.5}$ respectively. $K_1$ and $K_2$ are given by (3.42). $k_c$ is the classical eddy loss coefficient found using (3.43) where $\sigma$ is the conductivity of the material and $d$ is the lamination sheet thickness.

$$K_1 = k_h f + k_c f^2$$

$$K_2 = k_c f^{1.5}$$  \hfill (3.42)

$$k_c = \pi^2 \sigma \frac{d^2}{6}$$  \hfill (3.43)

A least square approach, see (3.44), is used to find $K_1$ and $K_2$ based on loss data given by the manufacturer of laminated steel.

$$\min_{K_1, K_2} f(K_1, K_2) = \sum \left[ P_{iron,i} - (K_1 B_i^2 + K_2 B_i^{1.5}) \right]^2$$  \hfill (3.44)

$P_{iron,i}$ is the loss data for combination $i$ of flux density and frequency from the data sheet. The least square approach can be used for data at one or several frequencies. When curves for several frequencies are used to find the coefficients, it has been shown that the fitting are in agreement with the curve for the highest frequency curves while overestimating lower frequency losses.

In [112] loss curves for 50 Hz, 100 Hz, 200 Hz, 400 Hz, 1000 Hz and 2000 Hz for the laminated steel type M235-35A were used to calculate the loss coefficients of the Bertotti model. The 50 Hz losses were overestimated by more than 100% although the overall loss prediction error was only 1.5%. Since the bulk of the losses are caused by the lowest frequency, i.e. 50 Hz, only 50 Hz loss data are used when the least square method is used to find $K_1$ and $K_2$ in this chapter.

Knowing $K_1$ and $K_2$ we can find $k_h$ and $k_e$ using (3.45) where $f_0$ is the frequency that was used to obtain the loss curve.
\[ k_h = \left( K_1 - k_c f_0^2 \right) / f_0 \]
\[ k_c = K_2 / f_0^{1.5} \]  

(3.45)

The frequency domain model given by (3.41) is not suitable for time-stepping analysis. In order to use the loss separation method, the expression for hysteresis, eddy current and excess losses need to be modified. Hysteresis loss is modeled using (3.46) given by [113].

\[ P_h(t) = H_{irr} \frac{dB_m}{dt} \]  

(3.46)

Where \( H_{irr} \) is the irreversible component of the hysteresis loop given in (3.47).

\[ H_{irr} = \frac{1}{\pi} \cdot B_m \cos(\theta) \]  

(3.47)

\( \theta \) is found by expressing the hysteresis loop as an equivalent elliptical loop having the same area as the hysteresis loop [113], where \( B = B_m \sin(\theta) \). The modified expressions for eddy current and excess loss given by (3.48) and (3.49).

\[ P_c(t) = \frac{1}{2\pi^2} k_c \left( \frac{dB}{dt} \right)^2 \]  

(3.48)

\[ P_e(t) = \frac{1}{C_e} k_e \cdot \left| \frac{dB}{dt} \right|^{1.5} \]  

(3.49)

\( C_e = 8.763 \) from integration of the expression \( C_e = (2\pi)^{1.5} \cdot \frac{2}{\pi} \int_0^{\pi} \cos \theta^{1.5} d\theta \).

**Method B: Vector hysteresis model (Vector-Preisach)**

Using the Preisach approach, the hysteresis losses, \( P_h \), are calculated using (3.50). The eddy current losses are found using (3.48).

\[ P_h(t) = \frac{1}{T_p} \int_{T_p} H \cdot \frac{dB}{dt} \, dt \]  

(3.50)

Hysteresis has been modeled by the Vector-Preisach model, using angularly distributed scalar reversed Preisach models with \( B \) as input and \( \dot{H} \) as output [114]. The classical Preisach-model can be expressed as (3.51) according to [115].
3.2. Losses

\[ y(t) = \Gamma[u](t) = \int_{\alpha \geq \beta} \mu(\alpha, \beta)[\gamma_{\alpha\beta}u](t) \, d\alpha \, d\beta \quad (3.51) \]

where \( y(t) \) is the output of the Preisach model. \( [\gamma_{\alpha\beta}u](t) \) is called the elementary Preisach hysteron since it is the basic block from which the Preisach operator \( \Gamma[u](t) \) is constructed. The parameters \( \alpha \) and \( \beta \) are increasing and decreasing values of the input \( u(t) \), while \( \mu(\alpha, \beta) \) is a distribution function.

A fixed-point procedure is used to connect the Preisach model and the finite element solution. The flux density \( B \) is found from the magnetic vector potential. Using \( B \) as input, \( H \) is found from the Preisach model using the fixed-point process using (3.52) [116].

\[ H = \nu_f B + R \quad (3.52) \]

Here \( \nu_f \) is the fixed-point coefficient and \( R \) is a residual nonlinearity that is determined iteratively. In the inverted version of the Preisach model, the governing equation in the finite element model is given in [117].

where \( N_{cn}, S_n, i_n \) and \( \beta_n \) are the number of turns of a coil of phase \( n \), the cross section of the \( n \)th phase coil side, and the current in phase \( n \) respectively. \( \beta = 1 \) for coil sides with a positive direction and \( \beta = -1 \) for coil sides with a negative direction. \( \sigma \) is the conductivity of the material, \( A \) is the \( z \)-component of \( A \), \( t \) is time and \( R \) is the residual nonlinearity from (3.52).

One of the issues with the Preisach model is that it is difficult to model the hysteresis curves at saturation [118]. This may lead to numerical problems in simulation which can lead to an overestimation of the core losses. The hysteresis loops of ferromagnetic materials can be measured accurately up to 1.4 T to 1.6 T. For parts of an electrical machine the flux densities can be higher than this. In finite element programs, the BH curve is often needed to be continuously defined up to 2 T and even higher [75].

Without further modeling of the BH-curve, this will provide an overestimation of the product between \( B \) and \( H \) and with it the core losses. Several improvements have been introduced to solve the problem of saturation. In [74] a model is proposed that corrects the angle between the \( B \) and \( H \) vector in saturation so that the overestimation of the losses is reduced, and in [75] bicubic spline algorithms were proposed to model the BH-curve at saturation to give more realistic hysteresis behavior.
3.2.3 Analytical method for calculating iron losses

Iron losses primarily consist of hysteresis losses, eddy current losses and excess losses due to other effects. It is difficult to determine the exact distribution between hysteresis and eddy current losses [70]. Normally this is estimated based on curve fitting of loss measurements using an Epstein frame.

Traditionally, in order to calculate core losses, some version of Steinmetz’s equation for core loss has been used. The general version of Steinmetz’s equation is given in (3.53).

\[
P_{\text{iron}} = P_{10} \cdot \left( \frac{f}{50} \right)^{a_f} \cdot \left( \frac{B}{1.0} \right)^{a_b} \cdot m_{\text{iron}}
\]  

(3.53)

The coefficients \(a_f\) and \(a_b\) are found from curve fitting of loss data at different frequencies and levels of flux density. \(P_{10}\) is the specific losses (W/kg) at 1.0 T and 50 Hz and \(m_{\text{iron}}\) is the mass of iron. Here losses are assumed proportional to frequency to the power of 1.3. The power coefficients of the losses are based on material data originally presented in [111]. Based on this, the version of the Steinmetz equation used is given in (3.54).

\[
P_{\text{iron}} = \left( \frac{f}{50} \right)^{1.3} \cdot \left[ P_{\text{yoke}} + P_{\text{teeth}} \right]
\]

\[
P_{\text{yoke}} = k_1 P_{10} B_{ys}^2 \cdot m_{ys}
\]

\[
P_{\text{teeth}} = k_2 P_{10} \left( \frac{B_{d,\text{max}} + B_{d,\text{min}}}{2} \right)^2 \cdot m_{ts}
\]

(3.54)

\(B_{ys}\), \(B_{d,\text{max}}\) and \(B_{d,\text{min}}\) are the stator yoke flux density, the maximum tooth flux density and the minimum tooth flux density respectively. In order to take rotational fields, effects from manufacturing/machining and harmonics in different parts of the iron into account, correction factors \(k_1\) and \(k_2\) are set to 1.6 and 2.0 respectively [78].

The weight of the stator teeth, \(m_{ts}\), is found using (3.55) as given by [119]. \(L_n\) is the iron length when the ventilation ducts are excluded, \(b_{t,\text{mean}}\) is the mean width of the stator tooth, \(h_s\) is the height of the stator slot and \(Q_s\) is the number of stator slots. \(\gamma_{Fe}\) is the mass density of iron and \(k_{Fe}\) is the stacking factor of the iron core.

\[
m_{ts} = b_{t,\text{mean}} \cdot h_s L_n Q_s \cdot \gamma_{Fe} k_{Fe}
\]  

(3.55)
The weight of the stator yoke, $m_{ys}$, is found by assuming that the volume of the yoke is the volume of a hollow cylinder. When the volume is found this is multiplied by the mass density of iron. $D_o$ is the outer diameter of the stator.

$$m_{ys} = \pi \left[ \left( \frac{D_o}{2} \right)^2 - \left( \frac{D + 2h_s}{2} \right)^2 \right] \cdot L_n \cdot \gamma_{Fe}k_{Fe} \quad (3.56)$$

### 3.2.4 Pole surface losses

This section presents a framework for estimating the pole surface losses in the generator analytically. The MATLAB script used for the analytical design investigations in this thesis has been expanded to include the method for calculating pole surface losses presented here.

Flux density harmonics in the airgap induce losses in the surface of the pole shoes. These losses include harmonics due to the stator slot ripple at no-load, the interaction of the slot ripple permeance and the armature MMF at load and higher order MMF harmonics. No-load surface losses $P_{ps,\text{no-load}}$ is given by (3.57) where the expression for the armature reaction (3.38) is inserted into the loss expressions given in [32].

$$P_{ps,\text{no-load}} = 232d \left[ (k_{Cs} - 1)B_\delta \tau_u \right]^2 N_p A_p \left( \frac{Q_s n_s}{60} \right)^{1.5} (kW) \quad (3.57)$$

where $d$ is the thickness of the pole shoe laminations, $k_{Cs}$ is the stator slotting Carter’s coefficient, $B_\delta$ denotes the airgap flux density, $\tau_u$ the stator slot pitch, $N_p$ the number of poles and $A_p$ the airgap surface area of each pole. $Q_s$ denotes the number of stator slots and $n_s$ the rotational speed in rpm. In addition to the pole surface losses at no-load, there are losses due to the impact which the slotting of the stator has on the armature MMF $P_{ps,\text{full-load}}$ given by (3.58) [32].

$$P_{ps,\text{full-load}} = K' \left( \frac{1}{(k_{Cs} - 1)} \right) \cdot k_{di} \frac{6\sqrt{2}}{\pi \mu_0} \frac{I_s k_w}{B_\delta \delta_0 k_e} \cdot P_{ps,\text{no-load}} (kW) \quad (3.58)$$

$K' = 0.2$ is a parameter that takes into account the fact that the airgap is longer at the sides of the pole face [32]. $I_s$ is the stator current, $k_C$ is the total Carter’s coefficient, $k_{di}$ is the coefficient given by (3.35), $k_w$ is the total winding factor and $\delta_0$ is the physical airgap length.
The surface loss due to higher order MMF harmonics when there are damper windings \( P_{\text{armature}}^{\text{ps.full-load}} \) can be estimated using by (3.59) [120]. If no damperbars are installed, \( P_{\text{armature}}^{\text{ps.full-load}} \) can be estimated using (3.60) from [32] instead.

\[
P_{\text{armature}}^{\text{ps.full-load}} = \frac{1.85N_pN_BL_BC_BK_{f300}}{A_B} \left( \frac{\tau_p}{k_c\delta_0} \right)^2 \cdot \left[ \frac{k_d1}{2000} \frac{6}{\pi} \sqrt{2} I_s k_w \frac{Q_c}{N_p} \right]^2 \cdot 10^{-8} \quad (kW)
\]

(3.59)

where \( N_B, L_B, C_B \) and \( A_B \) is the number of damperbars per pole, the length of each damperbar, the ratio of the damperbar resistivity compared to the resistivity of copper and the cross section of each damperbar respectively. \( L_{ew} \) is the end winding length, \( \beta \) is the winding short pitch ratio, \( b_{sh} \) is the damper winding slot opening, \( \tau_p \) is the pole pitch and \( t_2 \) is the damper bar pitch. \( K_{f300} = 1.96d_B \sqrt{1/C_B} \) and \( \delta_B = \frac{6t_2}{\tau_p} \), \( \pi \) radians, where \( d_B \) is the damperbar diameter.

\[
P_{\text{armature}}^{\text{ps.full-load}} = \frac{2.1}{\sqrt{q}} \left( \frac{K_{ch}}{(k_{C_S} - 1)} \cdot k_d1 \frac{6 \sqrt{2}}{\pi \mu_0} \frac{I_s k_w}{B_0 \delta_0 k_c} \right)^2 P_{\text{ps.no-load}}^{\text{ps.no-load}} \quad (kW)
\]

(3.60)

where \( q \) denotes the number of slots per pole and phase and \( K_{ch} \) is a factor dependent on the pitching of the winding. \( K_{ch} \) is in the range between 0.05 and 0.06 for a short pitch ratio of 0.8 to 0.87 [32].

The total pole surface losses, \( P_{ps} \), are given as the sum of no-load losses, full-load losses and additional full-load losses due to higher order harmonics (3.61).

\[
P_{ps} = P_{ps.no-load} + P_{ps.full-load} + P_{\text{armature}}^{\text{ps.full-load}}
\]

(3.61)

### 3.2.5 Copper losses

**Method for calculating copper losses**

The copper losses in the stator winding of the machine are given by (3.62). The DC resistance is given by (3.63) where \( \rho \) is the copper resistivity, \( A_{cu.s} \) the stator winding copper cross section, and \( a \) the number of parallel circuits. Losses in the field winding are calculated in a similar manner.
3.2. Losses

\[ P_{cu,dc} = 3R_{dc} \cdot I_s^2 \]  
(3.62)

\[ R_{dc} = \frac{\rho L_\phi}{A_{cu,s} a} \]  
(3.63)

The copper length of one phase winding is calculated using (3.64). Here \( L_{av} \) is the average length of each winding given by (3.65) [78]. \( D \) is the airgap diameter, \( Q_s \) is the number of stator slots and \( W_w \) is the coil span in number of slots.

\[ L_\phi = \frac{L_{av} Q_s}{3a} \]  
(3.64)

\[ L_{av} = 2L + 2.8 \frac{\pi D}{Q_s} W_w + 0.4 \]  
(3.65)

In addition to the equivalent DC losses, different harmonic components of the current gives additional copper losses. The current waveform is extracted from the finite element simulation, and a Fourier transform is used to obtain the harmonic spectrum. The main AC eddy-current loss component is calculated using the 50 Hz harmonic of the current waveform and the same analytical method as for the higher order current harmonics using (3.66).

The higher order current harmonics from the FEM simulation are used as an input for calculating the additional AC copper losses due to converter operation using (3.66). After the harmonic spectrum of the stator current is known, the AC resistance is calculated for each harmonic frequency and the AC losses are found using (3.66) where \( \nu \) denotes the harmonic.

\[ P_{cu,ac} = 3 \sum (R_{ac,\nu} - R_{dc}) I_{s,\nu}^2 \]  
(3.66)

Each current harmonic experiences its own effective resistance \( R_{ac} \) given by (3.67) which consists of the AC resistance of the end winding \( R_{end} \) and the AC resistance components from upper layer bar \( R_{ac,u} \) and the lower layer bar \( R_{ac,l} \). The AC resistance of the end winding is usually considered equal to the DC resistance [109].

\[ R_{ac} = R_{end} + R_{ac,u} + R_{ac,l} \]

\[ = \frac{R_{dc}}{L_\phi} \left[ L_\phi - \frac{2LQ_s}{3a} \right] + (k_{R,u} + k_{R,l}) \frac{LQ_s}{3a} \]  
(3.67)
Due to skin and proximity effects, the AC resistance $R_{ac}$ is $k_R$ times higher than the DC resistance. In the case of a two-layer winding, the AC resistance factor $k_R$ is not the same for each layer. The expression for the upper layer $k_{R,u}$ is given by (3.68) from [78], while the lower layer resistance factor $k_{R,l}$ can be calculated by (3.69).

$$k_{R,u} = \varphi + \frac{2z_t^2 - 1}{3}\psi$$  \hspace{1cm} (3.68)

$$k_{R,l} = k_{R,u}\left(1 + \frac{2z_t^2}{3}\xi^4\right)$$  \hspace{1cm} (3.69)

Skin effect makes the subconductor height seen by each harmonic $\xi$ given by (3.70) smaller than the physical strand thickness $h_{c0}$ [78]. $z_t$ is the number of strands in the conductor, $f$ is the harmonic frequency, $\sigma_c$ is the conductivity of the conductor, $z_a$ the number of parallel strands, $b_{c0}$ is the strand width and $b_u$ the slot width. $\varphi$ and $\psi$ given by (3.71) and (3.72) are factors that are dependent on the reduced conductor height $\xi$ [78].

$$\xi = h_{c0}\sqrt{\frac{\pi f \mu_0 \sigma_c z_a b_{c0}}{b_u}}$$ \hspace{1cm} (3.70)

$$\varphi(\xi) = \xi \frac{\sinh 2\xi + \sin 2\xi}{\cosh 2\xi - \cos 2\xi}$$ \hspace{1cm} (3.71)

$$\psi(\xi) = 2\xi \frac{\sinh \xi - \sin \xi}{\cosh \xi + \cos \xi}$$ \hspace{1cm} (3.72)

### 3.3 Radial forces

Radial magnetic forces are among the main sources for vibration in the generator. In order to calculate the radial force density, the Maxwell stress tensor is employed to calculate the radial force density $f_r$ with (3.73).

$$f_r = \frac{1}{2\mu_0} \left( B_r^2 - B_t^2 \right)$$ \hspace{1cm} (3.73)

The radial component of the force density $f_r$ can be written as the contributions of the radial components of the flux density $f_{rr}$ minus the contributions from the tangential flux density components $f_{rt}$, see (3.74).
3.4 Optimization model

3.4.1 Problem formulation

There is a long list of optimization methods of linear and nonlinear programming, indirect and direct, with constraints, deterministic, stochastic and evolutionary methods that have been used for the design of electrical machines [32]. Genetic algorithms (GAs) are one of these evolutionary strategies that have been popular in the design of electrical machines. As the author of this work has previously used GAs for machine design in [35], it was decided to continue using GAs in this work.

GAs are population-based, evolutionary algorithms which follow the principles of reproduction, natural selection, and diversity. GAs are one of the most used families of stochastic optimization methods in electrical machine design. When using GAs, while finding the global optimum can never be entirely ensured, it is possible to get reasonably close to it. More details on the implementation of GAs as they are used in this thesis are given in [35] where a hybrid version of a GA was used. In the hybrid version, a gradient optimization method was used as a final stage after the GA had found the optimal area of the solution space. Here, the gradient step is not included in the design process. A flowchart illustrating the

\[ f_r = f_{rr} - f_{rt} = \left( \frac{1}{2\mu_0} B_r^2 \right) - \left( \frac{1}{2\mu_0} B_t^2 \right) \]  

\( f_r = f_{rr} - f_{rt} = \left( \frac{1}{2\mu_0} B_r^2 \right) - \left( \frac{1}{2\mu_0} B_t^2 \right) \) (3.74)

The lowest mode of vibration is equal to the GCD of \( Q_s \) and \( 2p \), which is two in the generators considered in this chapter [81].

The second order radial force component is produced by pairs of flux density harmonics whose harmonic order differs by two (order \( i \) and \( j \) that gives \( i - j = 2 \)). How these pairs interact to produce the second order radial force component is investigated in the following paragraphs.

The second order harmonic radial force component that is caused by the radial flux density components \( f_{rr} \) can be expressed with (3.75).

\[ f_{rr}(2^{nd}) = \frac{1}{2\mu_0} \left[ \frac{1}{2} B_{r1}^2 + \sum_{k=1,2,3} B_{rk} \cdot B_{r(k+2)} \right] \cos(2\theta) \]  

(3.75)

where \( k \) is the spatial harmonic order and \( B_{rk} \) is the airgap flux density component of harmonic order \( k \).
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Figure 3.15: Flowchart for the optimization procedure [98].
optimization procedure is presented in Fig. 3.15.

Variables used in the optimization together with upper and lower bounds are given in Table 3.3. The bounds on each variable are set to give a design space that is sufficiently large while at the same time providing reasonable values. The geometric variables are visualized in Fig. 3.16.
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Figure 3.16: Geometric variables

### 3.4.2 Objective function

In order to optimize both production cost and efficiency at the same time, without using multiple objective functions, the cost of the generator is chosen as the objective function. In the cost function, $C_{tot}$, see (3.76), both material costs and the net present value of the cost of losses are included. Cost of losses is divided into load dependent losses, $P_{ld}$, and constant losses, $P_{cons}$. The constant losses are assumed to be iron losses, mechanical losses, exciter losses and rotor copper losses at no-load. Load dependent losses are assumed to be stator copper losses, rotor copper losses at load and additional losses.

$$C_{tot} = C_{ld} \cdot P_{ld} + C_{cons} \cdot P_{cons} + C_{steel} \cdot m_{iron,rotor} + C_{lam} \cdot m_{iron, stator} + C_{cu} \cdot (m_{cu, stator} + m_{cu, rotor})$$  (3.76)
Prices for the different materials are based on typical values similar to values used in other publications [121]. The unit prices for the active materials that are used are:

- stator iron \(C_{\text{lam}}\): 4 €/kg
- rotor iron \(C_{\text{steel}}\): 6 €/kg
- copper \(C_{\text{cu}}\): 11 €/kg

For the losses, it is assumed that the generator is not run as a base plant at rated power output all the time. The cost of losses may vary from market to market. In this paper the cost of constant losses is set to 3000 €/kW, while the cost of load dependent losses is set to 2000 €/kW.

### 3.4.3 Constraints

The main design constraints used in the optimization process are given in Table 3.4.

The synchronous reactance is normally limited to maintain stable operation when the generator is connected to the grid. According to [122], the synchronous react-
### Table 3.4: Parameter constraints

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronous reactance*</td>
<td>≤ 1.2 p.u.</td>
</tr>
<tr>
<td>Transient reactance</td>
<td>≤ 0.4 p.u.</td>
</tr>
<tr>
<td>Subtransient reactance</td>
<td>≥ 0.15 p.u.</td>
</tr>
<tr>
<td>Tooth flux density</td>
<td>≤ 1.7 T</td>
</tr>
<tr>
<td>Pole core flux density</td>
<td>≤ 1.6 T</td>
</tr>
<tr>
<td>Rotor yoke flux density</td>
<td>≤ 1.3 T</td>
</tr>
<tr>
<td>Stator current density</td>
<td>≤ 5 A/mm²</td>
</tr>
<tr>
<td>Rotor current density</td>
<td>≤ 5 A/mm²</td>
</tr>
<tr>
<td>Rotor tip speed at runway speed</td>
<td>≤ 150 m/s</td>
</tr>
<tr>
<td>Inertia constant $\frac{T_M}{J}$</td>
<td>≥ 4</td>
</tr>
</tbody>
</table>

* - initial value

Anance value of hydrogenerators can normally be found in the range from 0.6 p.u. to 1.5 p.u., the transient reactance from 0.2-0.5 p.u. and the subtransient reactance from 0.15-0.35 p.u.

For the optimization process, typical upper limit values of 1.2 p.u and 0.4 p.u. for the synchronous and transient reactance were selected based on what was recommended in the literature. Additionally, the subtransient reactance is important for limiting the short circuit currents and to prevent failures from spreading to other parts of the power system. A lower limit of 0.15 p.u. was implemented for the subtransient reactance.

The loading of the generator is restricted by the design of the insulation and the cooling of the machine [78]. In order to estimate the temperature rise in the different parts of the machine, a thermal equivalent circuit network is used [90]. If the cooling of the machine is not sufficient, the generator has to be redesigned. The maximum inlet velocity of the cooling air into the stator cooling ducts is set to 16 m/s.

The current density needs to be limited to prevent overheating. Common values range from 3 to 5 A/mm² [32]. Based on the available literature, it is reasonable to choose 5 A/mm² as the upper limit for the current density in the process of finding the optimal design of the generator.
The total resistance of the winding is at its minimum when the ratio of AC to DC resistance is 1.33 [78]. If the resistance ratio is substantially higher than this, the generator is expected to experience excessive heating close to the stator winding. For the optimization process it is therefore practical to choose 1.5 as the maximum AC to DC resistance factor of the stator winding.

According to [122] the mechanical starting time, i.e. the time it takes to accelerate the rotor from standstill to rated speed using nominal torque, is given as \( T_M = 2 \cdot H \). For large generators connected to the grid, the system operator often specifies restrictions to its moment of inertia. This is to maintain sufficient inertia in the power system, which preserves the system stability. Statnett, the Norwegian system operator states in the Norwegian grid codes for transmission system [123] that the ratio between the time constants for the moment of inertia \( T_M \) and the waterway \( T_w \) should be more than 4. \( T_w \) is usually set to 1s [32].

### 3.5 Case studies

Table 3.5 presents the main data on the generators that are studied in Chapter 4, 6 and 7.

<table>
<thead>
<tr>
<th>Table 3.5: Design specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Power (MVA)</td>
</tr>
<tr>
<td>Power factor</td>
</tr>
<tr>
<td>Speed (rpm)</td>
</tr>
<tr>
<td>Number of poles</td>
</tr>
<tr>
<td>Number of slots</td>
</tr>
<tr>
<td>Number of slots per pole and phase</td>
</tr>
<tr>
<td>Stator outer diameter (m)</td>
</tr>
<tr>
<td>Airgap diameter (m)</td>
</tr>
<tr>
<td>Machine length (m)</td>
</tr>
</tbody>
</table>

Generators G1, G2, G3, and G4 are all large hydropower generators with power ratings above 100 MVA, which is the power range of the largest converter-fed synchronous hydropower generator that has been installed. G1, G3 and G4 were selected to represent generators with different rotational speeds, pole numbers and designs at this power level. G2 was selected to represent a high-speed generator at one of the higher power ratings available for hydropower.
3.5. Case studies

Generators G2 and G3 were chosen for several reasons. First, detailed design data and specifications were available. This made them suitable for loss analysis and finite element simulations. Second, they are both 428.6 rpm generators with the same lowest order flux density and radial force density harmonics. With different numbers of slots per pole and phase, this made them suitable for analysis in Chapter 6 on radial forces.

G1 in Table 3.5 is a 504-slot, 60 pole, 60 Hz generator that is used in several publications, e.g. [38, 53]. This generator is chosen as a case to study the core losses in Chapter 4 due to the fact that the available, published data contains measured losses, simulated losses, geometric and material data. This makes G1 a suitable case for comparison of different core loss models.

In Chapter 6, generators G2, G3 and G4 are analyzed. These three generators were chosen to have both low-speed and high-speed generators, and machines with both a high and a lower number of slots per pole and phase. G2, G3 and G4 all have the same lowest order radial force components. Simulations are made using both stationary and time-stepping finite element simulations.

G5 is a generator test setup [124] that is used to perform different loss measurements that are discussed in Chapter 4. G5 is the generator test setup at the electrical machines lab at Uppsala University. It is one of the only test setups available at universities to perform measurements for hydropower research. The author of this work visited Uppsala University to perform loss measurements and to verify the finite element simulations that are presented in Chapter 4 and 6.

G1 and G2 are used in Chapter 4 to compare different methods for estimating the core losses.

G3 is used to investigate the additional losses in the stator core, stator winding and damper winding that are produced during converter operation in Chapter 5.

In Chapter 7, generator G3 is used as the basis for finding the optimal design. During the design process, the generator is used to optimize the design for different rotational speeds and number of poles to find the optimal rated frequency. Generator G3 is also used to investigate what happens to the total cost of the machine when the requirement on the synchronous reactance is relaxed.
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Loss analysis - modeling, analysis and validation measurements

A framework for numerical modeling and analysis of different losses in hydrogen-converters is presented in this chapter. Finite element simulations and loss predictions are compared to experimental results from a synchronous generator test setup. Different core loss models are presented and compared to loss data from large hydrogen-converter test setups. The use of core loss correction factors is investigated in order to find out which values are optimal for use.

4.1 Finite element simulations

In this chapter, finite element simulations with the Ansys Maxwell finite element simulation software are used to study flux densities, voltages, currents and core losses in the generator. Finite element simulation software is also used to model the behavior of the generator in converter operation. All simulations are made using 2D models where the stack length in the axial direction is given as input parameter. An example of a simulation showing flux lines and flux density distribution is given in Fig. 4.1. For this chapter, time-stepping finite element simulations are used.

Rotor and stator magnetic behavior are modeled using nonlinear curves for the relationship between flux density $B$ and magnetic field intensity $H$ using data from a manufacturer of laminated steel. Both rotor and stator core material are assumed to be isotropic. In addition, the magnetic vector potential is considered to be zero along the outer border of the stator yoke and along the inner border of the rotor ring.
Furthermore, external circuits are used to load the output terminals of the generator, and to model the 3D effect of damperbars on the finite element simulation of the generator, see Fig. 4.2. The external load circuit is modeled with the given phase resistance of the stator winding \( R_{\text{phase}} \) and a load impedance that consists of a load resistance \( R_{\text{Load}} \) and a load inductance \( L_{\text{Load}} \). If the generator were to have a capacitive load, the load inductance can be replaced by a load capacitance.

In the damperbar circuit, \( R_{\text{Interbar}} \) denotes the resistance of the end rings between each damperbar and \( R_{\text{Interpole}} \) the resistance of the end rings between each pole.

In order to investigate the effects of converter operation on copper and iron losses, two converter topologies are used. The converters have been implemented by one of my colleagues at the Department of Electric Power Engineering at the Norwegian University of Science and Technology (NTNU), using an external circuit representation [42]. Only the machine-side converters are modeled. The converters are modeled as connected to a DC-source that represents the DC-link capacitor, which is connected to the grid-side converter [42].

First, a two-level voltage source converter (VSC), and then a three-level neutral-point-clamped (NPC) topology with specifications given in Table 4.1 are used. As stated in [42], due to computational issues, the frequency converters are modeled as simply as possible. Frequency converters are therefore modeled with ideal switches and sinusoidal pulse-width modulation (PWM). Four carrier frequencies are simulated.

First a 450 Hz case is simulated. Then 1050 Hz, 2100 Hz and 10500 Hz are
4.1. Finite element simulations

Figure 4.2: External circuits: for modeling load (top) and damperbar circuit for one pole. Generic damper winding configuration for illustration only.

used to investigate the effect of possible developments in semiconductor devices. Converter operation is simulated using generator G1 in Table 3.5 using the same converter circuits that were used for [42] to investigate possible vibration problems during converter operation. The power electronic circuit is illustrated in Fig. 4.3. In order to include the effect of converter switching, a sufficiently small time step of 10 microseconds was used. The converters are modeled with ideal, lossless switches and sinusoidal pulse width modulation due to computational considerations.

Table 4.1:
Converter specifications

<table>
<thead>
<tr>
<th>Converter Configuration</th>
<th>2-level, 3-level NPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switches</td>
<td>Ideal</td>
</tr>
<tr>
<td>Type of pulse-width modulation</td>
<td>Sinusoidal</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>450 Hz, 1050 Hz, 2100 Hz, 10500 Hz</td>
</tr>
</tbody>
</table>

There are several challenges to the numerical modeling of hydrogenerators. Para-
meters such as stack length, effective airgap and the magnetic BH-curve used in the design data from manufacturer can deviate substantially from the actual values. In [125] the sensitivity to these three parameters was compared to measured data from open-circuit, short-circuit and heat run tests for four different generators with the same design data. It was found that the effective airgap for one of the generators was 20% smaller than the design airgap and that the effective airgaps can deviate up to 30% from the design value [125]. Model parameters should be tuned to measurements to ensure a more accurate model. In order to check the accuracy of the finite element simulations, a series of tests was performed on a synchronous generator test setup described in [124].

### 4.2 Measurements and comparison with simulations

The generator test setup presented in 4.4 and 4.5 is driven by a 75 kW induction motor drive. The output torque from the motor drive is used to calculate the input power when the mechanical losses and the core losses are estimated. By changing
the speed of rotation, the mechanical losses can be measured if the generator is run with open stator winding circuits and no excitation current. The friction and windage losses are measured together with the losses in the gearbox since only the total input power $P_{\text{input}}$ is measured. $P_{\text{input}}$ is given by (4.1). where $T$ is torque in Nm and $\omega$ is rotational speed in rad/s. Furthermore, the gearbox losses are considered load independent and only dependent on the speed of rotation.

$$P_{\text{input}} = T \cdot \omega \quad (4.1)$$

According to the IEC 60034 [51] standard, the iron losses and mechanical losses are considered constant losses for each rotational speed. Iron losses $P_{\text{iron}}$ are therefore measured using the no-load test where they are found by subtracting the mechanical losses $P_{\text{mech}}$ from the total input losses, see (4.2).

$$P_{\text{input}} = P_{\text{iron}} + P_{\text{mech}} \quad (4.2)$$

The rated line voltage of the test setup generator G5 in Table 3.5 is 156 V and
the rated current is 278 A. G5 has a design airgap length of 8.4 mm. Rated field current at no-load is 12.4 A and at full load the rated field current is 20.8 A.

The experimental test setup is shown in Fig. 4.6. The prime mover is modeled by an induction motor that is driven by a ABB ASC800 frequency converter with a speed accuracy of 0.1-0.5% and connected to the generator via a gearbox. The output torque is estimated with a linearity accuracy of ±4% and a repeatability accuracy of ±3%. Output power is calculated using the output torque, given as a percentage of nominal output torque. The nominal output torque is found based on the speed and power ratings of the induction motor that is driven by the frequency converter. In this case the rated power is 74.9 kW at 2130 rpm (223 rad/s), giving a torque reference of 336 Nm.

The output torque from the converter used in the measurements is given in discretized steps of 0.01% of rated torque at 500 rpm. This corresponds to an accuracy of the measured output power of ±7.49 W. The speed accuracy of the frequency is given as ±0.1-0.5%, which given that the given output torque is accurate, result in an output power that can have an accuracy error of ±7.5-7.53 W at 500 rpm.

Direct temperature measurements on the drive system, in particular on the gearbox whose losses change with temperature, would have improved the accuracy of the
measurements. Direct temperature measurements were not available during the time the measurements were performed. In order to minimize the impact of temperature on the measured data, the generator was driven without excitation until the measured input power needed to cover the mechanical losses stabilized. This process took approximately one hour.

Ideally, the measurements should have been performed with the gearbox and machine temperatures being logged. In addition, the torque and speed should have been measured directly at the shaft between the gearbox and the generator, in order to avoid any uncertainty regarding the efficiency of the gearbox. The speed and torque should have been measured with equipment that have lower accuracy errors than 0.1%. Such equipment was not available at the time the measurements were performed.

In addition, the stator core material used in the stator of the generator is not known. Therefore, material data from the manufacturer was not available. The solution was to use available data from Cogent, one manufacturer of laminated steel for electrical machines. The steel quality that was found to fit best with the measured data was M530-50A. Not knowing the exact type of laminated steel used in the generator is one additional source of accuracy error in the measurements.

Stator phase voltages and stator phase currents were measured using sensors with voltage outputs. LabVIEW was used to collect the measured signals using data acquisition equipment from National Instruments. All signals were recorded with a 10 kHz sampling frequency for 1 second. The field current was controlled by a EA-PS 8160-170 10000W DC power supply, and it was read directly from the output display of the DC supply.

Airgap flux density was measured with a Hall-effect sensor mounted on the surface
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of one of the stator teeth and recorded using LabVIEW, see Fig. 4.7. This was performed for different operation points, both in no-load and loaded with a 3.5Ω per phase resistance.

![Flux measurement](image)

Figure 4.7: Model drawing of generator test setup showing placement of Hall-effect sensor for flux density measurement.

According to IEC60034 standard [51] mechanical losses and iron core losses are considered constant losses. These are measured during the no-load test. In the same way, iron losses are estimated using finite element simulations at no-load. When calculating the iron core losses in the stator $P_{iron}$, it is useful to calculate losses in the yoke and teeth separately, see (4.3).

$$P_{iron} = k_1 P_{yoke} + k_2 P_{teeth}$$  \hspace{1cm} (4.3)

$k_1$ is the correction factor for the stator yoke and $k_2$ is the correction factor for the teeth losses. These correction factors are used to correct for rotational field loss, losses due to machining of the laminations, harmonic losses and different effects that make the calculated losses $P_{yoke}$ and $P_{teeth}$ deviate from the measured losses.

There are various methods for estimating the iron losses, some of which are explained in the following section.
4.2. Measurements and comparison with simulations

4.2.1 Rotational fields and associated core loss components

Classical methods for estimating core losses are based on the assumption that the field in the stator core is purely pulsating. This assumption does not usually hold, and therefore different correction factors based on empirical knowledge are used.

Figure 4.8: Stator geometry

Figure 4.9: Rotational field plot for the 320 MVA, $q = 2 \frac{\pi}{3}$ generator at full-load operation in the yoke (left) and in the teeth.

The x- and y- component of the B-field in the yoke of the stator of generator G2 in Table 3.5, is presented in the upper part of Fig. 4.9. It can be observed that
the degree of rotation in the field varies in different parts of the yoke. At the back of the slot the field can be considered pulsating with the y-component of the field dominating. In the back of the tooth, see Fig. 4.8, the field is rotational with the two components of the field having similar amplitudes. The field in the middle of the yoke is less rotational with the maximum amplitude in the y-direction being about one third of the maximum amplitude in the x-direction. At the back of the yoke the field is pulsating in a similar manner to the back of the slot.

The field is plotted at full-load for the teeth at three different positions: close to the airgap, close to the yoke and in the middle of the teeth in Fig. 4.9. It can be observed that even though the field has a degree of rotation, it is not to the same extent as in the yoke. It seems that the assumption of the field being pulsating can be considered valid in the teeth.

4.2.2 Flux density and stator no-load voltage measurements

In order to compare measured and simulated no-load core loss, it is important to be sure that the induced voltage is the same in both simulations and measurements. Fig. 4.10 shows the measured no-load voltage at 500 rpm. It can be noted that the measured induced phase voltage is higher than the simulated voltage using the design data for the experimental test setup.

According to [125], the effective value of several of parameters of the generator can deviate from the design values. In particular, the stack length, the effective airgap length and the BH-curve can be different from that which is calculated in the design phase.

Changing the BH-curve did not change the simulations to any great extent in this case. By reducing the airgap length to 89% of the design value, the induced voltage from simulations was brought to correspond well with the measured value. The same results could be achieved by increasing the axial length of the generator test setup in the simulations. Thus changing the axial length the same percentage would mean adding approximately 36 mm, while the change in the airgap length is only approximately one mm.

For the simulations for the no-load case, all values are retrieved from simulations with the reduced airgap length. In Fig. 4.10 the induced phase voltage from simulations at different rotational speeds are compared to measurements. It can be seen that with parameter adjustments, the simulated no-load voltages fit well with measurements for all rotational speeds.

Fig. 4.11 presents the comparison of the measured and simulated airgap flux density for the generator test setup. Both the loaded case and the no-load case are
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Figure 4.10: Measured and simulated induced phase voltage at no-load at 500 rpm using design airgap and modified airgap (left) and at different rotational speeds.

presented with a 9 A excitation current. Simulations show satisfying agreement with measurements in both the loaded and the no-load case. For the loaded case, the design airgap length was used. In no-load, the adjusted airgap was used.

Figure 4.11: Radial flux density on the surface of stator teeth at 500 rpm operation, measured using Hall-effect sensor. With 9 A excitation current loaded with 3.5Ω per phase (left) and no-load at 9 A excitation current.

4.2.3 No-load loss measurements

Experimental results are compared to simulations for the generator test setup G5 presented in Table 3.5. The losses were measured by recording the input power from the frequency converter to the prime mover.

The first test was conducted in order to measure the mechanical losses from fric-
Mechanical losses were measured by running the test generator at different rotational speeds without excitation current. Mechanical losses can be considered constant according to the IEC 60034 standard. The efficiency of the gearbox is not dependent on load, only on rotational speed. The measured mechanical losses are subtracted from the input power to estimate the iron core losses during the no-load loss test.

The measured mechanical losses are presented in Fig. 4.12 and compared to the analytical estimate for the mechanical losses given by (3.40). It was found that the analytical formula for the mechanical losses underestimated the losses of the generator test setup. The sum of squared errors (SSE) is presented in Table 4.2.

\[
P_{\text{mech}} = 6.03D^5 n^2 \sqrt{L/100} \text{ (W)}
\]

Figure 4.12: Measured mechanical losses compared to analytical loss estimates.

Using the loss coefficient given in (3.40) gives a large value for the SSE. Therefore a new value for the loss coefficient was found by minimizing the SSE, yielding a loss coefficient of 6.03. If the SSE at only rated rotational speed is to be minimized, the value of the loss coefficient would become 6.31. Using the coefficient that minimizes the SSE gives an estimation of the mechanical losses that fits well with the measured losses. One of the reasons that can partially explain why the original loss coefficient did not estimate the losses in the test setup well is that the gearbox losses are included in the measurement. The equation is originally made for cases without gearbox losses. Another reason is that the loss coefficient is based on measurements on large hydropower generators. The scalability of the equation does seem to be inaccurate without modification of the loss coefficient.
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Table 4.2:
Sum of squared error for analytical estimation of mechanical losses for generator test setup

<table>
<thead>
<tr>
<th></th>
<th>Sum of squared error (W²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original loss coeff.</td>
<td>12 850 483</td>
</tr>
<tr>
<td>Optimized loss coeff.</td>
<td>10 451 98</td>
</tr>
</tbody>
</table>

Core loss measurements at 500 rpm and 400 rpm are compared to measurements in Fig. 4.13, where the Bertotti loss separation approach is used, see (3.46), (3.48), and (3.49). At 500 rpm, simulations give accurate results at most levels of excitation current. Different correction factors are used for the yoke losses.

Figure 4.13: Comparison between measured and estimated stator core loss for the generator test setup. Different correction factors are used in the core loss estimations. Measurements and simulations at 500 rpm (left) and 400 rpm.

The results have not been found to be conclusive regarding which value should be used. The SSE is used to quantify how well the core loss prediction from simulations fits with the measured data. It is presented in Table 4.3 that overall, using a yoke correction factor of 1.6 gives the best loss estimate at 500 rpm as the SSE is 5% lower than the SSE that can be obtained using a correction factor of 1.5 and 34.7% lower than when 1.7 is used as the correction factor for the yoke.

At high levels of excitation during operation at 500 rpm, i.e. 14-16 A, using a yoke correction factor of 1.5 gives the lowest SSE, with only 20% of the $k_1 = 1.6$ SSE and 7% of the $k_1 = 1.7$ SSE. Between 7 and 13 A, a yoke correction factor of 1.7 seems to give the lowest prediction error according to Table 4.3, with the SSE being 77% of the SSE for $k_1 = 1.6$ and 38.6% of the SSE for $k_1 = 1.5$. 
Below 7 A the core loss prediction of the Bertotti method does not match the measured losses well, but the error is smallest when using a correction factor of 1.7. The measured losses are higher than the predicted losses and not reduced in the same way as with a reduced excitation current. One reason for the higher measured losses at low excitation currents may be that it is a more complex task to separate the core losses from the mechanical losses. It is difficult to separate core losses of a few W from mechanical losses of several kW, see Fig. 4.12. Therefore, the real core losses may be lower and closer to the predicted losses than those that have been measured.

Measured and simulated core loss at 400 rpm is also presented in Fig. 4.13. It can be seen that the measured and simulated losses are in agreement. According to Table 4.3 the SSE of the worst fitting yoke correction factor, i.e. $k_1 = 1.5$ for 400 rpm, is 8.2% lower than the best fitting choice of yoke correction factor for 500 rpm. Overall, for 400 rpm, using $k_1 = 1.6$ instead of $k_1 = 1.5$ lowers the SSE to 42.4% of its previous value. Using $k_1 = 1.7$ reduces the SSE by an additional 47.5%, indicating that the yoke correction factor that gives the best loss prediction is 1.7 at this rotational speed.

Measured losses are higher than the simulated loss at 5-7 A excitation current, while the lowest levels of excitation current corresponds well with measurements. For an excitation current between 14 A and 16 A, using $k_1 = 1.6$ gives a SSE that is 41.5% lower than when $k_1 = 1.7$ is used. For all other levels of excitation current, using $k_1 = 1.7$ gives the best results.

In Fig. 4.14 the measured losses at 500 rpm are compared to both the Bertotti method and the Vector-Preisach approach, using (3.50) and (3.48). It can be stated that both methods are able to provide reasonable results. The analysis suggests that the Bertotti model gives a better core loss prediction at all levels of excitation. The more detailed Vector-Preisach model does not predict the core loss as well as

Table 4.3:

<table>
<thead>
<tr>
<th></th>
<th>500 rpm:</th>
<th></th>
<th></th>
<th>400 rpm:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_1 = 1.5$</td>
<td>$k_1 = 1.6$</td>
<td>$k_1 = 1.7$</td>
<td>$k_1 = 1.5$</td>
<td>$k_1 = 1.6$</td>
</tr>
<tr>
<td>Total</td>
<td>6036.6</td>
<td>5730.1</td>
<td>8774.6</td>
<td>5262.7</td>
<td>2230.2</td>
</tr>
<tr>
<td>1 - 6 A</td>
<td>2390.3</td>
<td>2242.1</td>
<td>2110.5</td>
<td>238.3</td>
<td>180.1</td>
</tr>
<tr>
<td>7 - 13 A</td>
<td>3276.6</td>
<td>1641.5</td>
<td>1263.8</td>
<td>3757.2</td>
<td>1912.4</td>
</tr>
<tr>
<td>14 - 16 A</td>
<td>369.8</td>
<td>1846.3</td>
<td>5400.3</td>
<td>1267.2</td>
<td>137.7</td>
</tr>
</tbody>
</table>

Results from SSE analysis is given in W².
the Bertotti method.

Figure 4.14: Comparison of different methods for estimating the core loss in generator test setup at 500 rpm.

Losses were also measured for 300 rpm and 200 rpm. Measurements are compared to simulations with the Bertotti approach in Fig. 4.15. Using $k_1 = 1.7$ gives the smallest SSE for both 300 rpm and 200 rpm, see Table 4.4.

Figure 4.15: Comparison between measured and estimated stator core loss for the generator test setup. Different correction factors are used in the core loss estimations. Measurements and simulation at 300 rpm (left) and 200 rpm.

For 300 rpm the best fitting yoke correction factor offers the second highest SSE of all the measured rotational speeds. With an SSE of 4988.5, it is only smaller than the best case SSE for 500 rpm at 5730. At low levels of excitation, i.e. 1-6 A, the simulated losses fit the measured losses better. Measured losses are, in general, higher than simulated losses for both 300 rpm and 200 rpm. This may be due to
some inaccuracy in the measurements. It may also be due to the fact that the loss data used in the model are given for 50 Hz operation, while 300 rpm gives 30 Hz operation for this machine.

The core loss prediction from simulations fit better with measurements at 200 rpm than at 300 rpm. Simulations predict lower losses than those measured. The difference between measured and predicted losses is smaller for 200 rpm than for 300 rpm. Overall, predicted losses with the Bertotti method are close to the measured losses at all rotational speeds and excitation currents. It is not conclusive which correction factor gives the best prediction. The best correction factor value changes from case to case. It is also likely that better measurement equipment with better accuracy would yield better results.

In Fig. 4.13, the measured core losses at 1-2A excitation current, 500 rpm, are substantial. This is not the case for the core losses measured at other rotational speeds. Part of the explanation might be the accuracy of the measurements.

At 500 rpm, the mechanical losses are larger than for the other rotational speeds. Mechanical losses seem to increase with the square of the rotational speed. The mechanical losses are multiple times larger than the core losses. It can therefore be difficult to separate the core losses from the mechanical losses accurately at low excitation currents.

In addition, the gearbox losses might not be perfectly constant. Oscillations in the mechanical losses can be part of the explanation for why the core losses appear to be substantial at 1-2 A, 500 rpm. In conclusion, core losses at 1-2 A excitation current and 500 rpm are likely to be smaller than the measurements indicate.
4.2.4 Load loss measurements

Load tests were performed on the test setup with a resistive load. The test setup generator was loaded using a 3.5 Ω per phase load-resistor connected via a transformer with a turns ratio of 156:400, as presented in Fig. 4.6. The measured load current and phase voltage is compared to simulations in Fig. 4.16.

It can be seen that an accurate fit between measured and simulated voltage and current in loaded operation is achieved after some tuning of the model. Using the design airgap length of 8.4 mm gives agreement between simulations and measurements in loaded operation. Due to thermal limitations it was not possible to run the test setup with load with an excitation current above 9 A.

Figure 4.16: Comparison between measurements and simulations during load at 500 rpm. Load current (left) and induced phase voltage during load.

Output power was calculated using LabVIEW where the power factor was calculated. Total losses in the test setup generator at load are measured by subtracting the output power from the input power. The difference between the output power from LabVIEW and the measured input power is compared to the estimated total losses in Fig. 4.17 and Table 4.5. The estimated total losses consist of mechanical losses, iron core losses and stator copper losses.

Results based on previous measurements on the test setup generator presented in [88] and [126] have found the stator winding DC resistance to be 20.1178 mΩ. Copper losses are calculated from the measured stator current using the given DC resistance value.

The AC-to-DC ratio of the winding resistance was found using (3.68) and (3.69) to be 1.076, meaning that the AC copper losses are 7.6% of the DC copper losses. The AC copper losses for a field current of 9 A are presented in Table 4.5. The
total copper losses are the sum of the DC and AC losses, i.e. 1.076 times the DC copper losses.

Table 4.5:
Comparison of measured and estimated total losses at 9A excitation current

<table>
<thead>
<tr>
<th></th>
<th>Measured:</th>
<th>Calculated:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical losses (W):</td>
<td>3309.1</td>
<td>3309.1</td>
</tr>
<tr>
<td>Core losses (W):</td>
<td>164.9</td>
<td>161.1</td>
</tr>
<tr>
<td>Copper losses, DC (W):</td>
<td>535.6*</td>
<td>545.8</td>
</tr>
<tr>
<td>Copper losses, AC (W):</td>
<td>40.7*</td>
<td>41.5</td>
</tr>
<tr>
<td>Total losses (W):</td>
<td>4056.1</td>
<td>4057.5</td>
</tr>
</tbody>
</table>

*Estimated based on measured current

The pole surface losses of the test setup generator were estimated using (3.57), (3.58) and (3.60) presented in Section 3.2.4. In no-load the surface losses were estimated at 1.3 W at 500 rpm, and the corresponding full-load losses were estimated to 3.4 W. Compared to the other losses, these losses are considered small and hard to separate. It is assumed that the surface losses are included in the no-load core loss measurement and in the total loss measurement at load.

The estimated losses in Fig. 4.17 seem to correspond well with the measured difference between input and output active power. The sum of calculated losses at the lowest levels of excitation current was found to be unable to predict all the losses measured using the input-output method. Overall, the results from finite element simulations give satisfying results compared to measurements when the expected parameter-tuning is taken into account.

It is found that finite element simulations are able to give accurate results when compared to measurements. It is not always sufficient to use design data for the generator, as real parameter values may deviate from those given by the manufacturer. Therefore, it is highly recommended by the author to tune the design values for the generator used in simulations with measured results.

4.3 Core loss methods applied on large generators

Stator core losses have been calculated for two large hydrogenerators. One 122.6 MVA, \( q = 2 \frac{2}{3} \) generator and one \( q = 2 \frac{5}{7} \) generator with a power rating of 320 MVA have been studied. Different methods for predicting the stator core loss have been compared to given reference values.

Core loss predictions for the 122.6 MVA generator are presented in Fig. 4.18. All three methods give similar core loss estimates to those found in [38]. In [38]
finite element simulations were used together with measurements to find the iron losses in the 122.6 MVA generator. Calorimetric tests were performed according to standard IE/CEI Std. 34-2:1972. Additional information about the accuracy of the measurements are not given in [38].

Losses are calculated with the Bertotti method using (3.46), (3.48), and (3.49), and analytically using (3.54). The Vector-Preisach losses are calculated using (3.50) and (3.48).

Both the Bertotti approach and the more complex Vector-Preisach method were found to give similar results in this generator. It is worth noting that the generator is designed with flux density in the normal range with little saturation. For this particular generator, it is considered most appropriate to use either 1.6 or 1.7 as the correction factor for the simulated losses in the stator yoke.

Fig. 4.19 presents the same comparison for the 320 MVA generator. The reference value for the core losses are the design losses given by the manufacturer. Measurement data are not available for this generator. Therefore, information about the accuracy of the reference losses are not available.

Again, the Bertotti approach is able to give a core loss prediction that is close to the reference value. It seems that the Bertotti model is able to offer accurate core loss estimates for different power ratings and design types, as it provides accurate predictions for all the generators that have been studied here.
Figure 4.18: Comparison of different methods for estimating the stator core loss of generator G1 a 122.6 MVA, \( q = 2 \frac{2}{35} \) generator. Reference value is core losses found from measurements in [38]. \( k_1 \) is the correction factor used for the stator yoke loss.

For the 320 MVA generator, see Fig. 4.19, it seems that using a correction factor of 1.5 or 1.6 gives the best results. Based on the results presented, it is not clear what value for the correction factor of the yoke losses should be used. The results indicate that this must be decided on a case-by-case basis where the simulated values are compared to measured loss data.

The Vector-Preisach model seems to be able to predict the core loss without correction factors for the 320 MVA generator, see Fig. 4.19. For the 122.6 MVA generator and the test rig machine the Vector-Preisach model needed the same correction factors in order to provide as accurate loss estimates as the Bertotti approach.

Fig. 4.20 presents how the core losses change with different levels of magnetization for the 320 MVA generator. It can be seen that the core losses estimated using the Vector-Preisach model are higher than the results from the Bertotti model using 1.6 as the yoke correction factor at 100% of no-load magnetization. For 70-90% of no-load magnetization, the core losses estimated using Vector-Preisach are somewhat lower than the results from the Bertotti model. One reason for this is that the Vector-Preisach model can be quite sensitive to saturation due to the difficulties of modeling the nonlinear magnetization curve.
4.4 Conclusions

The core loss estimation at different magnetization levels are separated into yoke and teeth core loss in Fig. 4.21. For the stator teeth, where the flux density is higher than in the yoke, the core loss is increased drastically when the magnetization is increased from 90% to 100% of the no-load value using the Vector-Preisach approach. This is not the case with the Bertotti model, as it is not as sensitive to saturation as the Vector-Preisach model. Below 90% of no-load magnetization, the Vector-Preisach approach gives lower loss estimates than the Bertotti model for the stator teeth. For the stator yoke, the result is the opposite, see Fig. 4.21. This explains why the total core loss estimates are approximately the same for this generator using both models. Where the Vector-Preisach approach gives a high estimate the Bertotti model gives a lower estimate, and vice versa.

This clearly indicates that the more sophisticated model does not necessarily give better results, and that methods such as the Vector-Preisach should be used with caution. For all the methods it is recommended to calibrate the simulations with real test results in order to be sure that the loss prediction can be trusted.

4.4 Conclusions

A framework for modeling and analysis of losses in large hydrogenerators has been presented. Loss predictions have been compared to experimental results.
Figure 4.20: Comparison of different methods for estimating the stator core loss of a 320 MVA, $q = 2\frac{5}{7}$ generator at different levels of magnetization.

Figure 4.21: Comparison of different methods for estimating the stator core loss of a 320 MVA, $q = 2\frac{5}{7}$ generator at different levels of magnetization. Yoke core loss (left) and teeth core loss.

It is found that finite element simulations are able to give good results when compared to measurements. It is not always sufficient to use design data for the generator, as real parameter values may deviate from those given by the manufacturer. Therefore it is highly recommended to tune the parameters used in the simulations with measured results.
Different core loss models were compared to measurements on a synchronous generator test setup. Both the traditional Bertotti model based on loss separation and a more detailed Vector-Preisach hysteresis model were used. Different core loss correction factors were applied in order to discover which values should be used optimally.

Overall, predicted losses with the Bertotti method are close to the measured ones at all rotational speeds and excitation currents. It is not conclusive which correction factor gives the best prediction, and it seems that it must be individually decided for each case. The analysis indicates that the Bertotti model gives better core loss prediction at all levels of excitation. The more detailed Vector-Preisach model does not predict the core loss as well as the Bertotti method. It is likely that better measurement equipment with greater accuracy would give better results.

Stator core losses have been calculated for two large hydrogenerators. One 122.6 MV A, q = 2 \( \frac{2}{35} \) generator and one q = 2 \( \frac{5}{7} \) generator with a power rating of 320 MV A have been studied. Different methods for predicting the stator core losses have been compared.

The Bertotti approach was able to give a core loss prediction that was close to the reference value for both the large hydrogenerators. It seems that the Bertotti model is able to give good core loss estimates for different power ratings and design types, as it provides good predictions for all the generators that have been studied here.

Based on the results presented, it is not clear what value for the correction factor of the yoke losses should be used. The results indicate that this must be decided on a case-by-case basis where the simulated values are compared to measured loss data.

Using the same correction factors as for the Bertotti model, the Vector-Preisach model was able to predict the core losses similarly well in the 122.6 MV A generator. For the 320 MV A generator, the Vector-Preisach model predicted the same core losses as the Bertotti model without using any correction factors. One reason for this may be that the Vector-Preisach model might be sensitive to saturation due to the difficulties of modeling the nonlinear magnetization curve.

The Vector-Preisach model has not been found to improve the core loss prediction significantly, and it has been found to be more sensitive to saturation. This indicates that this more detailed model does not necessarily give better results. Methods such as the Vector-Preisach should be used with much care. For all the methods it is recommended to calibrate the simulations with real test results in order to be sure that the loss prediction can be trusted.
Loss analysis - modeling, analysis and validation measurements
Chapter 5

Additional losses due to converter operation

This chapter investigates the effect of converter operation on AC eddy-current copper losses in the stator and damper windings, and on the losses in the stator iron core of a hydropower generator. Stator currents are computed using finite element simulations. The computed current waveforms are used as an input to estimate the AC copper losses in the stator due to converter operation using an analytical approach. Damperbar losses and iron core losses are calculated directly in the finite element analysis. The generator is simulated with a two-level voltage source converter and a three-level neutral-point-clamped converter topology. Different carrier frequencies are used to investigate their effect on the losses in the generator. Methods for handling these additional losses are discussed and analyzed.

5.1 Effect of converter operation on losses in the generator

This chapter investigates the effect of converter operation on the losses in the generator using a combination of finite element simulations and analytical methods for loss estimation. Generator G3, a 105 MVA, \( q = 4 \frac{2}{3} \) generator is used in the analysis. Some of the questions that this chapter will investigate are:

- What is the effect of converter operation on the AC losses in the stator and damper windings?
- What can be done to mitigate the potentially adverse effects of converter-operation on the losses in the stator and damper windings?
- How large will the additional iron losses in the stator large hydrogenerators
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be during converter operation?

The generator is analysed using finite element simulations as is described in Section 4.1. The framework for calculating the AC eddy-current losses is presented in Section 3.2.5.

5.2 Additional copper losses due to converter operation

AC copper losses due to converter operation have been calculated using a combination of finite element simulation and analytical expression. In Fig. 5.1 the harmonic spectrum of the stator current is presented for a two-level voltage source converter and a three-level NPC topology using 450 Hz and 1050 Hz as carrier frequency. Current waveforms are shown in Fig. 5.2.

As discussed in [42], the dominant additional harmonics produced by the converter switching are $f_{PWM} \pm 2f_s$, $f_{PWM} \pm 4f_s$ and $2f_{PWM} \pm f_s$. $f_{PWM}$ is the carrier frequency and $f_s$ is the synchronous grid frequency. For the case with a 450 Hz carrier frequency, the dominant harmonic frequencies are then 250 Hz, 350 Hz, 550 Hz, 650 Hz, 850 Hz and 950 Hz. If a 1050 Hz carrier frequency is used, the dominating current harmonic components are found at 850 Hz, 950 Hz, 1150 Hz, 1250 Hz, 2050 Hz and 2150 Hz. Converter switching produces, in addition, even higher frequency current harmonics whose amplitudes decrease with increased frequency.

Fig. 5.1 also shows that the amplitude of the current harmonics is drastically reduced when the two-level converter is replaced with a three-level NPC-topology. With a 450 Hz carrier frequency the total harmonic distortion (THD) is reduced...
5.2. Additional copper losses due to converter operation

From 5.39% to 2.47% by replacing the two-level VSC with a three-level NPC.

It can be seen by studying Fig. 5.1 that the amplitude of the dominant current harmonics is reduced when the carrier frequency is increased from 450 Hz to 1050 Hz. This gives a lower THD than using the 450 Hz carrier frequency. For the two-level topology the THD is 2.66% and for the NPC the THD is 1.09%.

Using a higher carrier frequency increases the frequency of the dominating current harmonics produced by converter operation. An increased carrier frequency increases the amplitude of these current harmonics. The net effect of these two mechanisms is, sadly, that the AC copper losses increase with higher carrier frequencies.

It is observed in Fig. 5.1 that the presence of damperbars in the rotor will increase the amplitude of the current harmonic components. This results in a significantly higher THD, 2.25%, which is twice the THD experienced without damperbars. Part of the reason for this is that having damperbars reduces the total generator inductance experienced by the converter. Having a lower inductance means that the filtering ability of the circuit is lower, which gives higher current amplitudes.

AC copper losses are compared to the AC copper loss for sinusoidal operation in Fig. 5.3 for the two different converter topologies using 450 Hz and 1050 Hz as the carrier frequency. As can be seen, current harmonics produced by switching increase the AC copper loss from a modest 27.5 kW to between 79 and 485 kW which would cause intolerable heating and probably destroy the winding.

One solution for reducing the AC copper loss is to reduce the strand thickness.
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The original strand thickness of this generator is 1.8 mm. In order for the DC copper loss to stay constant, the number of strands was increased to keep the total conductor area constant.

The effects of reducing the strand thickness on the AC copper loss are presented in Fig. 5.4. It can be seen that it is possible to achieve the same level of AC losses using the NPC-topology as during sinusoidal operation.

Using the lower carrier frequency, i.e. 450 Hz, allows us to reach the original AC copper loss value at a strand thickness of 1.0-1.3 mm. By reducing the strand thickness down towards 1.0 mm it will push towards the lower limit on strand thickness for commercially available Roebel bars.

The minimum bar length needed to achieve full transposition is given by (5.1), where $P$ is the transposition pitch and $n_{spb}$ is the number of strands per bar. In order to have a fully transposed bar, the total length $L_{min}$ must be at least as long as the length of a transposition pitch times the number of strands in the bar.

$$L_{min} = n_{spb} \cdot P \quad (5.1)$$

The transposition factor $F_{transposition}$ given by (5.2) is required to be at least 5 [127]. Depending on the width of each strand in the bar $b_{str}$, the minimum transposition pitch is given by (5.2).
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\[ F_{\text{transposition}} = \frac{L_{\text{min}}}{b_{\text{str}} \cdot n_{\text{spb}}} = \frac{P}{b_{\text{str}}} \]  (5.2)

Choosing a lower strand thickness increases the number of strands. Given the length of the transposition pitch, increasing the number of strands will increase the minimum length of the machine required to achieve a fully transposed winding, see (5.1). In a case with many strands per bar, the minimum required length to achieve full transposition could become longer than the axial length of the machine. Then it would become necessary to increase the stack length of the generator.

If 1050 Hz is used as the carrier frequency, the strand thickness would have to be reduced to 1.1 mm or below. This would be challenging to achieve.

![Figure 5.4: Comparison of AC copper losses with different converter topologies and winding designs. Carrier frequency of 450 and 1050 Hz (left), and 2100 and 10500 Hz.](image)

Possible developments in semiconductor technology may allow for the use of higher carrier frequencies. In order to investigate this, the generator is simulated with a carrier frequency of 2100 Hz and 10500 Hz. The current harmonic spectrum for the two cases is presented in Fig. 5.5. It can be seen that the amplitude of the current harmonics is reduced when the carrier frequency is increased. The frequency of each harmonic is also higher for higher carrier frequencies.

The net effect on the losses of increasing the carrier frequency to 2100 Hz and 10500 Hz is presented in Fig. 5.4. It can be seen that although the amplitude of the harmonic currents produced by the converter is small, the AC copper losses increase with increasing carrier frequency. The strand thickness would also have to be reduced to a larger extent for carrier frequencies of 2100 and 1050 Hz than was the case for 450 and 1050 Hz.
As was discussed for carrier frequencies of 450 Hz and 1050 Hz, a strand thickness down to 1.0 mm is challenging to achieve. As seen in Fig. 5.4, for a carrier frequency of 10500 Hz the strand thickness would have to be reduced to 0.4-0.5 mm. When strand thicknesses this low are required, it might be advisable to look into other options, e.g installing a filter, to avoid overheating and damaging the winding.

In the previous paragraph, it was seen that the damperbars increase the AC copper loss in the stator winding substantially. Converter operation also increases the losses in the damperbars themselves. The two-level VSC topology produces a richer current harmonic spectrum than the three-level NPC topology. This leads to more additional losses with a two-level topology than a three-level topology would produce. While the net effect of increasing the carrier frequency on the stator AC copper losses was that the losses increased, the opposite is true for the losses in the damperbars.

Damperbar losses are calculated directly in the finite element software. The additional losses using carrier frequencies of 450 Hz, 1050 Hz and 2100 Hz are listed in Table 5.1. The resulting losses are 51.9 times, 12.8 times and 5.6 times the losses during sinusoidal operation. The reduction in damperbar losses with increasing carrier frequency is substantial. Thus, using a two-level converter still yields multiple times the damperbar losses experienced in 50 Hz sinusoidal operation, and can therefore not be considered a viable solution.

It is presented in Table 5.1 that the effect of increasing the carrier frequency from 450 Hz to 1050 Hz for the NPC topology is that the losses are decreased from 9.2
times the losses under sinusoidal operation to 3.9 times the losses under sinusoidal operation. By increasing the carrier frequency to 2100 Hz, the damperbar losses are further reduced to 2.3 times the loss under sinusoidal operation. Using a three-level topology is therefore more suitable than the option with a two-level converter, but the increased losses still might cause local heating issues.

There are ways to limit the additional losses in damperbars during converter operation. For the stator winding, reducing the strand thickness means reducing the additional AC copper losses caused by converter harmonics. It is possible to utilize this method for the damperbars in a similar way. In Fig. 5.6 the original damperbar configuration is shown to the left and an alternative damperbar configuration to the right. The total cross section of the damper winding was initially kept the same. The difference is that the number of damperbars per pole is increased from seven to 15, reducing the radius of each damperbar to 68.6% of its original value. It can be seen that the radius of the damperbars is too large to reduce the induced damperbar losses, see Alternative Configuration I in Table 5.1. Thus, as a result, the losses are increased by one third.

![Figure 5.6: Alternative damperbar configurations. Traditional seven bars per pole configuration (left) and alternative 15 bars per pole configuration.](image)

By reducing the radius of each damperbar further, the damperbar losses are reduced. From Table 5.1 it can be seen that the damperbar losses with alternative damper winding configuration II are reduced by 33.5 compared to the damperbar loss with the original damperbar configuration. The radius of each bar is set to 46.7% of its original value. The damperbar loss is still 2.6 times larger than during sinusoidal operation.

This shows that the increase in damperbar losses can be reduced by using an alternative configuration for the damper winding. Further optimization of the damper winding configuration may offer even better results. It should here be noted that
Table 5.1: Damper winding losses in converter operation at unity power factor

<table>
<thead>
<tr>
<th>Topology</th>
<th>$f_{PWM}$</th>
<th>450 Hz</th>
<th>1050 Hz</th>
<th>2100 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-level VSC</td>
<td></td>
<td>498.2 (5189%)</td>
<td>123.3 (1284%)</td>
<td>54.1 (564%)</td>
</tr>
<tr>
<td>3-level NPC</td>
<td></td>
<td>88.7 (924%)</td>
<td>37 (385%)</td>
<td>22.2 (231%)</td>
</tr>
<tr>
<td>Alternative configuration w/NPC I</td>
<td></td>
<td></td>
<td>49.5 (516%)</td>
<td></td>
</tr>
<tr>
<td>Alternative configuration w/NPC II</td>
<td></td>
<td></td>
<td>24.6 (259%)</td>
<td></td>
</tr>
<tr>
<td>Sinusoidal operation</td>
<td></td>
<td></td>
<td></td>
<td>9.6</td>
</tr>
</tbody>
</table>

% of losses at sinusoidal operation.
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If a generator is built for converter operation using a two-level or a three-level topology like the ones that are industry standard, one of the following actions must be taken to avoid overheating and damage to the windings:

- The strand thickness **must be** reduced compared to traditional designs

Or

- A filter **would have to be** installed between the converter and the generator.

There are limits to how much the strand thickness can be reduced. To mitigate the additional eddy-current losses due to converter operation, a strand thickness as thin as 1.0 mm or lower might be needed. Having strand thicknesses at 1.0 mm and lower is not a viable option. In such a case, and if a frequency converter is to be installed in an existing installation, using a filter will be necessary to avoid excessive heating and damage to the windings.

Based on Fig. 5.4 and Table 5.1, the following conclusion are made:

- Damperbars should not be used when a generator is operated with a two- or three-level converter topology.

Including damperbars in a converter-fed synchronous hydrogenerator without a harmonic filter increases the AC copper losses in the stator. In addition to this,
the losses in the damperbars themselves increase by 130% to 5087.5% during converter operation. This would lead to overheating and most likely the generator catching fire.

If the generator is to be able to operate directly connected to the grid without the converter, then the damperbars must be included to ensure stable operation. Using a filter between the converter and the generator might then be the only option if a two-level or three-level converter is to be used.

5.3 Additional stator iron losses due to converter operation

The same converter topologies that were used to investigate the additional copper losses in the stator winding and damper bars of the 105 MVA, \( q = 4 \frac{2}{7} \) generator were used to estimate the additional core losses during converter operation. Measured loss data were not available for this machine. Fig. 5.7 presents the core loss at unity power factor. Core losses were calculated using the Bertotti model. The generator is run with sinusoidal excitation and two different converter topologies at different carrier frequencies in order to investigate the effect of converter harmonics. A two-level voltage source converter and a three-level NPC-converter are simulated with the generator. It is found that the stator core loss, compared to sinusoidal operation, is increased by 20-24% when the two-level topology is used. With the three-level converter the increase in core loss is 11-16%.

For both the converter topologies the difference in core losses between converter operation and sinusoidal operation seems to be reduced by increasing the carrier frequency. Using the three-level converter, the additional stator core loss presented in 5.7 is reduced from 15.6% to 13.6% and 11.5% when the carrier frequency is changed from 450 Hz to 1050 Hz and 2100 Hz. For the two-level converter, the increase in core loss is reduced from 23.7% to 21.8% and 20.7%.

The core loss with and without converter operation is separated into losses in the teeth and in the yoke in Fig. 5.7. It can be noted that the loss in the teeth shows a larger percentage increase than the loss in the yoke when converter- and sinusoidal operation is compared. For the two-level topology the increase in teeth loss is from 23-25.3% depending on carrier frequency. The yoke loss increases by 19-22.6%. Lower carrier frequencies result in higher core losses. The increase in teeth and yoke loss is smaller with the tree-level topology. Yoke losses increase by 8.6-12.4%. The teeth losses increase by 15.5-20%.

The results that have been presented shows that increasing the carrier frequency will reduce the additional iron losses during converter operation.

Fig. 5.7 estimates that an increase in the iron core loss in the range of 10-30% can
be expected using traditional two- and three-level converter topologies. Increasing the number of voltage levels to five, seven or more has been proved to reduce the additional core loss so much that they can become insignificant [57].

Based on this it is concluded that although the additional iron losses during converter operation using two- or three-level topologies are modest, the benefits of using a multi-level converter topology are worthy of further consideration.

It should be noted that the results presented here are produced using existing loss calculation methods that are not designed to incorporate the effect of converter operation. The results should only be taken as a first indication for the level of additional losses in the stator core during converter operation. More studies should be performed and better core loss estimation methods should be investigated before drawing any firm conclusions on the effect of converter operation on core losses in hydropower generators. This, however, falls outside the scope of this work.

Figure 5.7: Core loss of 105 MVA, q = 4 \(\frac{2}{3}\) generator at unity power factor using frequency converter and different carrier frequencies. Total losses (left) and tooth and yoke losses.

5.4 Conclusions

The effect of converter operation on AC copper loss in hydrogenerators has been investigated. Using a higher carrier frequency increases the frequency of the dominating current harmonics produced by converter operation. An increased carrier frequency decreases the amplitude of these current harmonics leading to a lower total harmonic distortion of the stator current. The net effect of these two mechanisms is that the AC copper losses increase with higher carrier frequencies.

Current harmonics produced by switching in two- and three-level converters increase the AC copper losses in traditionally designed stator windings in large hy-
drogenerators. These additional losses could cause intolerable heating and poten-
tially destroy the windings. Using a three-level converter topology instead of a
two-level topology gives significant reductions in the AC copper loss.

It is possible to reduce the AC copper losses by reducing the strand thickness in the
stator winding. If a generator is going to be built for converter operation using a
two-level or a three-level topology like the ones that are available today, it is found
that:

- The strand thickness would have to be reduced compared to traditional designs.
- If this is not possible, a filter between the converter and the generator must
  be used.

Including damperbars in a converter-fed synchronous hydrogenerator increases the
AC copper losses in the stator. In addition to this, the losses in the damperbars
themselves increase substantially. The additional damperbar losses are smaller
using a three-level topology than when a two-level topology is used. Increasing the
carrier frequency reduces the additional damperbar losses. It seems that changing
the damper winding configuration can also reduce the additional damperbar losses.

- It is advised against using damperbars, if possible, when two- or three-level
  converter topologies are used.

The results indicate that an increase in the iron core loss in the range of 10-30% can
be expected using traditional two- and three-level converter topologies. Additional
losses are smaller for the three-level topology than for the two-level converter. For
both the converter topologies the difference in core losses between converter op-
eration and sinusoidal operation was reduced by increasing the carrier frequency. It
is concluded that the additional iron losses during converter operation using two-
or three-level topologies are modest.

Based on the investigation into the additional copper and iron losses in converter
operation, the benefits of using a multi-level converter topology are worthy of
further investigations.
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Chapter 6

Radial forces - influence of winding layout and airgap length

This chapter investigates the flux density and radial force spatial harmonics in large salient pole synchronous hydrogenerators. Vibration due to magnetic forces is mainly caused by low order harmonics in the airgap flux density distribution. The influence of winding layout and airgap length on the lowest order radial force component are analyzed. Airgap flux density and radial force density distributions of three different generators are computed using finite element calculations. The flux density components that contributes to the lowest order force component, and the source for these harmonic components, are investigated. It is found that reducing the airgap length leads to a less than proportional increase in the lowest order radial force component. A rearrangement of the winding layout is found to be an effective method for reducing the lowest order radial force component. The same applies to having damperbars installed, even though the effect is smaller than that achieved by a rearrangement of the winding layout.

6.1 Converter operation and its impact on radial forces

Converter operation of hydropower generators has been shown to introduced both opportunities and challenges, e.g. additional losses. In addition to introducing additional losses, converter operation could introduce challenges regarding radial forces and possible vibration problems. The main issues that might produce problems when the generator is to be converter-fed are:

- Radial forces due to current harmonics produced by the converter
Changes in the radial forces due to changes in generator design:

- Effect of changes in airgap length
- Effect of damperbars

The first topic, radial forces due to current harmonics produced by converter-operation has been investigated by a colleague at The Department of Electric Power Engineering at the Norwegian University of Science and Technology (NTNU). The impact of these current harmonics produced by the converter has been presented in [42], and will therefore not be covered further in this chapter.

The focus of the rest of this chapter will be on the design-related impact of converter-operation on the radial forces in the generator. What is meant here is that converter operation relaxes some of the stability requirements that 50 Hz, grid-connected generators have to comply with, i.e. damperbar requirement, upper limit on the per unit value for the synchronous reactance.

The flux density harmonics that contribute to the lowest order radial force component are investigated. Then the effect of changing the airgap length on the lowest order radial force component is investigated. In addition, the effect of damperbars at different airgap lengths is analyzed and discussed. Finally, a method that can be used to mitigate the effect of low order radial force components is presented and investigated.

6.2 Analysis of flux density harmonics

In order to study the causes of the radial forces in hydropower generators based on the Maxwell stress tensor, the spatial harmonic orders of the radial flux density would have to be investigated. Finite element simulations are used to compute the airgap flux density. The harmonic components of the three generators investigated, generators G2, G3 and G4 in Table 3.5, are extracted using a Fourier transformation of the flux density waveform.

The radial spatial harmonic flux density distribution for all three generators at both no-load and full-load are presented in Fig. 6.1. The main flux density harmonic is equal to the pole pair number $p$. Spatial harmonic orders of odd multiples of the pole pair number are present at no-load.

In addition, spatial harmonics due to slotting are also present. Some of these harmonics, like the ones of order $Q_s \pm p$, have a considerable amplitude. $Q_s$ is the number of slots in the stator. For the $q = 2 \frac{5}{7}$ generator, harmonic orders 107 and 121 are produced by the slotting effect, while for the $q = 4 \frac{5}{7}$ generator harmonic
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(a) Generator G2: $q = 2\frac{5}{7}$

(b) Generator G3: $q = 4\frac{2}{7}$

(c) Generator G4: $q = 2\frac{2}{35}$

Figure 6.1: Harmonic orders of flux density in the airgap at full-load and no-load.
orders 173 and 187 are present due to slotting. In the case of the \( q = 2 \frac{2}{30} \) generator, the 397th and 467th harmonics are produced by slotting.

As can be seen from Fig. 6.1 that several harmonic orders that are not present at no-load are visible in the full-load case. Subharmonics, harmonics adjacent to the main harmonic, and harmonics adjacent to the harmonic of order \( 3p \) are produced by the armature MMF.

It can be noted in Fig. 6.2, a small subharmonic of order 1 can be observed in all three generators. The lowest order flux density harmonic given by the greatest common divisor (GCD) of \( Q_s \) and \( p \) is 1 for all three generators. All generators were selected to have the lowest possible order of the radial force component.

![Figure 6.2: Spatial harmonic orders of flux density contributing to the production of second order radial force harmonic.](chart.png)

**6.3 Analysis of radial force density**

In the generators considered, the tangential flux density harmonics were found to contribute with less than 1% of the second order radial force density. It is therefore neglected in the further analysis.

From Fig 6.2, it can be seen that only a few harmonic components of the airgap flux density of generators G2 and G3 have amplitudes of sufficient size to be included in equation (3.75). Based on this, the second spatial harmonic component of \( f_{rr} \) of the \( q = 2 \frac{2}{7} \) generator can be written as (6.1).

\[
f_{rr}(2^{nd}) = \frac{1}{2\mu_0} \left( \frac{1}{2} B_1 B_1 + B_5 B_7 + B_7 B_9 + B_{19} B_{21} + B_{21} B_{23} \right) \quad (6.1)
\]
It is observed that the amplitude and sign of the flux density harmonics in (6.1) determines the amplitude of the second order harmonic force component. From Fig. 6.2 it can be seen that the 1st, 5th, 7th, 9th, 21st and 23rd of the $q = 2 \frac{5}{7}$ generator have the same sign. The 19th harmonic has the opposite sign.

In Fig. 6.3a we can observe that the interaction between the flux density harmonics of orders 5/7, 7/9 and 21/23 contribute to increasing the total second order radial force density. In the $q = 2 \frac{5}{7}$ generator the square of the first order harmonic (6.1) gives a small contribution to the increase in the second order radial force component. The interaction between the harmonic pair of orders 19/21 contributes to a reduction in the total second order radial force density.

The same analysis applies to the $q = 4 \frac{2}{7}$ generator, see Fig. 6.3b. It is the same pairs of flux density harmonics that contribute to the second order force component. In the $q = 4 \frac{2}{7}$ generator and the $q = 2 \frac{2}{35}$ generator, the amplitude of the first order flux density harmonic is so small that the contribution to the second order force component is negligible.

For generator G4, it is also seen in Fig. 6.2 that there are only a few harmonic components that contribute to the second order component of $f_{rr}$. Similar to generators G2 and G3, the second harmonic component of $f_{rr}$ can be written as (6.2).

$$f_{rr}(2\text{nd}) = \frac{1}{2\mu_0} (B_{33}B_{35} + B_{34}B_{36} + B_{35}B_{37} + B_{103}B_{105} + B_{104}B_{106} + B_{105}B_{107} + B_{106}B_{108})$$

(6.2)

From Fig. 6.2 it can be seen that the 33rd, 35th, 103rd and 105th flux density harmonic of the $q = 2 \frac{2}{35}$ generator have the same sign. The 37th and the 107th flux density harmonic have the opposite sign.

In Fig. 6.3c we can observe that the interaction between the flux density harmonic pairs of orders 34/36, 35/37, 104/106 and 105/107 contribute to increasing the total second order radial force density. The interaction between the harmonic pairs of orders 33/35, 103/105 and 106/108 contributes to a reduction in the total second order radial force density.

Based on Fig. 6.3 it can be concluded that the second order force component is mainly produced by the interaction between the main flux density harmonic and the two flux density components adjacent to the main harmonic. These harmonics have small amplitudes in no-load operation. It can be seen from Table 6.1 that the second order radial force component is small in no-load. Based on this it can be concluded that the harmonics of the stator MMF produce most of the lowest order
Figure 6.3: Contribution of different flux density harmonics that produce the second harmonic order on radial force distribution.
radial force component.

Table 6.1:
Second order radial force component at different loading

<table>
<thead>
<tr>
<th>Generator:</th>
<th>No-load</th>
<th>Full-load</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q = 2 \frac{5}{7}$</td>
<td>1253</td>
<td>27610</td>
</tr>
<tr>
<td>$q = 4 \frac{5}{7}$</td>
<td>387</td>
<td>13140</td>
</tr>
<tr>
<td>$q = 2 \frac{5}{33}$</td>
<td>521</td>
<td>5671</td>
</tr>
</tbody>
</table>

Load dependency on the second order radial force component of the $q = 4 \frac{2}{7}$ generator is explored in Fig. 6.4. Since the second order force component is mainly produced by the interaction between the main flux density harmonic and the adjacent harmonics produced by the stator winding MMF, the amplitude of the force component increase with increasing load.

With linear material properties in the magnetic circuit of the generator, a proportional increase in the radial forces with increasing loading of the stator windings may be expected. As can be seen in Fig. 6.4, this is clearly not the case. The main cause for the second order component is the product of the flux density harmonics of order $p - 2$ and $p$. It can be seen that the change in the force component follows the same slope as flux density harmonic of order $p - 2$. The main flux density harmonic remains more or less constant.

As the loading of the stator winding increases, the flux density component of order $3p$ increases. This leads to more saturation in the generator, which will reduce the increase of the flux density harmonic of order $p - 2$. Increasing the loading beyond 100% increases the saturation even more, which leads to a reduction in both the flux density harmonics adjacent to the main harmonic and the second order radial force component.

6.4 Effects of airgap length and damperbars

In [128] it was found that the cost of the generator is reduced when the synchronous reactance is increased by reducing the airgap length. In this section the influence on the lowest order radial force component of reducing the airgap length is investigated. The main flux density harmonic is kept constant when the airgap length is reduced.

The effect of reducing the airgap length on the radial force component of lowest harmonic order is presented in Table 6.2. It can be seen that reducing the airgap length to as little as 60% of its initial value leads to modest increases in the radial
Figure 6.4: Effect of loading on the second order radial force component in the q = 4 \frac{2}{5} generator.
force component. Reducing the airgap length to 60% increases the lowest order force component of the \( q = 2 \frac{2}{7} \) generator by 47.6%, the \( q = 2 \frac{2}{7} \) generator by 40.2% and the \( q = 4 \frac{2}{5} \) generator by 22.3%.

If it is assumed the increase in the second order radial force component is proportional to the reduction in airgap length, the increase should have been 66.7%. Some of this could be explained by the change in the effective airgap length not being the same as the change in the physical airgap length due to Carter’s coefficient. Another explanation that is worthy of consideration is the saturation level of each generator.

For generators G2 and G3, it is the flux density component of order \( p - 2 \) that interacts with the main harmonic to produce most of the second order radial force density. It can be seen from Table 6.2 that the increase in this component closely resembles the increase in the second order force component. For the \( q = 2 \frac{2}{7} \) generator the increase in the flux density component of order \( p - 2 \) was 36.5% while the force component increased with 40.2%. The same case can be seen for the \( q = 4 \frac{2}{5} \) generator where the flux density harmonic of order \( p - 2 \) increased by 29.2% while the force increased by 22.3%. The same effect is seen for the \( q = 2 \frac{2}{35} \) generator. The only difference is that for this generator it is the flux density harmonic of order \( p + 2 \) and not \( p - 2 \) in interaction with the main harmonic that produces most of the second order radial force.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( 2 \frac{2}{7} )</th>
<th>( 4 \frac{2}{7} )</th>
<th>( 2 \frac{2}{35} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airgap (mm)</td>
<td>( 35 ) o</td>
<td>( 22 ) r</td>
<td>( 27 ) o</td>
</tr>
<tr>
<td>( B_{p-2} ) (T)</td>
<td>0.063</td>
<td>0.086</td>
<td>0.024</td>
</tr>
<tr>
<td>( B_{p-2} )</td>
<td>6.1%</td>
<td>8.3%</td>
<td>2.1%</td>
</tr>
<tr>
<td>( B_p ) (T)</td>
<td>1.04</td>
<td>1.06</td>
<td>1.14</td>
</tr>
<tr>
<td>( B_{p+2} ) (T)</td>
<td>0.005</td>
<td>0.011</td>
<td>0.006</td>
</tr>
<tr>
<td>( B_{p+2} )</td>
<td>0.5%</td>
<td>1%</td>
<td>0.5%</td>
</tr>
<tr>
<td>( F_2 ) (N/m²)</td>
<td>27610</td>
<td>38710</td>
<td>13140</td>
</tr>
</tbody>
</table>

Table 6.2 presents the distribution of magnetic energy in the different parts of the generators at different airgap lengths. Values for the different parts are given in percentage of the total magnetic energy, which is proportional to the magnetic reluctance. A high percentage means a high reluctance, which means that a large share of the magnetic energy is consumed in the given part.
One can see that the main part of the magnetic energy is stored in the airgap. For the \( q = \frac{5}{2} \) and \( q = \frac{2}{3} \) generators 71-81% of the magnetic energy is consumed in the airgap. For the \( q = \frac{4}{2} \) generator 40-51% is consumed in the airgap.

It is seen in Table 6.3 that the share of the total energy consumed in the airgap is reduced when the airgap is reduced. This is because the saturation level increases in all the iron parts in the magnetic circuit. Except for the airgap, the pole core and rotor ring are the parts that have the highest share of magnetic energy. In particular, the pole core which has to conduct all the flux produced by the field winding is likely to be saturated.

The \( q = \frac{4}{2} \) generator has a significantly higher saturation level in the pole core and share of the magnetic energy than the other generators. A consequence of this is that the amplitude of the flux density harmonics in the airgap of the \( q = \frac{4}{2} \) generator is smaller than would have been the case with a less saturated pole core.

A more saturated generator seems to reduce the lowest order spatial harmonic of the radial force density distribution through a reduction in the amplitude of the flux density harmonics adjacent to the main flux density harmonic. The downside to increasing the saturation is increased losses in the iron parts.

In [87] it was assumed that all the magnetic energy was consumed in the airgap. This study has shown that this is not the case for large synchronous hydrogenerators. Using only the airgap permeance function and the stator MMF harmonics is not sufficient to calculate the amplitude of the airgap flux density harmonics correctly. With 20-50% of the magnetic energy not being consumed in the airgap, it is clear that finite element simulations are needed.

Based on Table 6.2 it is concluded that in salient pole synchronous hydrogenerators
a reduction in the airgap length will not result in a linear increase in the lowest order radial force component as was predicted by [87].

The effects of damperbars on the second order radial force harmonic are investigated by running \( q = 4 \frac{2}{7} \) generator at unity power factor. The generator is run with and without damperbars, and with both the original and the reduced airgap length. Fig. 6.5 presents the results for the second order force component at the original airgap length. The average value of the second order force component is reduced by 30% when the damperbars are installed. It can be seen that the effect of damperbars varies with time, so that the effect seems to vary from an 18.7% reduction to a 39.2% reduction.

The flux density harmonic components that produces the majority of the second order radial force component are presented in Fig. 6.6. It can be seen that the damperbars lead to the same time variation in the flux density components as in the radial force component. The flux density harmonics of order \( B_{p-2} \) and \( B_{p+2} \) are reduced, while the main flux density harmonic \( B_p \) increases slightly, resulting in a lower average value for the second order radial force component.

![Graph of 2nd order harmonic of radial force](image)

Figure 6.5: Effect of damperbars on the second order radial force component in the \( q = 4 \frac{2}{7} \) generator at unity power factor.

Table 6.4 presents the effect of damperbars on the second order radial force component and the main flux density harmonics contributing to the lowest order force
component at the original and the reduced airgap length. As presented in Table 6.2, when damperbars are removed, $B_{p-2}$, $B_{p+2}$ and $F_2$ increase with a reduction in the airgap length. With damperbars $F_2$ does not seem to increase with reduced airgap length. The reason for this is that $B_{p-2}$ and $B_{p+2}$ remain almost unchanged. $F_2$ is actually reduced somewhat due to the fact that $B_p$ is reduced by 4.6%.

In conclusion, the damperbars are able to reduce the lowest order radial force component by between 20-40% compared to the case without damperbars. The damperbars are able to reduce the lowest order force component more efficiently when the airgap length is reduced. The downside of this is that the losses in the damperbars themselves are increased from 7 kW to 13.4 kW when the airgap length is reduced.

Losses in the pole shoe surface are expected to increase when the airgap length is reduced in a similar manner to that seen for the damperbars. The analytical framework presented in Chapter 4 is used to estimate the pole surface losses in this case. In the $q = 4 \frac{2}{7}$ generator, the losses increased from 4.8 kW to 12.4 kW, while the losses increased from 18.0 kW to 42.4 kW in the $q = 2 \frac{2}{35}$ generator. For the $q = 2 \frac{2}{7}$ generator, the losses increased from 35.9 kW to 89.1 kW.
Table 6.4:
Effects of damperbars

<table>
<thead>
<tr>
<th>Airgap (mm)</th>
<th>wo/ damperbars</th>
<th>w/ damperbars</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>27 o</td>
<td>16 r</td>
</tr>
<tr>
<td>$B_1$ (T)</td>
<td>0.065 (7.4%)</td>
<td>0.081 (9.6%)</td>
</tr>
<tr>
<td>$B_{p-2}$ (T)</td>
<td>0.039 (4.4%)</td>
<td>0.055 (.5%)</td>
</tr>
<tr>
<td>$B_p$ (T)</td>
<td>0.879</td>
<td>0.841</td>
</tr>
<tr>
<td>$B_{p+2}$ (T)</td>
<td>0.015 (1.7%)</td>
<td>0.026 (3.1%)</td>
</tr>
<tr>
<td>$F_2$ (N/m$^2$)</td>
<td>14240</td>
<td>16940</td>
</tr>
</tbody>
</table>

o - original and r - reduced airgap. % of $B_p$.

6.5 Effects of winding layout

The flux density harmonic components adjacent to the main harmonic are the ones that produce most of the lowest order radial force component. In Table 6.5 the two adjacent harmonics to the main flux density harmonic are presented for no-load and full-load. The amplitude of the main harmonic is the same in both load conditions. It can be noted that for the $q = 4 \frac{2}{7}$ and the $q = 2 \frac{5}{7}$ generators, the harmonic of order $p + 2$ is more or less independent of loading. In addition, this flux density harmonic is much smaller than the harmonic of order $p - 2$.

The harmonic of order $p - 2$ is mostly given by the armature MMF. Together with the main harmonic it is the main contributor to the lowest order radial force component. It is of interest to find a winding arrangement that minimizes this flux density harmonic while maintaining the amplitude of the main harmonic.

For the $q = 2 \frac{3}{7}$ generator, see Table 6.5, it can be seen that harmonic of order $p - 2$ is barely affected by loading. The harmonic of order $p + 2$ is the largest contributor to the lowest order force component together with the main harmonic. It can be seen that this flux density harmonic component is present both at no-load and full-load.

The $q = 2 \frac{5}{7}$ generator is chosen in order to investigate how the winding layout pattern is affecting the flux density harmonic of order $p - 2$. This generator has the largest second order force component and the flux density component of order $p - 2$. The winding pattern of the original winding is 3-3-3-2-3-3-2, see Table 6.6. It was produced using the method for winding layout that was presented in Section 3.1.3 using the voltage-star concept and a procedure similar to that presented in Figs. 3.13 and 3.14.

It is found that the pattern can be ordered in 21 possible configurations. All these
Table 6.5:
Flux density harmonics of order $p \pm 2$

<table>
<thead>
<tr>
<th>Generator:</th>
<th>$B_{p-2}$ (T)</th>
<th>$B_{p+2}$ (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No-load</td>
<td>Full-load</td>
</tr>
<tr>
<td>$q = 2 \frac{p}{2}$</td>
<td>0.003 (0.3%)</td>
<td>0.063 (6.1%)</td>
</tr>
<tr>
<td>$q = 4 \frac{p}{2}$</td>
<td>0.003 (0.3%)</td>
<td>0.024 (2.1%)</td>
</tr>
<tr>
<td>$q = 2 \frac{p}{3}$</td>
<td>0.017 (1.7%)</td>
<td>0.014 (1.4%)</td>
</tr>
</tbody>
</table>

% of main harmonic component value.

patterns were implemented and simulated. Of all the possible patterns, a pattern giving one of the lowest flux density component of order $p-2$ while barely reducing the main harmonic was selected. The new winding pattern is 3-3-3-2-2-3-3, see Table 6.7, and the comparison to the original winding pattern is shown in Table 6.6. The voltage waveform of the original and the new winding layout are presented in Fig. 6.7. Several winding configurations gave a satisfying reduction in the flux density harmonic of order $p-2$, but they also gave a significant reduction in the main harmonic.

Table 6.6:
Original winding layout configuration.

<table>
<thead>
<tr>
<th>RRR</th>
<th>-T-T-T</th>
<th>SSS</th>
<th>-R-R</th>
<th>TTT</th>
<th>-S-S-S</th>
<th>RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>-T-T-T</td>
<td>SSS</td>
<td>-R-R-R</td>
<td>TT</td>
<td>-S-S-S</td>
<td>RRR</td>
<td>-T-T</td>
</tr>
<tr>
<td>SSS</td>
<td>-R-R-R</td>
<td>TTT</td>
<td>-S-S</td>
<td>RRR</td>
<td>TTT</td>
<td>SS</td>
</tr>
</tbody>
</table>

Table 6.7:
New winding layout configuration.

<table>
<thead>
<tr>
<th>RRR</th>
<th>-T-T-T</th>
<th>SSS</th>
<th>-R-R</th>
<th>TT</th>
<th>-S-S-S</th>
<th>RRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>-T-T-T</td>
<td>SSS</td>
<td>-R-R-R</td>
<td>TT</td>
<td>-S-S</td>
<td>RRR</td>
<td>-T-T-T</td>
</tr>
<tr>
<td>SSS</td>
<td>-R-R-R</td>
<td>TTT</td>
<td>-S-S</td>
<td>RR</td>
<td>TTT</td>
<td>SSS</td>
</tr>
</tbody>
</table>

The flux density harmonics of order 1, $p-2$, $p$, $p+2$ and the lowest order radial force component of all the 21 winding layouts that were analyzed are presented in Table 6.8.

It can be seen from Table 6.9 that the reduction in the flux density harmonic of order $p-2$ is 63.5%. The second order radial force component sees a 60.7% reduction when the winding pattern is changed. The flux density harmonic of
Table 6.8: Effects of changing the winding pattern

<table>
<thead>
<tr>
<th>Pattern:</th>
<th>$B_1$ (T)</th>
<th>$B_{p-2}$ (T)</th>
<th>$B_p$ (T)</th>
<th>$B_{p+2}$ (T)</th>
<th>$F_2$ (N/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-2-3-3-3-3-3</td>
<td>0.14</td>
<td>0.032</td>
<td>1.178</td>
<td>0.004</td>
<td>13880</td>
</tr>
<tr>
<td>2-3-2-3-3-3-3</td>
<td>0.12</td>
<td>0.020</td>
<td>1.171</td>
<td>0.002</td>
<td>12150</td>
</tr>
<tr>
<td>2-3-3-2-3-3-3</td>
<td>0.063</td>
<td>0.057</td>
<td>1.172</td>
<td>0.008</td>
<td>25420</td>
</tr>
<tr>
<td>2-3-3-2-3-3-3</td>
<td>0.065</td>
<td>0.057</td>
<td>1.147</td>
<td>0.013</td>
<td>26480</td>
</tr>
<tr>
<td>2-3-3-3-2-3-3</td>
<td>0.14</td>
<td>0.018</td>
<td>1.093</td>
<td>0.013</td>
<td>15960</td>
</tr>
<tr>
<td>2-3-3-3-3-2-3</td>
<td>0.16</td>
<td>0.028</td>
<td>1.047</td>
<td>0.010</td>
<td>13010</td>
</tr>
<tr>
<td>3-2-2-3-3-3-3</td>
<td>0.14</td>
<td>0.046</td>
<td>1.104</td>
<td>0.023</td>
<td>22210</td>
</tr>
<tr>
<td>3-2-3-2-3-3-3</td>
<td>0.11</td>
<td>0.008</td>
<td>1.119</td>
<td>0.018</td>
<td>11970</td>
</tr>
<tr>
<td>3-2-3-2-3-3-3</td>
<td>0.043</td>
<td>0.055</td>
<td>1.111</td>
<td>0.025</td>
<td>32060</td>
</tr>
<tr>
<td>3-2-3-3-2-3-3</td>
<td>0.07</td>
<td>0.055</td>
<td>1.098</td>
<td>0.015</td>
<td>28780</td>
</tr>
<tr>
<td>3-2-3-3-3-2-3</td>
<td>0.14</td>
<td>0.020</td>
<td>1.046</td>
<td>0.009</td>
<td>16400</td>
</tr>
<tr>
<td>3-3-2-2-3-3-3</td>
<td>0.14</td>
<td>0.041</td>
<td>1.075</td>
<td>0.012</td>
<td>16170</td>
</tr>
<tr>
<td>3-3-2-2-3-3-3</td>
<td>0.11</td>
<td>0.032</td>
<td>1.071</td>
<td>0.014</td>
<td>19350</td>
</tr>
<tr>
<td>3-3-2-3-2-3-3</td>
<td>0.071</td>
<td>0.057</td>
<td>1.076</td>
<td>0.012</td>
<td>28680</td>
</tr>
<tr>
<td>3-3-2-3-3-2-3</td>
<td>0.074</td>
<td>0.061</td>
<td>1.056</td>
<td>0.008</td>
<td>28000</td>
</tr>
<tr>
<td>3-3-3-2-2-3-3</td>
<td>0.15</td>
<td>0.023</td>
<td>1.025</td>
<td>0.005</td>
<td>10860</td>
</tr>
<tr>
<td>3-3-3-2-3-3-3</td>
<td>0.075</td>
<td>0.063</td>
<td>1.038</td>
<td>0.005</td>
<td>27610</td>
</tr>
<tr>
<td>3-3-3-2-2-3-3</td>
<td>0.17</td>
<td>0.21</td>
<td>0.985</td>
<td>0.003</td>
<td>10120</td>
</tr>
<tr>
<td>3-3-3-2-3-3-3</td>
<td>0.15</td>
<td>0.025</td>
<td>0.991</td>
<td>0.008</td>
<td>16990</td>
</tr>
<tr>
<td>3-3-3-3-2-3-2</td>
<td>0.18</td>
<td>0.018</td>
<td>0.956</td>
<td>0.011</td>
<td>9380</td>
</tr>
</tbody>
</table>
order $p + 2$ remains unchanged while the main harmonic component sees a 1.25% reduction.

Since both subharmonic components and harmonic components are produced by the winding pattern, it was expected that these could change with new winding patterns. It turned out that for all the patterns implemented and simulated, the harmonic flux density components with harmonic order $k$ times $p$ remained practically unchanged ($k = 3, 5, 7$, etc).

The subharmonic flux density component of order 1 was found to change considerably with the change in winding pattern. As can be seen in Table 6.9 this component was doubled in the new pattern compared to the original winding layout. It seems that a reduction in the flux density harmonic of order $p - 2$ provides an increase in the first order harmonic. The increase in the first order flux density harmonic increases the second order force component. This helps to explain why the reduction in the lowest order radial force component is smaller than the reduction in the flux density harmonics of order $p - 2$ and $p$.

Two main conclusions may be drawn from this. First, that the amplitude of the largest flux density harmonic adjacent to the main, or fundamental, harmonic can be heavily reduced by careful rearrangement of the winding configuration. Second,
in cases where low order radial forces cause vibration problems, the problem can be significantly reduced by rearranging the winding configuration. Again, this reinforces the conclusions made in [94] and [87] about the usefulness of winding-reconfiguration when the goal is to reduce low order radial forces.

### 6.6 Conclusions

The following conclusions can be drawn from the analysis presented in this chapter:

It has been found that the lowest order harmonic component of the radial force is primarily produced by the main flux density harmonic component and its adjacent harmonic components.

In salient pole synchronous hydrogenerators, the magnetic circuit can be heavily loaded. In the cases investigated here, more than 20% of the magnetic energy is consumed in parts of the generator other than the airgap.

Reducing the airgap length leads to a less than proportional increase in the lowest order radial force component due to increased saturation in the generator and the fact that a substantial part of the magnetic energy is not consumed in the airgap.

Based on the damperbar configuration that was studied it was found that damperbars are able to reduce the lowest order radial force component by between 20-40% compared to the case without damperbars. The damperbars are able to reduce the lowest order force component more efficiently when the airgap length is reduced. The downside of this is that the losses in the damperbars themselves are increased when the airgap length is reduced.

The amplitude of the largest flux density harmonic adjacent to the main harmonic can be heavily reduced by careful rearrangement of the winding configuration. In cases where low order radial forces cause vibration problems, the problem can be significantly reduced by rearranging the winding configuration. It was possible to reduce the lowest order radial force component by more than 60% by rearranging the winding layout.
If the flux density harmonics and the radial forces in large synchronous generators are to be calculated accurately, it is found that finite element simulations are needed.
Chapter 7

Optimal design for converter-fed operation

The purpose of this chapter is to investigate how the rated frequency affects cost, weight and efficiency of the generator. The rated speed of rotation varies between 275 rpm and 600 rpm, while the nominal frequency used is between 25 and 75 Hz. The optimal frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz. Generators with higher rotational speeds tend to have a higher optimal rated frequency. The maximum allowed per unit value of the synchronous reactance is normally decided by the grid codes in order to maintain the stability of the system. In this chapter the constraint on the synchronous reactance is relaxed from 1.2 per unit to 2.0 per unit and then removed altogether. It is concluded that the total generator cost is reduced when the synchronous reactance is increased.

7.1 Cost coefficients used to find the optimal design

In order to optimize both production cost and efficiency at the same time, without using multiple objective functions, the cost of the generator is chosen as the objective function. Prices for the different materials are based on typical values similar to those used in other publications [121]. The unit prices for the active materials that are used are:

- stator iron $C_{\text{lam}}$: 4 €/kg
- rotor iron $C_{\text{steel}}$: 6 €/kg
- copper $C_{\text{cu}}$: 11 €/kg
For the losses, it is assumed that the generator is not run as a base plant at rated power output all the time. The cost of losses may vary from market to market. In this paper the cost of constant losses is set to 3000 €/kW, while the cost of load dependent losses is set to 2000 €/kW.

### 7.2 Choice of optimal rated frequency

In variable speed pumped storage power plants, the converter-fed synchronous machine has been presented as a promising solution to use instead of the traditional fixed-speed, grid-connected, synchronous generator. In this case the rated frequency of the hydropower generator can be chosen independent from the grid frequency.

The purpose of this chapter is to investigate what the optimal rated frequency would be for a large hydropower generator when the converter-fed synchronous machine topology is used. In order to achieve this the generator design is optimized to minimize the total cost, which consists of the cost of materials and the cost of energy losses.

The minimum total cost of active materials and energy lost found through the optimization process is presented in Fig. 7.1 for different rotational speeds and rated frequencies. It can be seen that although the total cost changes with rotational speed and rated frequency, the difference is modest. The total cost of the most expensive design option in Fig. 7.1 is only 18% higher than the cheapest design.

![Figure 7.1: Total generator cost at different rated frequencies and rotational speeds.](image)

Fig. 7.2 presents the total cost of the generator as a function of rated frequency and rated rotational speed, focusing on the range from the cheapest to the most expensive design. It is found that the cost of materials is reduced when the rated frequency is increased due to the fact that the total weight is reduced for higher fre-
7.2. Choice of optimal rated frequency

Figure 7.2: Total generator cost at different rated frequencies and rotational speeds.

...quencies. The mechanisms driving the weight reduction will be further elaborated upon in Section 7.2.1.

The cost of losses and the total losses are increased when the rated frequency is increased. The major reasons for this will be explained in more detail in the following paragraphs. To summarize, the total cost of the generator will reach its minimum at the optimal rated frequency where the reduction in materials cost is equal to the increase in the cost of losses. The optimal rated frequency seems to be in the range of 40 Hz to 50 Hz with the slower rotational speeds giving lower values for the optimal frequency.

At lower rated frequencies, the total cost is reduced when the rated frequency is increased. This is the case up to rated frequencies of 40 Hz to 50 Hz where the total cost reaches its minimum value for all rotational speeds. When the rated frequency is increased past the frequencies that yield the lowest total cost, the total cost is increased for all rated frequencies and rotational speeds.

7.2.1 Weight of materials in the generator

An increase in the rated frequency is produced by adding more poles to the generator. Since an additional pole will require more space along the airgap periphery, it is found beneficial by the optimization algorithm to increase the airgap diameter...
as can be seen in Fig. 7.3. There is no conclusive trend to be found for the axial length other than a slight increase at the highest rated frequencies. As a product, the airgap volume $D^2L$ increases when the rated frequency is increased, see Fig. 7.3.

With regard to different rotational speeds, it can be seen that $D$ is larger and $L$ is smaller for the lowest rotating generators. The airgap volume is higher for the slower generators as the airgap diameter yields a stronger impact on the volume than the axial length. Slower rotational speeds require a higher pole number to produce the same rated frequency. Therefore, the diameter and volume becomes larger. Slower generators tend to be shorter in axial length than the faster rotating ones.

Based on (3.7) it can be seen that when the airgap volume $D^2L$ goes up the armature loading $A$ and the magnetic loading $B_f$ needed to produce the rated power is reduced. This can be seen in Fig. 7.4, where the armature loading is reduced considerably and the magnetic loading is also reduced slightly when the rated frequency is increased. When $A$ and $B$ are reduced the required field current and stator current goes down, resulting in less copper needed and less current to cause copper losses.

Since the armature loading, which is a function of the stator current, is reduced when the rated frequency is increased, the stator current is reduced and the stator voltage is increased. At higher rated frequencies the stator voltage is more dominant in producing the rated output power than the stator current. This has a direct impact on the weight of copper used in the stator winding and the copper losses in the winding.

When the airgap volume is increased, the required armature loading is found to go down, reducing the rated stator current. When the rated stator current is reduced the cross section needed to avoid excessive heating of the winding caused by a current density that is too high for the cooling system is reduced. As a consequence the amount of copper used in the winding can be reduced and with it the weight of the winding, see Fig. 7.5.

Another factor that tends to reduce the weight of the stator winding is that when the rated frequency is increased, the pole pitch and coil pitch will be reduced to maintain a high winding factor. When the coil pitch is reduced, the length of the end winding is reduced, giving an additional reduction in the weight of copper as presented in Fig. 7.5.

When the rated frequency is increased by increasing the number of poles, the airgap length is reduced in order to keep the synchronous reactance constant as de-
Figure 7.3: Stator bore (top), axial length (middle) and airgap volume at different rated frequencies and rotational speeds.
scribed in (3.38). The required magnetizing ampere-turns per pole is reduced when the air gap length is reduced, see Fig. 7.6, and so is the thickness of the stator yoke.

The weight of the field winding is also presented in Fig. 7.5. When the required ampere-turns per pole is reduced, the required amount of copper in each pole will go down and reduce the weight of the winding. A higher number of poles will increase the weight of copper in the field winding since copper is added for each additional pole. The net effect is that the weight of the field winding is reduced when the rated frequency is increased.

The total weight of active materials in the generator and the weight of stator iron is presented in Fig. 7.7. It can be seen that the weight of both stator iron and the total weight are reduced considerably when the rated frequency is increased, which is the same trend as was observed for the stator and field winding in Fig. 7.5.

As presented in (3.10), when the rated frequency is increased by increasing the number of poles the thickness of the stator yoke and the rotor ring is reduced. The reduction in stator yoke thickness is visualized in Fig. 7.8 where the geometries of two 275 rpm generators with 180 slots are drawn. Both generators have the same stator bore diameter, the same slot width and the same slot height. To the left, a generator with 14 poles is shown in comparison to the generator to the right, which is designed with 26 poles. From Fig. 7.8 it can be seen that the height of the rotor...
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In conclusion, as described, the total weight of active materials is reduced substantially due to the reductions in stator and rotor iron, stator and field winding weight.

### 7.2.2 Losses in the generator

The stator winding copper losses are presented in Fig. 7.9, including both the AC and DC copper losses. The AC, eddy current copper losses are small compared to the DC losses, but they increase slightly from 6-7 kW at the lowest rated frequencies to 22-23 kW at the highest rated frequencies. The stator copper losses remain stable over the frequency range, with the copper losses being 8-13% higher at 75 Hz than they are at 25 Hz.

There are two mechanisms that help keep the copper losses at the same level: First, when the airgap volume is increased, as was seen in Fig. 7.3, the required armature loading was found to be reduced. This result in a lower required stator current and...
Figure 7.6: Magnetizing ampere-turns per pole (top), airgap length (middle) and stator yoke thickness (bottom) for different rated frequencies.

Figure 7.7: Weight of active materials (top) and weight of iron in stator (bottom).
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Figure 7.8: Geometries of two 275 rpm generators. Left: 14 poles. Right: 26 poles. Both generators have the same stator bore diameter, slot height, slot width and number of slots.

Figure 7.9: Stator copper losses (top) and field winding copper losses.

a higher stator voltage. When the stator current is reduced, the copper losses are reduced too.

The second mechanism results in the opposite effect. Since the stator current is reduced, the copper cross section needed to maintain an acceptable current density
in the winding is also reduced. When the cross section is reduced, the effective DC resistance of the winding is increased, giving an increase in the copper losses. The net effect of these two mechanisms is a slight increase in the stator copper losses at higher rated frequencies.

Copper losses in the field winding are given in Fig. 7.9. When the number of poles is increased, the necessary number of ampere-turns per pole is reduced. This reduces the current needed, and/or the number of turns, which reduces the copper losses per pole. Increasing the number of poles increases the field winding losses. The net effect, as can be seen in Fig. 7.9, is that the field winding losses increase when the rated frequency is increased.

Based on Fig. 7.3, Fig. 7.4, and Fig. 7.9, it appears that the feasible design space for the generator running at 275 rpm is narrow. It can be seen that the axial length fluctuates more for the 275 rpm designs than what is the case for the other rotational speeds.

The electric loading in Fig. 7.4 is less stable for the 275 rpm designs. This indicates that the optimization algorithm has more difficulty finding feasible designs where the temperature requirements are met. When the electric loading is reduced the axial length must be increased in order to maintain the same output power.

The cooling issues the optimization algorithm appears to experience for the 275 rpm designs are reflected in the copper losses in Fig. 7.9, where these seems to fluctuate more for the designs running at the lowest rotational speed.

Stator iron losses are presented in Fig. 7.10. The reduction in the weight of stator iron will reduce the iron losses with a higher rated frequency, while the increased rated frequency will increase the iron losses, see (3.54). The mechanical losses, also presented in Fig. 7.10, increase when the rated frequency is increased. The main reason for this is that the mechanical losses are calculated as a function of both $D$ and $L$, see (3.40). Since $D^2L$ increases with higher rated frequency, the mechanical losses increase in turn.

The efficiency of the generator at different rotational speeds and rated frequencies are presented in Fig. 7.11. These results give us that the highest efficiency at a given speed of rotation appears to be achieved at low rated frequencies. Efficiency seems to increase for all rated frequencies above 50 Hz by increasing the speed of rotation. At the lowest rated frequencies it seems to be the case that lower rotational speeds give a higher efficiency. At frequencies above 50 Hz, the fastest rotating generators tend to have a higher efficiency than the slower rotating ones.

It can be seen that the efficiency starts to decrease for all rotational speeds as the
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As was presented in Fig. 7.9, the copper losses slightly increase with frequency. The main drivers for the reduced efficiency at higher rated frequencies are found in Fig. 7.10. The mechanical and iron core losses are found to increase with frequency, which results in a reduction in the efficiency at all rotational speeds.

7.2.3 Main findings

When the number of poles is increased to increase the rated frequency the total weight of active materials in the generator is reduced. This is true for rotor and stator iron, stator copper and the copper in the field winding.

When the weight of the generator is reduced at higher rated frequencies the result is a slimmer generator with a thinner stator yoke and rotor ring. The reduction in the weight of the generator makes the cost of the materials small compared to the cost of losses as a share of the total cost.

By increasing the rated frequency the airgap volume $D^2L$ is increased, allowing for a smaller armature loading. An effect of this is that the stator voltage is increased and that the stator current is reduced. The increase in rated frequency reduces the required airgap length to maintain the rated synchronous reactance.

![Figure 7.10: Stator iron losses (top) and mechanical losses at different rated frequencies and rotational speeds.](image)
value, which reduces the ampere-turns needed per pole. As a product of this the field current is reduced when the rated frequency is increased.

It has been shown that the losses increase with an increase in the rated frequency. This leads to higher energy costs that increase the total cost of the generator. These results give us that the highest efficiency at a given speed of rotation appears to be achieved at low rated frequencies. Efficiency seems to increase for all rated frequencies above 50 Hz by increasing the speed of rotation. At the lowest rated frequencies it seems to be the case that lower rotational speeds give a higher efficiency. At frequencies above 50 Hz the fastest rotating generators tend to have a higher efficiency than the slower rotating ones.

It is possible to reduce the weight substantially by increasing the rated frequency. The cost is the increase in energy losses due the lower efficiency. In the end this would be a trade-off between the cost of materials and the net present value of future energy losses.

Temperature limits are set in the design specifications. Calculating the temperature distribution in the generator accurately requires detailed thermal models and accurate loss estimation [129]. It is important that the cooling capability of the cooling system is calculated accurately.
If one of these three is not calculated correctly in the design phase, the generator is likely to run with higher temperatures in normal operation than it is designed for. This may result in reduced lifetime, thermal damage to the generator, or forced operation at lower than rated loading.

Given that the temperature limits are chosen properly, and that the thermal models are correct, the main method for achieving an optimally designed generator, is to increase the capitalized value of the losses in the machine. This is done by increasing the cost of losses until the desired machine temperatures are achieved.

If the cost reduction for saving losses is larger than the cost of increasing the material usage, the optimization routine will opt for the colder generator design with a higher total weight [78].

The objective function could also be extended to include the cost of cooling systems. However, if the capitalized cost of losses has been set correctly, the resulting optimal design should be the same. For air cooled hydropower generators the cost of ventilation losses would be a major component in the modeling of the cost of the cooling system. The reason is that the main mechanism for controlling the temperature of the generator is by controlling the amount of cooling air that is sent through the generator [100].

The optimal frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz. Generators with higher rotational speeds tend to have a higher optimal rated frequency.

### 7.3 Effects of relaxing the synchronous reactance requirement

In order to investigate how relaxing the requirement on the synchronous reactance affects the total cost of the generator, the total cost have been calculated for several upper limits. Initially, the value is set to 1.2 p.u. Then the limit is relaxed to 2.0 p.u., and finally it is removed altogether.

For the purpose of limiting the number of cases to investigate, a rotational speed of 375 rpm was chosen for the analysis of the effect of relaxing the requirement on the synchronous reactance. Three different rated frequencies, i.e. 25 Hz, 50 Hz and 75 Hz, were chosen to be studied. Some of the analysis presented in this section reinforce the findings presented in Section 7.2.

When the limit on the synchronous reactance is removed, the reactance is allowed to be optimized for each frequency. For the 25 Hz designs, the optimal value was found to be 3.3 p.u. The optimal values were found to be 2.9 p.u. for the 50 Hz designs and 2.5 for the 75 Hz designs.
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The main results of the investigation into the effect of relaxing the reactance requirement are presented in Fig. 7.12. They can be summarized the following way:

A: the total generator cost is reduced when the synchronous reactance is increased.

For the 75 Hz designs, which are the most expensive category, the cost is reduced by 4.49% when the synchronous reactance is increased from 1.2 p.u. to 2 p.u. When the reactance value is allowed to rise even higher, the cost reduction is 0.56%. For the 25 Hz designs the cost reductions are 5.62% and 2.12% respectively. For the least expensive designs, running at 50 Hz, the reductions are 5.02% and 1.49%.

Increasing the rated frequency from 25 to 50 Hz reduces the cost of the generator by 2.13%, 1.51% and 0.87% respectively for the different reactance values. Increasing the frequency from 50 to 75 Hz shows an increase in total cost of 6.68%, 7.95% and 9.66% respectively.

Fig. 7.12 presents the results from the optimization for different rated frequencies and different synchronous reactance values. The distribution of cost between losses and materials is presented. The reason for the 50 Hz designs being cheaper than the 25 Hz designs, which in turn are cheaper than the 75 Hz designs, is revealed:

1. The cost of losses is increases with rated frequency.
2. Material cost does not show the same trend.
   (a) Moving from 25 Hz to 50 Hz results in a substantial decrease in the cost of materials.
   (b) Moving from 50 Hz to 75 Hz yields only a smaller decrease in the cost of materials.

The same type of stator and rotor iron has been used for all rated frequencies. When the cost of materials becomes small relative to the total cost, it could become viable to choose more expensive, higher-grade materials. A stator iron type with lower specific losses could potentially reduce the cost of losses more than it would increase the cost of materials.

A more expensive rotor steel with higher yield strength would allow the maximum peripheral speed of the poles to increase. This would allow for a larger maximum
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airgap diameter, which could have an impact on high pole designs that are limited by space for and cooling of the poles.

3. The 50 Hz designs are cheaper than the 25 Hz designs as the reduction in material costs are larger than the increase in cost of losses.

4. For the 75 Hz case the increase in cost of losses is larger than the reduction in cost of materials.

5. The 75 Hz designs are the most expensive options analyzed.

When the rated frequency increases, the cost of materials becomes smaller compared to the cost of losses. At higher frequencies the cost of losses starts to dominate the total cost of the generator. At 25 Hz the material cost is 59-62% of the cost of losses. This ratio drops to 31-32% at 50 Hz and 22-23% at 75 Hz.

Fig. 7.13 gives the relationship between required magnetization, field current and airgap length. It can be seen that the total ampere-turns per pole and the field current decreases when the airgap gets smaller. Using (3.38) it can be seen that the synchronous reactance is inversely proportional to the number of poles and the airgap length. Since the speed of rotation is constant, the number of poles must increase to increase the frequency. Increasing the number of poles or the value of the synchronous reactance necessitates a reduction in airgap length.

An increase in the synchronous reactance, reduces the required magnetization (ampere-turns), resulting in a reduction in field current. By lowering the field current, see Fig. 7.13, the rotor losses go down, as presented in Fig. 7.14. Less losses in the rotor gives less heating of the cooling air before it enters the stator. This allows the armature loading, see Fig. 7.15 to increase. The reason for this is the air that enters the stator is colder, which makes a higher temperature increase in the air that passes the stator winding possible.

Increasing the armature loading $A$ reduces the magnetic loading $B_\delta$, see Fig. 7.15. According to (3.7), when the product of $A$ and $B_\delta$ goes up, the required airgap volume $D^2L$ goes down, see Fig. 7.16. This leads to a shorter machine , see Fig. 7.16. As the diameter is primarily determined by the number of poles, and the length $L$ is reduced, the weight of iron in the rotor and stator goes down. This is presented in Fig. 7.17.

The geometries of two optimized 50 Hz generators are presented in Fig. 7.18. Here, it can be seen that the 2.0 p.u. synchronous reactance generator has a shorter airgap, thinner stator and rotor yokes and higher number of stator slots. The generator with 2.0 p.u. synchronous reactance has a higher number of stator slots that
increases the armature loading in the machine. The main parameters of the two generators are presented in Table 7.1. It can be observed that the armature loading is higher for the 2.0 p.u. generator, and that the weight of rotor and stator iron is reduced when the synchronous reactance is increased.

Losses in the generator are presented in Fig. 7.14. It can be seen that both iron losses and mechanical losses go down when the synchronous reactance is increased. This can be attributed to the reduction in axial length as a result of the increased armature loading. From (3.7) we have that when $A$ is increased, the necessary length $L$ goes down. Mechanical losses increase with increasing frequency as a consequence of a larger generator diameter. For the 50 Hz designs, the increased diameter has a larger effect on the mechanical losses than the shorter length has.
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Rotor losses are reduced when the synchronous reactance or the frequency is increased. This is both due to the reduction in field current mentioned earlier and because of an increase in the copper cross section giving a reduced field winding resistance. Additional losses increase when the airgap length is reduced due to more losses in the pole surface.

Fig. 7.19 presents the relationship between pole surface losses and the ratio of airgap length to slot opening. This figure indicates that pole surface losses are kept small when the airgap length to stator slot opening ratio is kept below 1.0.

Airgap length to slot opening is reduced when the synchronous reactance or rated frequency is increased, see Fig. 7.19. The main reason for this is that the length of the airgap is reduced when the rated frequency or the synchronous reactance is
Figure 7.14: Losses in the generator, (a) at 50 Hz, (b) at 2.0 p.u. synchronous reactance.

Pole surface losses are increased to more than 2600 $W/m^2$ at the smallest airgap length to slot opening ratio. When this ratio is reduced, the flux pulsations in the pole surface increase, leading to increased losses.

The airgap length is inversely proportional to the rated frequency. Pole surface losses are proportional to the value of the synchronous reactance (3.58), meaning that the pole surface losses are proportional to the rated frequency. When the frequency increases, the airgap length is reduced, resulting in a smaller airgap length to slot opening ratio. This leads to increased pole surface losses. In conclusion, the pole surface losses increase when the rated frequency or the synchronous reactance increase.

### 7.3.1 Main findings

When moving from one rated frequency to another, two counter-acting cost effects are observed. Increasing the frequency will increase the losses and with it the capitalized cost of losses. When working to reduce the total cost, an increase in nominal frequency reduces the amount of active materials needed, reducing the cost of materials. When the rated frequency was increased from 25 Hz to 50 Hz,
Figure 7.15: Loading of the generator, (a) magnetic loading, (b) electric loading.
Table 7.1: Design results from optimization (50 Hz)

<table>
<thead>
<tr>
<th>Synchronous reactance</th>
<th>1.2 p.u.:</th>
<th>2.0 p.u.:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>3699.6 k€</td>
<td>3535.9 k€</td>
</tr>
<tr>
<td>Total weight</td>
<td>162076 kg</td>
<td>144594 kg</td>
</tr>
</tbody>
</table>

**Independent variables:**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_s$</td>
<td>144</td>
<td>192</td>
</tr>
<tr>
<td>$D$</td>
<td>3.85</td>
<td>4.03</td>
</tr>
<tr>
<td>$n_v$</td>
<td>50</td>
<td>41</td>
</tr>
<tr>
<td>$b_u$</td>
<td>28.8</td>
<td>24.8</td>
</tr>
<tr>
<td>$n_{str}$</td>
<td>63</td>
<td>67</td>
</tr>
<tr>
<td>$b_{pc}$</td>
<td>379</td>
<td>383</td>
</tr>
<tr>
<td>$n_f$</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>$b_{cu}$</td>
<td>127</td>
<td>145.3</td>
</tr>
<tr>
<td>$h_{cus}$</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>$h_{cu}$</td>
<td>4.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

**Machine parameters:**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>2.34 m</td>
<td>1.93 m</td>
</tr>
<tr>
<td>$\eta$</td>
<td>98.85%</td>
<td>98.87%</td>
</tr>
<tr>
<td>$U_n$</td>
<td>9.012 kV</td>
<td>10.048 kV</td>
</tr>
<tr>
<td>$A$</td>
<td>801 A/cm</td>
<td>916 A/cm</td>
</tr>
<tr>
<td>$B_0$</td>
<td>0.93 T</td>
<td>0.88 T</td>
</tr>
<tr>
<td>$m_{cu, stator}$</td>
<td>9819 kg</td>
<td>10256 kg</td>
</tr>
<tr>
<td>$m_{cu, rotor}$</td>
<td>15894 kg</td>
<td>15895 kg</td>
</tr>
<tr>
<td>$m_{iron, stator}$</td>
<td>60593 kg</td>
<td>51813 kg</td>
</tr>
<tr>
<td>$m_{iron, rotor}$</td>
<td>75770 kg</td>
<td>66630 kg</td>
</tr>
<tr>
<td>$X'_d$</td>
<td>0.24 p.u.</td>
<td>0.32 p.u.</td>
</tr>
<tr>
<td>$X''_d$</td>
<td>0.18 p.u.</td>
<td>0.24 p.u.</td>
</tr>
</tbody>
</table>

The reduction in the cost of materials was greater than the increase in loss cost. This made the 50 Hz designs cheaper than the 25 Hz designs.

Moving from 50 Hz to 75 Hz reduced the cost of materials less than the increase in
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For the three rated frequencies tested in this section, the 50 Hz designs had a lower total cost than the 25 Hz and 75 Hz designs. These results correspond well with the results presented in Section 7.2.

For the 75 Hz designs, the cost of losses is large compared to the cost of materials. The same type of stator and rotor iron has been used for all rated frequencies. When the cost of materials becomes small compared to the total cost, it could become viable to choose higher-grade materials that are more expensive. A stronger, more expensive type of rotor steel could have allowed a higher periphery speed for the poles, which would have increased the maximum airgap diameter. A higher maximum airgap diameter could have made an impact on the optimal design for

Figure 7.16: Main dimensions of the generator, (a) stator bore, (b) axial length, (c) rotor volume.
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Figure 7.17: Weight of the generator, (a) at 50 Hz, (b) at 2.0 p.u. synchronous reactance.

Figure 7.18: Geometries of two 50 Hz generators. Left: 1.2 p.u. synchronous reactance. Right: 2.0 p.u. synchronous reactance.

If a rated frequency of 75 Hz would have been chosen, it is likely that a higher quality stator iron with lower specific losses should have been chosen. By choosing an iron type with lower specific losses, the cost of materials will increase, but the cost of losses would decrease. It is likely that the cost of losses would decrease more than the cost of materials would increase, leading to a lower total generator
cost. This, in turn, would reduce the gap in total cost between the 75 Hz designs and the 25 Hz and 50 Hz designs, making the 75 Hz designs more attractive and possibly pushing the optimal rated frequency above 50 Hz.

Increasing the value of the synchronous reactance from 1.2 p.u. to 2 p.u. reduces the total generator cost with 4.49-5.62%. The lower the rated frequency, the higher the cost reduction. This can be attributed to the length of the airgap, in that a larger reduction in airgap length gives a larger cost reduction.

Increasing the synchronous reactance 2 p.u. gives a smaller cost reduction and several possible design issues, including increasing losses and radial forces. When the upper limit on the synchronous reactance was removed, the cost was reduced 0.56-2.12%. The cost benefits of increasing the synchronous reactance must be
weighed against possible design issues.

Based on the results presented here, it seems to be most beneficial to increase the synchronous reactance to 2.0 p.u. If the generator is to be operated directly connected to the grid, a stability analysis should be performed in order to make sure that stable operation is maintained.
7.4 Conclusions

This chapter has investigated how the rated frequency affects total cost, total weight and generator efficiency using the converter-fed synchronous machine topology. The speed of rotation has been varied between 275 rpm and 600 rpm, while the rated frequency used was held between 25 and 75 Hz.

The main findings are:

1. The weight of the generator is reduced when the rated frequency is increased. A higher rated frequency gives a lighter generator with a lower cost for the active materials.

2. The losses in the machine increases when the rated frequency increases, increasing the cost of losses.

3. The optimal frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz. Generators with higher rotational speeds tend to have a higher optimal rated frequency.

The results indicates that the highest efficiency at a given speed of rotation is achieved at low rated frequencies. Efficiency seems to increase for all rated frequencies above 50 Hz by increasing the speed of rotation. At the lowest rated frequencies it seems to be the case that lower rotational speeds give a higher efficiency. At frequencies above 50 Hz the fastest rotating generators tend to have a higher efficiency than the slower rotating ones.

A rotational speed of 375 rpm with 16 poles, which is the most common in Norway, was selected for the investigation of the effect of relaxing the requirement on the synchronous reactance. For the given generator specifications - 25 Hz, 50 Hz and 75 Hz were used as rated frequencies in the optimization. The main conclusions of the investigation are:

1. The total generator cost is reduced when the synchronous reactance is increased.

2. The same trend is observed for all the three rated frequencies that were used.

The designs using 50 Hz were found to be cheaper than all other designs. Moving from 25 Hz to 50 Hz reduces the cost of materials more than the cost of losses are increased. When moving from 50 Hz to 75 Hz, the reduction in materials’ cost is smaller than the increase in the cost of losses.
Increasing the synchronous reactance from 1.2 p.u. to 2.0 p.u. reduced the total cost of the generator. The largest cost reduction was achieved with the lowest rated frequency.

Increasing the synchronous reactance above 2.0 p.u. led to a smaller reduction in total cost than the reduction achieved by relaxing the upper reactance limit from 1.2 p.u. to 2.0 p.u. Several design issues might become apparent when the synchronous reactance is increased. The benefit of cost reduction must be weighed against the negative effects, like increased losses and reduced grid stability, when the final value of the synchronous reactance is chosen.

If the value of the synchronous reactance is increased it may cause some stability issues if the generator is going to be able to operate directly connected to the grid. In that case it would be necessary to perform a stability analysis to see how well the generator is able to perform as a regular, grid connected generator.

Increasing the value of the synchronous reactance from 1.2 p.u. to 2.0 p.u. has been shown to reduce the total cost of the generator. This reduction in cost can help offset parts of the cost of the converter that is associated with having a converter-fed synchronous hydrogenerator in pumped-storage plants. This, in turn, can make variable-speed pumped storage plants more cost-competitive versus traditional fixed-speed solutions.
Chapter 8

Conclusions

The power system is experiencing an increasing share of electric power production from intermittent power sources like wind and solar energy. Increased pressure is put on controllable production units like hydropower plants to deal with fluctuations in output of electric power production. The flexibility of the hydropower plants can be enhanced by introducing variable speed operation to large hydropower generators through the converter-fed synchronous machine topology.

The main benefits of enabling variable speed operation can be summarized as the ability to control active power in pumping mode, improved efficiency at part load and improved efficiency when there is a large variation in discharge or head during operation.

In cases where a converter-fed synchronous machine solution is used instead of the traditional fixed-speed, grid-connected, synchronous generator the rated frequency of the generator can be chosen independently of the grid frequency. The requirements on the synchronous reactance value can also be relaxed in converter-fed operation without losing stability. It is concluded that:

- The optimal rated frequency that gives the lowest total cost is reached between 40 Hz and 50 Hz.
- Increasing the value of the synchronous reactance from 1.2 p.u. to 2.0 p.u. reduces the total cost of the generator.

The reduction in cost can help offset parts of the cost of the converter that are associated with having a converter-fed synchronous hydrogenerator in pumped-
storage plants. This, in turn, can make variable-speed pumped storage plants more cost-competitive versus traditional fixed-speed solutions.

If the value of the synchronous reactance is increased it may cause some stability issues if the generator is going to be able to operate directly when connected to the grid. In that case it would be necessary to perform a stability analysis to see how well the generator is able to perform as a regular, grid connected generator.

The lowest mode of vibration of three hydropower generators has been studied. For all the generators investigated, the lowest mode of vibration is the second spatial harmonic. It is found that the lowest mode of vibration is primarily produced by the main flux density harmonic component and its adjacent harmonic components.

It is found that reducing the airgap leads to a less than proportional increase in the lowest order radial force component. The reason for this is that the reduction in airgap length is causing increased saturation in the generator.

Damperbars are able to reduce the lowest order radial force component by between 20-40% compared to the case without damperbars. The damperbars are able to reduce the lowest order force component more efficiently when the airgap length is reduced. Losses in the damperbars themselves are increased when the airgap length is reduced.

In cases where low order radial forces cause vibration problems, the problem can be significantly reduced by rearranging the winding configuration. It is demonstrated that lowest order radial force component can be reduced by more than 60% by rearranging the winding layout.

The modeling and analysis of losses in large hydropower generators has been a major focus in this work, both the additional losses produced by converter-operation and the modeling of the losses in the stator iron.

The effect of converter operation on AC copper loss in large hydrogenerators has been investigated. Current harmonics produced by switching in two- and three-level converters increase the AC copper losses in traditionally designed stator windings in large hydrogenerators. These additional losses could cause intolerable heating and probably destroy the windings.

If a generator is going to be built for converter operation using a two-level or a three-level topology like the ones that are available today, it is found that:

- The strand thickness would have to be reduced compared to traditional designs.
- If this is not possible, a filter between the converter and the generator must be used.
Including damperbars in a converter-fed synchronous hydropower generator increases the AC copper losses in the stator. In addition to this, the losses in the damperbars themselves increase substantially. As a consequence:

- It is advised against using damperbars, if possible, when two- or three-level converter topologies are used.

The results indicate that an increase in the iron core loss in the range of 10-30% can be expected using traditional two- and three-level converter topologies. More detailed analysis and modeling is needed in order to conclude on the effect of converter-operation on stator core losses.

Based on the investigation into the additional copper and iron losses in converter operation, the benefits of using a multi-level converter topology should be investigated further.

Experimental work has been presented for a generator test setup. Losses have been measured at different levels of magnetization and at different rotational speeds. Mechanical losses and core losses are estimated from measurements. Experimental results have been used to verify the loss calculations used in this thesis.

Stator core losses have been predicted using the Bertotti method and the Vector-Preisach model for two hydropower generators, in addition to the generator test setup. The Bertotti method gives a core loss prediction that is close to the reference value for both the large generators, and to the measured losses in the generator test setup. Good core loss estimates are achieved with the Bertotti method for different power ratings and design types.

Using the Vector-Preisach model is not found to improve the core loss prediction significantly. The model is found to be more sensitive to saturation than the Bertotti method.

Different correction factors for the stator core losses have been applied in order to discover which values should be used optimally. The Bertotti method is shown to give more consistent core loss predictions using correction factors than the Vector-Preisach model. It is not conclusive which correction factor gives the best loss prediction, it must be decided on a case-by-case basis.
8.1 Future work

The analysis on radial forces would have been strengthened if measurements of low order radial force could have been performed. For example, it would have been interesting to see if the same difference in the lowest order radial force component with and without damperbars that was found with simulations could have been observed in an experimental setup.

By measuring the currents and losses in the damperbars in both sinusoidal and converter-fed operation the analysis on damperbar losses and the effect of converter operation could have been further enhanced. The same applies to measurements of iron core losses during converter operation.

More studies should be performed and better core loss estimation methods should be investigated in order to conclude on the effect of converter operation on core losses in hydropower generators.

In the analysis on the optimal design of hydropower generators for variable speed operation only the operation at rated output was studied. A study into the optimal operation at off-design conditions should have been conducted. Here, turbine data and the operational profile of a realistic case would be needed to shed more light on the benefits of variable speed operation.


[51] **IEC 60034-2-1 Rotating electrical machines - Part 2-1: Standard methods for determining losses and efficiency from tests (excluding machines for traction vehicles).**


