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## Problem Description

Passive Coherent Location (PCL) is a radar that exploits the available broadcast transmitter's energy in order to detect and track targets, deploying only a (passive) receiver. The FM radio has proven to be a well suited broadcast system for PCL operations, and the most advanced FM radio based PCL systems are aiming at operational status. Digital Video Broadcast - Terrestrial (DVB-T) is a newer television broadcast system that is well suited for PCL applications. The DVB-T system is just declared fully operational in Norway, and within short time the only option for watching terrestrial broadcasted television. There are substantial differences between the two waveforms; FM radio is a Frequency Modulated (FM) waveform, which is highly dependent on the information signal, while the DVB-T is using an Orthogonal Frequency-Division Waveform (OFDM), which due to the inherent coding is independent of the information signal.

The FM radio system broadcasts several channels separated in frequency, where each channel is assigned a 200 kHz band. The DVB-T channel has a bandwidth of 8 MHz , and within this band there are several coded TV channels. PCL systems are utilizing long integration times, up to one second, and the relatively high bandwidth of the DVB-T signal raises issues with respect to targets moving through range resolution cells, as well as manoeuvring targets sliding through Doppler resolution cells. Both these issues can results in missing detections and wrong tracking if not properly dealt with.

FFI has developed the hardware for an experimental Passive Bistatic Radar (PBR) system to be used with FM radio and DVB-T broadcasters. A PBR system can be regarded as a subset of the PCL system, which basically consists of several PBR systems working togehter. The work shall focus on the DVB-T part of the PBR.

The work shall consist of a DVB-T PBR background survey, a theoretical and/or practical formulation of the issues of targets moving through bistatic range and/or Doppler cells. The candidate will have to implement the necessary processing schemes in order to produce rangeDoppler plots of targets, as well as choose a proper geometry for real life data collection, and finally collect suitable targets of opportunity data (no dedicated targets will be made available). The results of the real life target data analysis should be backed by proper theoretical simulations. The focus of the work shall be on DVB-T PBR issues of range and Doppler migration of targets lof opportunity) in resolution cells due to high signal bandwidth and long integration time.
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## Preface

Until the invention of the duplexer, all radars were bistatic. Since then, the interest for bi- and multistatic radar system has gone in cycles of approximately 15 years, and we are currently at the peak of a cycle. The current peak is driven by the interest for PCL(Passive Coherent Location) systems. The most well-known PCL systems are Silent Sentry 3 developed by Lockheed Martin, and the HA100 developed by Thales. PBR (Passive Bistatic Radar) can be regarded as a subset of the larger group of PCL systems.

PCL systems potentially offers covert air surveillance at low cost, and the emerging systems like SS3 and HA100 are based on FM( Frequency Modulation) - radio transmitters of opportunity. The main drawback of FM-radio is the relatively low bandwidth, resulting in poor range resolution, while having fine Doppler resolution. A DVB-T based PCL system will not have the range resolution problem, but rather be facing the situation of targets moving through the range bins during the system's signal integration time.

A PBR system is a subset of the larger group of PCL systems. The PBR is a passive bistatic radar system in the sense that the receiver and transmitter is separated in space, and that the transmitter is a non-cooperative source of illumination. PBR and bistatic radar theory is presented, and differences to a monostatic radar system will be explained. A PBR system has many advantages such as covert operation, transmitters already available and it is a potentially low cost system.

But since the transmitters is non-cooperative, the waveform and placement of transmitters cannot be chosen to optimize the radar system. In the DVB-T case, it is optimized to give digital TV to the public. An analysis of the waveform and transmitter network will be done, and advantages such as digital modulation and frequency band is presented. Disadvantages such as the introduction of ambiguities to the signal, and SFN(Single Frequency Network) is also analyzed.

Since the transmitters of choice is DVB-T (Digital Video Broadcast Terrestrial), antennas and receiver equipment is not necessarily costly. The antennas used in this experimental setup is regular UHF (Ultra High Frequency) TV antennas. Hardware for down modulation and recording is presented, and ADSB (Automatic Dependent Surveillance-Broadcast) data is used as a source of reference.

The processing technique used is based on the AF (Ambiguity Function), and uses both range and Doppler processing. The advantage of this is the possibility to estimate the velocity of the target in addition to the range.

To see the potential problems of the use of DVB-T transmitters as noncooperative sources of illumination, a simulator is implemented in MATLAB. The signal generator is implemented by the DVB-T standard, and the processing technique used is the same as in the experimental setup.

The experimental setup used the roof of FFI as a platform for the receiver antennas. Two transmitters is proposed as non-cooperative illuminators, and one is selected to produce datasets for analysis.

Potential problems for a DVB-T based PBR system such as range and Doppler walk is analyzed, and solutions based on Doppler information and adaptive processing to counteract the effects of range and Doppler walk is proposed.

## Abbreviations

$S / N \quad-\quad$ Signal to Noise relationship
DSI - Direct Signal Interference
PBR - Passive Bistatic Radar
PCL - Passive Coherent Location
DVB-T - Digital Video Broadcast - Terrestrial
QPSK - Quadratic Phase Shift Keying
QAM - Quadrature Amplitude Modulation
OFDM - Orthogonal Frequency Division Multiplexing
FFT - Fast Fourier Transform
IFFT - Inverse Fast Fourier Transform
DFT - Discrete Fourier Transform
IDFT - Inverse Discrete Fourier Transform
UHF - Ultra High Frequency
SFN - Single Frequency Network
AF - Ambiguity Function
ADSB - Automatic Dependent Surveillance - Broadcast
DQD2 - Dual Quadratic Demodulator 2
ADC - Analog to Digital Converter
$d B$ - Decibel
IMU - Inertial Measurement Unit
GPS - Global Positioning System
FM - Frequency Modulation
MPEG - Moving Picture Experts Group
LAN - Local Area Network
USB - Universal Serial Bus
RCS - Radar Cross Section
DTED - Digital Terrain Elevation Data
FFI - Forsvarets Forsknings Institutt

## 1 Passive Bistatic Radar

PBR is defined in [8], p 28-29. In contrast to a bistatic radar, where the transmitter is considered part of the system, the PBR relies on transmitters of opportunity, and thus the transmitter is not considered part of the system.

PBR systems have been analyzed since the mid 1980s, and especially TV and FM based systems have been under development. Because of the digitalization of the radio and TV broadcasts, new PBR systems are under analysis today. The digital radio and TV broadcasts in many countries use OFDM as signal modulation, and the large and stable bandwidth OFDM produce show many promising characteristics.

This work will analyze the DVB-T standard which is the digital TV standard chosen by many countries. Approximately $95 \%$ of the households in Norway will have recepction when the analogue network is closed in the near future. Since the population is spread in some parts of the country, good coverage of the population does not necessarily mean good land coverage. Especially low populated areas will most probably be of low coverage, and therefore a smaller portion than $95 \%$ of the land may have coverage.

### 1.1 Bistatic Radar

Bistatic radar is a radar with transmitter and receiver spatially separated. As seen in [7], there exist no unambiguous definition of bistatic radar. The development of bistatic radar has gone through cycles of approximately 15 years [3], and we are now at the peak of a cycle driven by PCL/PBR systems.

PCL systems can be regarded as a collection of individual PBR systems using the same multichannel receiver. Therefore, bistatic theory which will be presented in this section applies in a high degree to PCL/PBR systems. All bistatic theory applies to PBR systems with the transmitter as a noncooperative illuminator. And all bistatic theory applies to monostatic radar by setting the bistatic angle $\beta=0$ and $L=0$.

Bistatic radar has the following advantages:

- covert operation of receiver ( because it is passive, i.e. it sends out no signals ).
- better protection against jamming and other electronic countermeasures.
- higher chance of detecting stealth vehicles

Disadvantages of bistatic radar:

- complex geometry and processing.
- communication between sites.
- more elements to deploy.
- reduced low level coverage because of needed line of sight from several locations.


### 1.2 Bistatic Geometry

The bistatic geometry is illustrated in figure 1.1. The geometry is based on the separation of transmitter and receiver. Table 1.1 shows the parameters given in figure 1.1.

In a bistatic radar system, normally we indirectly measure $R_{T}+R_{R}$. We do actually measure the time difference $\tau=\tau_{1}-\tau_{2}=\frac{R_{T}+R_{R}-L}{c}$, but since we know $L$ and $c$, we can calculate the sum $R_{T}+R_{R}$.

From geometry, the locus of all points such that the sum of the distance to two fixed points is constant, is defined as an ellipse. The two fixed points here are the transmitter and receiver, the locus of points are possible target positions. The sum of the distance is $R_{T}+R_{R}$. In other words, when $R_{T}+R_{R}$ is measured in a bistatic radar, all possible target positions is on an ellipsoid with focal points in the transmitter and receiver. A plot of iso-range ellipses with different values of $R_{T}+R_{R}$ is given in figure 1.2. In the monostatic case, $R_{T}=R_{R}$ and $L=0$ and we get spheres instead of ellipsoids.

| $\beta$ | bistatic angle |
| :---: | :--- |
| $\theta_{R}$ | receiver looking angle |
| $\theta_{T}$ | transmitter looking angle |
| $L$ | baseline |
| $R_{R}$ | target - receiver range |
| $R_{T}$ | target - transmitter range |
| $V$ | Velocity of target |
| $\delta$ | Angle of velocity of target |

Table 1.1: Bistatic parameters


Figure 1.1: Bistatic geometry. The parameters is given in table 1.1

### 1.3 Bistatic Radar Equation

The $(S / N)$ (Signal to Noise ratio) for a bistatic radar is $[7]$

$$
\begin{equation*}
(S / N)=\frac{P_{T} G_{T} G_{R} \lambda^{2} \sigma_{B} F_{T}^{2} F_{R}^{2}}{(4 \pi)^{3} k T_{s} B L_{T} L_{R} R_{T}^{2} R_{R}^{2}} \tag{1.1}
\end{equation*}
$$

The parameters of this equation is given in table 1.2. (1.1) gives us $(S / N)$ of a signal echoing off a target. To increase the $(S / N)$, a solution is to integrate over time. The argumentation from ([8], p127) is to substitute $B_{n}$ from (1.1) with the inverse of the coherent processing interval defined as $T_{I}$. This gives us the following equation

$$
\begin{equation*}
(S / N)=\frac{P_{T} T_{I} G_{T} G_{R} \lambda^{2} \sigma_{B} F_{T}^{2} F_{R}^{2}}{(4 \pi)^{3} k T_{s} L_{T} L_{R} R_{T}^{2} R_{R}^{2}} \tag{1.2}
\end{equation*}
$$

The parameters of this equation is given in table 1.2.
When integrating over an interval larger than the inverse of the bandwidth of the radar signal, we get an increase in the $(S / N)$. For each doubling of the integration time, an increase of the $(S / N)$ by approximately $3 d B$ is expected. This type of integration is called coherent integration.


Figure 1.2: Iso range-sum contours. Each contour is a plot of the equation $R_{T}+$ $R_{R}=$ constant

When every parameter in (1.1) except for $R_{T}$ and $R_{R}$ is kept constant, and plot the contours for $(S / N)$, we get what is called "Ovals of Cassini". Figure 1.3 illustrates the "Ovals of Cassini" for a typical set of radar parameters. The amplitude of the contours is given in $d B$.

Since the constant range sum ellipses is of different form than the constant $(S / N)$ "Ovals of Cassini", we get different $(S / N)$ for almost every point on the constant range sum ellipses. From figure 1.3, we see that the highest $(S / N)$ is close to the transmitter and receiver.

### 1.4 Bistatic Range Resolution

The range resolution of all radar systems are given by the bandwidth of the radar signal. The range cells of a monostatic radar is given by the range difference of two circles with radial difference of the range resolution. This means that the range resolution is not dependent on the range from the radar. The bistatic radar has range cells given by the difference in two ellipses with range-sum difference of the range resolution, so the range resolution becomes dependent on the looking angle and bistatic range. An approximation to the

| $R_{T}$ | transmitter-to-target range |
| :---: | :--- |
| $R_{T}$ | receiver-to-target range |
| $P_{T}$ | transmitter power output |
| $G_{T}$ | transmitting antenna power gain |
| $G_{R}$ | receiving antenna power gain |
| $\lambda$ | wavelength |
| $\sigma_{B}$ | bistatic radar target cross section |
| $F_{T}$ | pattern propagation factor for transmitter-to-target path |
| $F_{R}$ | pattern propagation factor for receiver-to-target path |
| $k$ | Boltzmann's constant |
| $T_{s}$ | receiving system noise temperature |
| $B_{n}$ | noise bandwidth of receiver's prediction filter |
| $T_{I}$ | coherent integration time |
| $L_{T}$ | transmitting system losses $(>1)$ not included in other parameters |
| $L_{R}$ | receiving system losses $(>1)$ not included in other parameters |

Table 1.2: Bistatic radar equation parameters
bistatic range resolution is [7]

$$
\begin{equation*}
\Delta R_{B} \approx \frac{\Delta R_{M}}{\cos \left(\frac{\beta}{2}\right)} \tag{1.3}
\end{equation*}
$$

where $\Delta R_{M}$ is

$$
\begin{equation*}
\Delta R_{M}=\frac{c}{2 B} \tag{1.4}
\end{equation*}
$$

where $B$ is the bandwidth of the radar signal. $\Delta R_{M}$ is the corresponding monostatic range resolution.

An exact solution is given in [7], appendix B, but this is an implicit solution. This solution can be solved numerically for given bistatic parameters. The approximation is valid for $\beta$ close to zero, i.e. close to the extended baseline. The approximation error becomes larger as $\beta$ increases, until it falls apart when the resolution becomes infinite at $\beta=180^{\circ}$.

Figure 1.4 illustrates how the range resolution is for a specific configuration of the receiver antenna. The neighboring ellipses is separated by the range resolution, and the straight lines intersecting each of the ellipses denotes the receiver antenna direction. The figure shows the dependency on range and $\beta$ for the range resolution.


Figure 1.3: Contours of the bistatic radar equation. The amplitude is given in dB. Each contour shows a constant $(S / N)$, and they are called "Ovals of Cassini". The amplitude is largest close to the transmitter and receiver.

### 1.5 Bistatic Doppler

The Doppler shift of a reflected signal, ignoring the relativistic effects, is given by

$$
\begin{equation*}
f_{B}=\frac{1}{\lambda}\left[\frac{d}{d t}\left(R_{T}+R_{R}\right)\right] \tag{1.5}
\end{equation*}
$$

where $\lambda$ is the wavelength of the signal. The quantities $\frac{d R_{R}}{d t}$ and $\frac{d R_{T}}{d t}$ can be found by projecting the target velocity vector onto $R_{R}$ and $R_{T}$. This gives us the following equation

$$
\begin{equation*}
f_{B}=\left(\frac{2 V}{\lambda}\right) \cos (\delta) \cos (\beta / 2) \tag{1.6}
\end{equation*}
$$

where $V$ and $\delta$ can be found in table 1.1. Figure 1.5 displays the Doppler shift as a function of the direction of the velocity vector, angle $\delta$ for different bistatic angles. $\beta=0^{\circ}$ gives Doppler shift in the monostatic case, and $\beta=180^{\circ}$ gives zero Doppler shift for all $\delta$.

If we define $v_{B}$ as follows

$$
\begin{equation*}
v_{B}=\frac{1}{2} \frac{d}{d t}\left(R_{T}+R_{R}\right)=V \cos (\delta) \cos (\beta / 2) \tag{1.7}
\end{equation*}
$$



Figure 1.4: Plot displaying the range resolution in a direction with direction receiver antenna. The bistatic range resolution is different for different range sums and $\beta$.
we can rewrite (1.5) to

$$
\begin{equation*}
f_{B}=\frac{2 v_{B}}{\lambda} \tag{1.8}
\end{equation*}
$$

We see that the Doppler shift is dependent on the wavelength of the signal, and the Doppler shift is therefore frequency dependent.
The Doppler resolution of a radar system is dependent on the integration time in the following way

$$
\begin{equation*}
\Delta f=\frac{1}{T_{I}} \tag{1.9}
\end{equation*}
$$

where $\Delta f$ is the Doppler resolution and $T_{I}$ is the integration time.


Figure 1.5: Doppler shift as a function of the velocity vector, angle $\delta$ for different bistatic angles [7]. $\beta=0^{\circ}$ give monostatic Doppler shift.

## 2 Digital Video Broadcast - Terrestrial

DVB-T is the digital television broadcast system used in Norway and many other countries. It is based on a digital modulation of the signals. This section will present the DVB-T signal form and properties. It will also present the DVB-T transmitter network structure, and all other information relevant to DVB-T as a PBR illuminator.

### 2.1 DVB-T signal

The DVB-T signal has the form [2]

$$
\begin{align*}
s(t) & =\begin{array}{ll}
\operatorname{Re}\left\{e^{j 2 \pi f_{c} t} \sum_{m=0}^{\infty} \sum_{l=0}^{67} \sum_{k=K_{\text {min }}}^{K_{\max }} c_{m, l, k} \times \psi_{m, l, k}(y)\right\} \\
\psi_{m, l, k}(t) & = \begin{cases}e^{j 2 \pi \frac{k^{\prime}}{T_{U}}\left(t-\Delta-l \times T_{s}-68 \times m \times T_{s}\right)} & (l+68 \times m) \times T_{s} \leq t \leq(l+68 \times m+1) \times T_{s} \\
0 & \text { else }\end{cases}
\end{array} .\left\{\begin{array}{l}
\text { a }
\end{array}\right. \tag{2.1}
\end{align*}
$$

Where the parameters are:

| $k$ | carrier number |
| :---: | :--- |
| $l$ | OFDM(Orthogonal Frequency Division Multiplexing) symbol number |
| $m$ | transmission frame number |
| $K$ | number of transmitted carriers |
| $T_{S}$ | symbol duration |
| $T_{U}$ | inverse of the carrier spacing |
| $\Delta$ | guard interval |
| $f_{c}$ | central frequency of RF signal |
| $k^{\prime}$ | carrier index relative to center frequency, $k^{\prime}=k-\frac{K_{\max }-K_{\min }}{2}$ |
| $c_{m, l, k}$ | complex symbol for carrier $k$ of the data symbol no. $l$ in frame number $m$ |

Table 2.1: DVB-T signal parameters [2]
Looking at one frame in sampled, down modulated and complex form gives us the equation

$$
\begin{equation*}
s(n)=\sum_{k=-K / 2+1}^{K / 2} c_{k+K / 2} \times e^{j 2 \pi \frac{n}{N u} k} \tag{2.2}
\end{equation*}
$$

Where $N_{u}=f_{s} T_{U}$. This equation is recognized as a IDFT (Inverse Discrete Fourier Transform) of $c_{k}$ when $f_{s}=K / T_{U}$. Almost all DVB-T modulators/demodulators use the IFFT/FFT (Inverse Fast Fourier Transform/Fast

Fourier Transform) for increased speed.
This signal form is called Orthogonal Frequency Division Multiplexing. The name comes from the orthogonality of the sinusoids summed together. The spectrum of the signal almost has the form of a rectangular window(it is really a sum of frequency spaced sinc functions).

The modulation of the complex symbols $c_{m, l, k}$ is either QPSK (Quadrature Phase Shift Keying), 16-QAM (Quadrature Amplitude Modulation) or 64-QAM. The modulation defines where in the complex plane the symbols are placed. The Norwegian DVB-T system has the following parameters

Table 2.2: Table of parameters in the Norwegian DVB-T system

| Number of carriers | $K=K_{\max }-K_{\min }$ | 6817 |
| :--- | :---: | ---: |
| Symbol duration | $T_{U}$ | $896 \mu \mathrm{~s}$ |
| Carrier spacing | $\frac{1}{T_{U}}$ | 1116 Hz |
| Spacing between carriers $K_{\min }$ and $K_{\max }$ | $\frac{K-1}{T_{U}}$ | 7.61 MHz |
| Guard interval | $\frac{\Delta}{T_{U}}$ | $\frac{1}{4}$ |
| Duration of guard interval | $\Delta$ | $224 \mu \mathrm{~s}$ |

Figure 2.1 displays the DVB-T spectrum. The pilot tones stands out from the rest of the signal, because they are constant in frequency and phase during the integration interval.

A promising characteristic of the DVB-T signal is the constant bandwidth. For FM based PCL systems, a potential problem is the bandwidth of the signal which is dependent on the audio transmitted. If the radio program goes silent, the bandwidth drops almost to zero. Since the DVB-T signal is OFDM, the bandwidth will never disappear. A waterfall plot of the DVB-T signal over the course of 24 hours is given in figure 2.2.

DVB-T uses the standard UHF television channels to denote the center frequency. The UHF channels and their corresponding frequencies is listed in table 2.3.


Figure 2.1: The DVB-T spectrum. The continual pilots is clearly of larger amplitude than rest of signal due to long integration time.

### 2.2 DVB-T signal properties

The spectrum of the DVB-T signal is, as mentioned in the last subsection, a sum of equally spaced sinc functions. The modulation of the complex symbols is such that they never have zero amplitude. And the properties of the DVB-T interleaver and the MPEG(Moving Picture Experts Group) codec gives us an almost random signal. This means that the spectral density will resemble a band limited white noise process, which has a spectral density form of a rectangular window. The randomness of the DVB-T signal is analyzed in [1].

Since the DVB-T signal is a noise like signal, the autocorrelation function of the signal will have the shape of a thumbtack. There is some deterministic components inserted into the signal for the demodulator to be able to synchronize to the signal frames. These deterministic components are the guard interval and the pilot tones.

The guard interval is the insertion of a copy of the last bit of the frame before the beginning of the frame. The pilot tones are carriers at given po-

| UHF Channel | Center frequency |
| :---: | :---: |
| 21 | 474 MHz |
| 22 | 482 MHz |
| 23 | 490 MHz |
| 24 | 498 MHz |
| 25 | 506 MHz |
| 26 | 514 MHz |
| 27 | 522 MHz |
| 28 | 530 MHz |
| 29 | 538 MHz |
| 30 | 546 MHz |
| 31 | 554 MHz |
| 32 | 562 MHz |
| 33 | 570 MHz |
| 34 | 578 MHz |
| 35 | 586 MHz |
| 36 | 594 MHz |
| 37 | 602 MHz |
| 38 | 610 MHz |
| 39 | 618 MHz |
| 40 | 626 MHz |
| 41 | 634 MHz |
| 42 | 642 MHz |
| 43 | 650 MHz |
| 44 | 658 MHz |


| UHF Channel | Center frequency |
| :---: | :---: |
| 45 | 666 MHz |
| 46 | 674 MHz |
| 47 | 682 MHz |
| 48 | 690 MHz |
| 49 | 698 MHz |
| 50 | 706 MHz |
| 51 | 714 MHz |
| 52 | 722 MHz |
| 53 | 730 MHz |
| 54 | 738 MHz |
| 55 | 746 MHz |
| 56 | 754 MHz |
| 57 | 762 MHz |
| 58 | 770 MHz |
| 59 | 778 MHz |
| 60 | 786 MHz |
| 61 | 794 MHz |
| 62 | 802 MHz |
| 63 | 810 MHz |
| 64 | 818 MHz |
| 65 | 826 MHz |
| 66 | 834 MHz |
| 67 | 842 MHz |
| 68 | 850 MHz |

Table 2.3: The UHF Television channels and their center frequencies
sitions with a deterministic amplitude and phase.
This produces some non-zero ambiguities in the autocorrelation, both in Doppler and delay. Figure 2.3 shows the autocorrelation function of a DVBT signal. We see that there are several ambiguities other than in zero range and zero Doppler. The ambiguities is expected because of the insertion of deterministic components in the DVB-T signal.

Since the DVB-T signal is digital, it is possible to decode the signal. This is positive for a PBR system because it make it possible to recreate a noise free reference channel.

Since the ambiguities are stationary, the tracker will treat them as clutter and they will not pose a problem for the radar system.

### 2.3 DVB-T transmitter network

The DVB-T transmitters are configured as a number of Single Frequency subnetworks. This is possible due to the guard interval used in the DVBT signal. Maximum distance between the transmitters in the same SFN is given as $\Delta \times c$, where $\Delta$ is defined in table 2.1 and $c$ is the speed of light. For a PBR system, this could give several targets in the processing, due to one target in the air. More complex processing is therefore needed to remove the false targets.

A map displaying the Norwegian transmitter network as a function of it's transmitter power is given in figure 2.5. The transmitters are placed such that the coverage is planned to be approximately $95 \%$ of the households in Norway. This does not mean that the coverage is $95 \%$ of the area of Norway. The population is sparse in some areas, so full area coverage is not expected.


Figure 2.2: Waterfall plot of the DVB-T signal taken over the course of 24 hours. The bandwidth is stable over time.


Figure 2.3: The AF of a DVB-T signal. The ambiguities from guard interval and pilot tones stands out over the noise floor for non-zero range and Doppler.



Figure 2.5: Displaying DVB-T transmitters in Norway as a function of transmitter power. The DVB-T coverage of Norway will be approximately $95 \%$ of the households.

## 3 The PBR sensor hardware

The PBR sensor consists of two pieces of equipment. The antennas, which is standard digital TV antennas fixed at the roof of FFI (Forsvarets Forsknings Institutt). They are equipped with cameras and servo motors, to be able to follow targets over the sky. Figure 3.4 show how the antennas are set up. The reference antenna is a narrow lobe antenna with high gain, and the surveillance antenna has a wide lobe and high gain. The surveillance antenna has an amplifier to give the required gain for for surveillance operation.

The other part of the sensor is the recording equipment. The recording equipment is fixed in a rack, and consists of three computers. One computer is the control PC , which controls the recording process and controls other hardware such as the ADSB recorder and the DQD2 (Dual Quadratic Demodulator 2). The other two computers is dedicated recording PC's, recording one channel each. Figure 3.1 show the rack and the different hardware.

### 3.1 Control PC

The control PC controls the different pieces of hardware used in the sensor. The computers are connected through a gigabit LAN (Local Area Network) to ensure high enough bandwidth for data exchange and control signals.

The control software for the recording PC's is developed by SAGAX, the manufacturers of the ADC (Analog to Digital Converter) in the recording PC's. Also, the control PC control's the ADSB data retriever hardware and the DQD2 down modulator.

### 3.2 Recording PC's

Each recording PC is equipped with an ADC with a bandwidth of 40 MHz . The ADC's and control PC's is built by a Hungarian company called SAGAX. They were designed by specs from FFI. The ADC's are synchronized, so the recording on each channel can be synchronized.

The storage in the recording PC's is of 3TB in size and makes it possible for approximately 5 hours of continuous radar recording. The storage is setup as a RAID system to increase the writing speed to the required $160 \mathrm{MB} / \mathrm{s}$. The required $160 \mathrm{MB} / \mathrm{s}$ is because of the bandwidth and resolution of the ADC's.

Recording PC 1 is connected to the reference antenna through the DQD2, and is usually pointed towards a DVB-T transmitter of choice. Recording PC 2 is connected to the surveillance antenna through the DQD2, and is usually pointed towards a target.

### 3.3 DQD2

The DQD2 is a dual quadratic down modulator, designed at the FFI. It can filter and down modulate four different UHF channels of $8 M h z$ bandwidth each. It places each channel in one of the intervals $(1-9 \mathrm{MHz}),(11-$ $19 \mathrm{MHz}),(21-29 \mathrm{MHz}),(31-39 \mathrm{MHz})$, has two antenna inputs. Input of the DQD2 is the two antennas and a control input. Output is two signals at baseband with a bandwidth of 40 MHz . These outputs are connected to the ADC's of the recording computers. Figure 3.3 shows a schematic of the DQD2, and figure 3.2 shows how the DQD2 functions.

The control software is written at FFI, and the DQD2 is controlled through a USB(Universal Serial Bus) interface.

### 3.4 ADSB

ADSB is a cooperative surveillance technique used by air traffic control. ADSB equipped airplanes sends out state and other type of information. The state information is position, velocity and time. This gives us the possibility of calculating a good reference position and velocity in the bistatic plane, if the information is reliable.

The state information is sometimes unreliable because of the use of IMU(Inertial Measurement Unit) as reference source. These devices looses accuracy over time, and the accuracy for an airplane who has been in the air for some time may be poor.


Figure 3.1: The hardware rack with the recording PC's, control PC and other hardware such as ADSB receiver and DQD2



(a) Reference channel, FM radio antenna; TRIAX 5 element (upper antenna), DVB-T antenna; Televes DAT75 Digital Tv Aerial (lower antenna).

(b) Surveillance channel, DVB-T antenna; Funke Digital TV FFA4522

21/69 (upper antenna), FM radio; TRIAX 5 element (lower antenna).
Figure 3.4: The reference and surveillance channel antennas, mounted on an metal rod, on top of a pan- and tilt-device with video camera for remote (lab) oparations.

## 4 Processing techniques

This section will present the processing technique used in this PBR system. It will also present an alternative technique.

### 4.1 The Ambiguity Function

The ambiguity function correlates two signals against each other, frequency shifting one of the signals. The ambiguity function will in the following be referred to as AF (Ambiguity Function), unless otherwise stated. The AF is often used in radar processing because it gives the possibility of both range and Doppler processing. The AF is defined as [6]

$$
\begin{equation*}
A(\tau, f)=\int_{-\infty}^{\infty} s_{1}(t) s_{2}^{*}(t-\tau) e^{-j 2 \pi f t} d t \tag{4.1}
\end{equation*}
$$

where $\tau$ is the time delay, and $f$ is the frequency shift. The function correlates $s_{1}$ with a delayed and frequency shifted $s_{2}$.

The correlation used throughout this work is an implementation of
$\chi(n, m)=\sum_{k=0}^{N-1} s_{1}(k) s_{2}^{*}(k-n) e^{-j 2 \pi \frac{m}{N-1} k} \quad, \quad 0<n<N-1, \quad 0<m<N-1$
See [4] for the implementation adapted for use in this work.
The implementation is in MATLAB, and consist only of FFT/IFFT's and complex multiplications, so it is highly efficient.

### 4.2 Doppler-delay plots

This subsection will define what Doppler-delay plot and accumulated Dopplerdelay plot is. The Doppler-delay plot is a two dimensional surface, plotting $|\chi(n, m)|$, given in (4.2). In a PBR system, this surface constitutes the correlation between the reference and surveillance signal. A peak in the correlation is one of three things. Ambiguities caused by properties of the transmitted signal, clutter from reflection of static objects or direct signal from transmitters in the single frequency subnetworks, or a target. The radar system to be operational must separate the two first points from the last. This is usually done by the tracker, but this will not be discussed in this work. A typical Doppler-delay plot containing all of these types of peaks is given in figure
4.1. Here, $|\chi|=0 d B$ is the noise floor.

A second type of plot used in this work is the accumulated Doppler-delay plot. Here, we use several consecutive Doppler-delay plots, threshold each of them with a given threshold, and or them together. This gives the characteristic plot give in figure 4.2.

These types of plots will be used extensively throughout this work.
Figure 4.1: Doppler-delay plot. Shows the DSI, noise floor and ambiguities from signal coding and target.


Figure 4.2: Accumulated Doppler-delay plot, produced by a real PBR dataset. Shows the DSI, clutter ambiguities from signal coding and target track.


### 4.3 Range walk

Range walk is a phenomenon occurring when the target moves over several range cells during the integration time. This leads to an energy dispersal in the correlation. Range walk has a low probability of occurring when the inequality

$$
\begin{equation*}
v_{B} T_{I} \ll \frac{c}{B} \tag{4.3}
\end{equation*}
$$

is satisfied. Here, $v_{B}$ is the bistatic velocity, $T_{I}$ is the integration time and $B$ is the bandwidth of the radar signal. If the inequality

$$
\begin{equation*}
\frac{c}{B}<v_{B} T_{I} \tag{4.4}
\end{equation*}
$$

is satisfied, range walk will occur, and must be dealt with somehow.
Range walk can both decrease the signal to noise ratio, and decrease the range resolution of the system. These are consequences that may have an impact on the performance of the radar system.

This is illustrated in figure 4.3, where we see cross section in range of a target in two positions. It is a real data set with a real target, and the effects of range walk is illustrated. Increasing the integration time widens the main-lobe and the $(S / N)$ does not increase with the expected ratio.

Figure 4.4 shows the geometry of the target in the four plots in figure 4.5, (a), (b), (c) and (d). The target has a constant angle of velocity $\phi$, and a constant velocity. These constants are given in a Cartesian coordinate system, and the target has no acceleration in this reference frame. The bistatic velocity is dependent on both $\delta$ and $\beta$ (1.8), and range walk may therefore not happen in some regions of the bistatic plane. This is because the bistatic velocity may for some positions yield zero.

The four plots in figure 4.5 displays a normalized bistatic velocity as a function of coordinates, given constant velocity and direction as mentioned above. Black means zero bistatic velocity, and white means maximum absolute bistatic velocity. Figure 4.5, (a) shows the geometry for $\phi=0^{\circ}$, (b) for $\phi=30^{\circ}$, (c) for $\phi=60^{\circ}$ and (d) for $\phi=90^{\circ}$. Since range walk is dependent on the bistatic velocity, the figures display where there is risk of range walk for some target directions. White means high risk of range walk, given large enough bistatic velocity compared to coherent integration time, and black means low risk of range walk.

Figure 4.3: Range walk of a target, produced by real PBR dataset. This shows energy dispersal in the range direction.



Figure 4.4: Geometry of the figures describing range walk in the bistatic plane. The angle $\phi$ denotes the direction of velocity of the target.

(b) Target angle of $30^{\circ}$

(d) Target angle of $90^{\circ}$

Figure 4.5: This figure denotes the bistatic velocity of a target, given constant rectilinear velocity and direction in a Cartesian coordinate system. In other word, the target has a straight path with a constant velocity.

### 4.4 Doppler walk

Doppler walk is a phenomenon occurring when the target moves over several Doppler cells during the integration time. As with range walk, it will lead to energy dispersal in the correlation. Doppler walk has a low probability of occurring when the inequality

$$
\begin{equation*}
T_{I}^{2} a_{B} \ll \frac{\lambda}{2} \tag{4.5}
\end{equation*}
$$

is satisfied. Here, $a_{B}$ is the bistatic acceleration, $T_{I}$ is the integration time and $\lambda$ is the wavelength of the radar signal. If the inequality

$$
\begin{equation*}
\frac{\lambda}{2}<T_{I}^{2} a_{B} \tag{4.6}
\end{equation*}
$$

is satisfied, Doppler walk will occur, and must be dealt with somehow.
As with range walk, Doppler walk can decrease $(S / N)$ and widening the target response in Doppler.

This is illustrated in figure 4.6, where we see cross section in Doppler of a target for two different positions. The data is a real dataset of a target, and the effects of Doppler walk is illustrated. The main-lobe is widening, and the $(S / N)$ is not increased with the expected ratio.

### 4.5 Power Density

The following equation( [8], equation 6.1) displays the power density at a point $R$ away from the transmitter, given a pattern propagation factor $F_{T}$. The power density illustrates the signal energy loss due to propagation and

$$
\begin{equation*}
\Phi=\frac{P_{T} G_{T}}{4 \pi R^{2}} F_{T}^{2} \tag{4.7}
\end{equation*}
$$

Figure 4.6: Doppler walk of a target, produced by a real PBR dataset. This shows energy dispersal in the Doppler direction.


## 5 Simulations

This section will simulate a DVB-T based PBR system with the processing techniques used later in the real system.

### 5.1 The simulator

The simulator consists of an DVB-T signal generator, target simulator and a radar processor. Figure 5.1 show a block diagram representation of the DVB-T based PBR system simulator. It consists of three different parts. The DVB-T signal generator, target generator and the radar processor. For explanation of the different blocks, section 2 defines the DVB-T signal, section 4 defines the processing technique and the targets are given by a RCS(Radar Cross Section) and propagation loss equal to $A_{p}$, time delay proportional to the range sum of $r_{p}(n)$ and Doppler shift of $f_{p}(n)$, where $p \epsilon[1, \ldots, P]$ simulating $P$ targets.

The data stream used in the DVB-T signal generator is generated by random process. The modulation symbols $c_{m, k}$ are uniformly distributed in the positions defined by a 64-QAM modulation. All the complex symbols $c_{(m, k)}$ is randomly generated except for the pilot tones. This is a good approximation of a real DVB-T signal because the MPEG coder and interleaver randomize the signal, so it is close to a band limited, white Gaussian process, disregarding the pilot tones and guard interval. [1] shows that the DVB-T signal is similar to band limited white Gaussian process.

### 5.2 Simulation of target

Figure 5.2 shows a Doppler delay plot of a simulated target. The reference and surveillance dataset is created by the DVB-T signal generator. The target is shown at 100 Hz Doppler shift and 30 km range. The direct signal is shown in zero Doppler and zero range. The rest of the ambiguities is generated by the signal coding due to the DSI.

These false target ambiguities is due to the pilots and the guard interval of the signal (see section 2 for definition). [1] discusses the code generated ambiguities, and methods to remove them.


Figure 5.1: Block diagram of the simulator

Figure 5.2: Doppler delay plot of target simulation


### 5.3 Range walk in simulation data

This subsection will analyze range walk in the simulation data. As seen in section 4.3, range walk occur when the target moves through several range bins during the integration time. This is due to a large bistatic velocity compared to the bistatic range resolution of the PBR system. Range walk will cause energy dispersal in the correlation, and widening of the main lobe. The power is expected in the optimal case to increase with $3 d B$ for each doubling in integration time (see section 1.3).

Figure 5.3 shows a cross section in range of a target with several different integration times, with no bistatic velocity. I.e. no range walk will occur for this target. This can be seen because there is no widening or movement of the main lobe when the integration time is increased. This is expected, because when the target experiences no bistatic velocity during integration time, no range walk occurs.

Figure 5.4 shows the $(S / N)$ as a function of the integration time. The $(S / N)$ from this plot was found by taking the maximum of the cross section for each integration time. The $(S / N)$ increases with a number less than $3 d B$ for each doubling of the integration time, but it is close for low integration times. The $(S / N)$ does not increase with the theoretical $3 d B$ because when the integration time increases, the Doppler resolution get's finer, and the energy is spread over more Doppler bins.

Figure 5.5 shows a cross section in range of the target with several different integration times, with a constant positive bistatic velocity during the integration interval. I.e. there will be some range walk for this target. The bistatic velocity used in this simulation is approximately $200 \mathrm{~m} / \mathrm{s}$, which is feasible for most airliners. We can see this because the main lobe widens and moves when increasing the integration time. This is expected, because when the target has a large enough bistatic velocity during the integration interval, there will be some range walk (see (4.4) for conditions on velocity for range walk to occur).

Figure 5.6 shows the $(S / N)$ as a function of the integration time. The values were found by finding the maximum of the target Doppler cross section for each integration time. We see that the $S / N$ increases more slowly than when there is no range walk, and even drops after some threshold. The target main lobe clearly widens, and also there is a loss in energy.


Figure 5.3: Cross section in range of the target with no range walk


Figure 5.4: $\mathrm{S} / \mathrm{N}$ as a function of integration time, no range walk


Figure 5.5: Cross section in range of the target, where the effects of range walk is apparent. The target response is widening and the energy is dispersed.


Figure 5.6: $\mathrm{S} / \mathrm{N}$ as a function of integration time, displaying the effects of range walk on $(S / N)$

### 5.4 Doppler walk in simulation data

This subsection will analyze Doppler walk in the simulation data. As seen in section 4.4, Doppler walk occur when the target moves through several Doppler bins during the integration interval. This is due to a large bistatic acceleration in compared to the Doppler resolution of the system. Doppler walk leads to energy dispersal in the correlation and widening of the target response.

Figure 5.7 shows a cross section in Doppler with several different integration times, with no Doppler walk. The bistatic acceleration is zero.

Figure 5.8 shows the $(S / N)$ as a function of the integration time. The values were found by finding the maximum of the target Doppler cross section for each integration time. We see that the $(S / N)$ increases when the integration time increases, but it does not increase with $3 d B$ for each doubling in the integration time. This occurs because when the integration time increases, the Doppler resolution increases and the energy is spread over more Doppler resolution cells.

Figure 5.9 shows a cross section in Doppler of the target with several different integration times, with a non-zero bistatic acceleration. The bistatic acceleration is approximately $39.24 \mathrm{~m} / \mathrm{s}^{2}$ which is four times the gravity, given that the center frequency is 500 MHz . The main lobe is widening and moving as the integration time increases.

Figure 5.10 shows the $(S / N)$ as a function of the integration time. The values were found by finding the maximum of the target Doppler cross section for each integration time. The $(S / N)$ does not increase as fast as in the no Doppler walk case, and actually drops when increasing the integration time over a threshold. This causes energy dispersal in Doppler, and lower the Doppler resolution of the system.


Figure 5.7: Cross section in Doppler of the target with no Doppler walk


Figure 5.8: $\mathrm{S} / \mathrm{N}$ as a function of integration time, no Doppler walk is occuring


Figure 5.9: Cross section in Doppler of the target where the effects of Doppler walk is apparent. The target response is widening and the energy is dispersed.


Figure 5.10: $\mathrm{S} / \mathrm{N}$ as a function of integration time, displaying the effects of Doppler walk on $(S / N)$.

### 5.5 Results of the simulations

As seen in the last subsections, range and Doppler walk has an effect on the correlation in a simulated DVB-T based PBR. The $(S / N)$ drops when increasing the integration time (Figure 5.6 and 5.10 ), and the target response spreads in range and Doppler. The effect of increasing the integration time is in the optimal case an increase of approximately $3 d B$ of the $(S / N)$ for each doubling of the integration time.

The range walk simulation was done with a target having bistatic velocity of $200 \mathrm{~m} / \mathrm{s}$. This is feasible for most airliners. In other words, range walk is expected to be a problem for a standard DVB-T based PBR system. But the Doppler walk simulation was done with a bistatic acceleration of four times the gravity, which is a high value. Pilots cannot hold this acceleration for very long because of discomfort and even fainting. But there exist trajectories where the plane can produce bistatic acceleration, but not experience acceleration itself. This is a consequence of the bistatic geometry. I.e. it exist trajectories where the bistatic acceleration can be large, and the acceleration the target experiences is small. These trajectories is only a small subset of all possible trajectories, so the problem of Doppler walk will most probably be a rare phenomenon.

The simulations shows that range and Doppler walk pose problems for a DVB-T based PBR system. Real data will be analyzed next to see if the real data shows the same problems as with the simulated targets.

## 6 Experimental setup

The processing method used in this setup is the implementation of the Ambiguity Function. It is implemented in MATLAB, and is based purely on $F F T / I F F T$ and complex multiplications. It is therefore an efficient processing method to create Doppler-delay matrices. This section will present some experimental data.

### 6.1 PBR setup, using ADSB data as reference

The PBR setup uses ADSB data as a source of reference. Figure 6.1 show an accumulated Doppler-delay plot, with ADSB data plotted on top. Since many airplanes still are using IMU's instead of GPS (Global Positioning System) in the ADSB system, the accuracy is not necessarily good. The IMU's drifts during flight time, and may give a position with very low accuracy.


Figure 6.1: Doppler delay plot, with ADSB data

### 6.2 Passive bistatic radar geometry and setup

This subsection will present two bistatic setups with FFI/Kjeller as receiver site. Figure 6.2 displays the geometry of the two setups.
The center frequencies for the UHF channels used in the next tables is given in table 2.3.


Figure 6.2: Bistatic setup, displaying the two transmitters used and the receiver at FFI/Kjeller

The first setup uses Tryvasshoegda as transmitter site, and the parameters for this bistatic setup is given in table 6.1.

| $L$ | 20.44 km |
| :---: | :---: |
| Max e.r.p. $\left(G_{T} P_{T}\right)$ | 45.3 dB |
| Diffraction loss $\left(F_{T}^{2}\right)$ | $30 d B$ |
| MUX1 | UHF Channel 52 |
| MUX2 | UHF Channel 58 |
| MUX3 | UHF Channel 61 |

Table 6.1: Table of parameters for bistatic setup, with Tryvasshoegda as transmitter and FFI/Kjeller as receiver

A plot displaying the diffraction loss between Tryvasshoegda and FFI/Kjeller is given in figure 6.3 (a). These diffraction plots were produced with the algorithm of ITU-R P.526-10 ŞPropagation by diffractionŤ. The terrain is generated from DTED (Digital Terrain Elevation Data) level 1, which roughly has a Cartesian grid resolution of 90 m by 90 m , resulting in varying longitudal resolutions. The interval latitude is 3 arc seconds, while the interval longitude 6 arc seconds in southern Norway.

The second setup uses Kongsvinger as transmitter site, and the parameters for this bistatic setup is given in table 6.2.

| $L$ | 57.39 km |
| :---: | :---: |
| Max e.r.p. $\left(G_{T} P_{T}\right)$ | 46.9 dB |
| Diffraction loss $\left(F_{T}\right)$ | 50 dB |
| MUX1 | UHF Channel 24 |
| MUX2 | UHF Channel 48 |
| MUX3 | UHF Channel 55 |

Table 6.2: Table of parameters for bistatic setup, with Kongsvinger as transmitter and FFI/Kjeller as receiver

A plot displaying the diffraction loss between Kongsvinger and FFI/Kjeller is given in figure 6.3 (b).

We see that the diffraction loss for the PBR setup using Tryvasshoegda is approximately $30 d B$, and the distance $L$ is 20.44 km . The power density at FFI/Kjeller is

$$
\begin{equation*}
\Phi_{\text {Tryvasshoegda }}=\frac{P_{T} G_{T}}{4 \pi L^{2}} F_{T}^{2}=-81.9 \mathrm{~dB} \tag{6.1}
\end{equation*}
$$

The diffraction loss for the PBR setup using Kongsvinger is approximately 50 dB , and the distance $L$ is 57.39 km .

$$
\begin{equation*}
\Phi_{\text {Kongsvinger }}=\frac{P_{T} G_{T}}{4 \pi L^{2}} F_{T}^{2}=-109.3 \mathrm{~dB} \tag{6.2}
\end{equation*}
$$

The difference in power density at FFI/Kjeller using the Kongsvinger and Tryvasshoegda is $\Phi_{\text {Kongsvinger }}-\Phi_{\text {Tryvasshoegda }}=27.4 d B$. We will see in the following subsections that this extra direct signal loss is vital when processing the experimental data.

(a) Diffraction between Tryvasshoegda and FFI/Kjeller.

(b) Diffraction between Kongsvinger and FFI/Kjeller.

Figure 6.3: Diffraction loss between transmitter and reciever, given in $d B$.

### 6.3 Processing of experimental data using Tryvasshoegda as transmitter

The setup for the recording presented in this section is given in figure 6.4. The radar recording captures an airliner in approach at Gardermoen. The plane passes the receiver site at close range, and also passes the extended baseline. An accumulated Doppler-delay plot with close up of a target and cross sections both in Doppler and range is given in figure 6.5. The cross sections also shows the signal strength in relation to the noise floor. The problem with using Tryvasshoegda as the transmitter of opportunity is the direct signal interference. From figure 6.3 (a), the diffraction loss from Tryvasshoegda to FFI is approximately $30 d B$. The transmitter has a large transmitter power, and the surveillance antenna used in the setup struggles with too much DSI(Direct Signal Interference). The next subsection will show a better suited setup for this area.


Figure 6.4: Bistatic geometry of Tryvasshoegda and FFI/Kjeller


### 6.4 Processing of experimental data using Kongsvinger as transmitter

The setup for the recording presented in this section is given in figure 6.6. The radar recording captures an airliner climbing from the takeoff at Gardermoen. The plane is approaching the receiver, so it has negative Doppler shift throughout the recording. An accumulated Doppler-delay plot with close up of a target and cross sections in both range and Doppler is given in figure 6.5. The cross sections also shows the signal strength in relation to the noise floor. This setup has shown to be better suited than the Tryvasshoegda setup. From figure 6.3 (b), the diffraction loss from Kongsvinger to FFI/Kjeller is $50 d B$ which is $20 d B$ more loss in DSI than Tryvasshoegda. The DSI is not so severe using Kongsvinger as transmitter of opportunity. This setup is the main setup used in the rest of the work.


Figure 6.6: Bistatic geometry of Kongsvinger and FFI/Kjeller

## 7 Results from real data analysis

We have seen from the simulations that range and Doppler walk may pose problems using long coherent integration intervals. This section will analyze real data with emphasis on the effects of range and Doppler walk.

### 7.1 Range walk

Range walk is defined in section 4.3. A target with bistatic velocity of approximately $105 \mathrm{~m} / \mathrm{s}$ will be analyzed, and the UHF channel is 24 . This gives us from (4.4 that when $T_{I}>0.36 \mathrm{~s}$, range walk will occur. When the integration time is smaller than 0.36 s , range walk may occur.

Figure 7.1 shows an accumulated Doppler-delay plot with two target cross sections in range at different positions. The target cross sections widens when the integration time is increased, and it is clear that range walk does occur.

Figure 7.2 (a) shows a cross section in range of the target given in the accumulated Doppler-delay plot from figure 7.1. The cross section is given for different integration times, and the main lobe of the target widens when integration time increases. Also, $(S / N)$ increases for each doubling of the integration time until it reaches 0.26 s . The next doubling in integration time actually decreases the $(S / N)$ and the target response widens, and the result of range walk is apparent. This is accurate with the fact pointed out that for $T_{I}>0.36 \mathrm{~s}$, range walk will occur.

Figure 7.2 (b) shows the maximum $(S / N)$ for the target for each integration time from figure 7.2 (a). The $(S / N)$ is expected by the bistatic radar equation (1.1) to increase by $3 d B$ for each doubling of the integration time.

It is apparent that range walk affects the coherent integration for the target given in this section. The effects are smaller $(S / N)$ and a wider target response when increasing the integration time over a certain threshold, which in this case is $T_{I}>0.36 \mathrm{~s}$. For targets with a larger bistatic velocity, a smaller limit on the integration time is expected.


(a) Cross-section in range for different integration times, showing the widening of the target response in range

$S / N$ as a function of integration time, showing the effects of range walk on $(S / N)$.

Figure 7.2: Figure displaying the effects of range walk. The target response is widened, and the $(S / N)$ gain when increasing the coherent integration time is not as large as theoretically expected

### 7.2 Doppler walk

Doppler walk is defined in section 4.4. Doppler walk occur when the target's bistatic acceleration is large compared to the integration time and Doppler resolution. This results in that the target moves over several Doppler bins during the integration time. Effects of Doppler walk is lower $(S / N)$ and widening of target response.

Figure 7.3 shows a Doppler-delay plot of target passing the extended baseline, and cross sections in Doppler of the target in two positions. The cross section plots shows the target cross section in Doppler for two different integration times. The target response widens and the $(S / N)$ drops when the integration time increases. These are two examples of Doppler walk.

Figure 7.3 (a) displays a cross section in Doppler of the target given in figure 7.3 for different integration times. $(S / N)$ does not increase when doubling the integration time, but actually drops. Figure 7.4 (b) displays the maximum $(S / N)$ for each integration time from figure 7.3 (b). Here it is apparent that the $(S / N)$ drops when increasing the integration time.

The consequence of Doppler walk is clearly illustrated in the two last plots. The main lobe widens and gives no gain in Doppler resolution when increasing the integration time. The Doppler resolution is doubled when the integration time doubles (1.9). But when Doppler walk occur, the target is spread over more Doppler resolution cells and the $(S / N)$ drops.


(a) Cross-section in Doppler shift for different integration times, showing the widening of the target response due to Doppler walk

(b) $S / N$ as a function of integration time, showing the effects of Doppler walk on $(S / N)$.

Figure 7.4: Figure displaying the effects of Doppler walk. The target response is widened, and the $(S / N)$ gain when increasing the coherent integration time is not as large as theoretically expected

### 7.3 Discussion of range and Doppler walk

The last two subsections presented the effects of range and Doppler walk on real targets for a DVB-T based PBR system. The consequences of range and Doppler walk is that the gain of increasing the integration time, which is higher $(S / N)$, does not occur. There is actually loss in peak $(S / N)$ and widening of the target response. These are problems that will arise in a DVB-T based PBR system.

The consequences of range and Doppler walk is a smaller probability of detection. Long integration times is wanted in these types of systems to increase the $(S / N)$. But the inequalities (4.4) and (4.6) sets the limit of when range and Doppler walk occurs. One possibility is to set a series of parameters for the potential radar system, and choosing an integration time based on this. But this is a sub-optimal solution to this problem. For example, the optimum integration time for the target given in figure 7.1 is approximately $0.3 s$. This gives the highest gain in $(S / N)$, and only a small loss in range resolution.

To find an optimal integration time for each radar system is a solution, but does not necessarily give the wanted gain in $(S / N)$. Also, it might not give the Doppler resolution required for the radar system.

An example of Doppler walk was actually hard to find with this radar system. Doppler walk demands large bistatic accelerations, and this was rare in my experience with this system. Since the only targets analyzed were airliners, large bistatic velocities and accelerations we're not expected. But faster planes such as jet fighters is expected to potentially have larger bistatic velocities and accelerations, and therefor is more probable to have Doppler walk.

Bistatic acceleration can occur even when the airplane experiences no acceleration. This is a product of the bistatic geometry. For example, the target path displayed in the accumulated Doppler-delay plot in figure 7.3 has a small acceleration in the Cartesian reference frame, but has a large bistatic acceleration in the bistatic plane. Actually large enough to induce Doppler walk. But these trajectories is quite few in compared to possible trajectories. Almost all airborne targets have the velocity needed to give range walk in a DVB-T based PBR system. This is due to the high resolution given by the large bandwidth of the DVB-T signal. Therefore, range walk is considered to be a more likely problem than Doppler walk.

## 8 Possible solutions to range and Doppler walk in DVB-T based PBR systems

Range and Doppler walk might pose problems for DVB-T based PBR systems. The energy dispersal in the correlation due to range and Doppler walk can be extensive when the target has large bistatic velocity and acceleration. The following subsections will take a look at possible solutions to decrease the effects of range walk on the targets exhibiting large bistatic velocities.

### 8.1 Noncoherent integration and speed calibration

In-coherent integration will give a increase in $(S / N)$ with $\sqrt{2}$ in gain for each doubling of the integration time. This is a smaller gain than the doubling in gain coherent integration gives. Both coherent and noncoherent integration is described in [5], p 44-45. But when range walk occurs, this gain will not be as large for coherent or noncoherent integration. The case for coherent integration was shown in the last section. But the fact that the bistatic velocity of the target is known due to the Doppler information. This information is not used to compensate for the loss due to range walk.

Next, a solution for increasing the $(S / N)$ gain when there is range walk will be explained. Since the bistatic velocity is known, under an assumption of no bistatic acceleration, the $(S / N)$ can be increased using noncoherent integration and speed calibration. If we call the coherent integration interval giving range walk $T_{I}$, we can piece the interval up in $N$ pieces with integration time of $\frac{T_{I}}{N}$. If we perform coherent integration on each of these integration intervals giving $N$ coherent correlations, which we call $\chi_{k}(m, n)$ where $k=$ $0, \ldots, N-1$. We then give each $\chi_{k}(m, n)$ a range shift proportional to the bistatic velocity and time such that the new correlation is

$$
\begin{equation*}
\hat{\chi}_{k}(m, n)=\chi_{k}\left(m, n-\left[\frac{v_{B}}{\Delta R} k \hat{k}_{I}\right]\right)=\chi_{k}\left(m, n-\left[\frac{\lambda}{2 \Delta R} k m\right]\right) \tag{8.1}
\end{equation*}
$$

where $\Delta R=\frac{c}{B}$ is the range resolution, $\hat{T}_{I}=\frac{T_{I}}{N}$ is the coherent integration time for each $k, \lambda$ is the wavelength of the DVB-T signal and $[x]$ means the integer value of $x . v_{B}$ is the bistatic velocity at point $m$ in the correlation given in (1.8) and $f_{B}$ from this equation is $f_{B}=\Delta f m=\frac{m}{\hat{T}_{I}}$. The reason for this range shift is that for each noncoherent integration interval, the target will at each point $m$, move because of a non-zero bistatic velocity. Assuming no bistatic acceleration, the target will at each time $\hat{T}_{I} k$ be at a new range. If we call the starting range of the target $R$, the new range for each $k$ and
$m$ will be $R+\frac{\lambda}{2} k m$. This is the reason for range shifting the correlation for each $k$ and $m$.

Standard noncoherent integration is given as

$$
\begin{equation*}
\chi_{I C}(m, n)=\sum_{k=0}^{N-1}\left|\chi_{k}(m, n)\right| \tag{8.2}
\end{equation*}
$$

But if we sum together $\hat{\chi}_{k}(m, n)$ instead of $\chi_{k}(m, n)$, we get

$$
\begin{equation*}
\chi_{I C, \text { speedcalib }}(m, n)=\sum_{k=0}^{N-1}\left|\hat{\chi}_{k}(m, n)\right| \tag{8.3}
\end{equation*}
$$

This will give us an increase in $(S / N)$ in compared with standard noncoherent integration when range walk occurs. Figure 8.1 displays a cross section in range with the three different methods of integration for three different values of $N$ for a simulated target. It has a bistatic velocity of $350 \mathrm{~m} / \mathrm{s}$ and starts at range of 30 km , and we can see from the figure that range walk is occurring. For $N=8$, the non-coherent integration method with speed calibration shows the same $(S / N)$ as the coherent integration method, but the accuracy is better. For $N=4$, the non-coherent with speed calibration integration method shows improvement over the coherent integration method in the sense that the $(S / N)$ is higher and the accuracy is better. But for $N=2$, the non-coherent integration method shows little improvement in compared to for $N=4$, and the limit of the coherent integration interval $\hat{T}_{I}=\frac{T_{I}}{N}$ for each integration in the non-coherent integration is reached. When $\hat{T}_{I}$ does not the hold (4.4), range walk occur for each of the coherent integrations in the non-coherent integrations, so there is little gain in using the method. So for $N=4$, this method shows improvements on a simulated high bistatic velocity target.

Figure 8.2 displays a cross section in range for the target used in the analysis of range walk in section 7.1, for the three different methods of integration for three different values of $N$. In the figure for $N=8$, the coherent integration method is superior to both of the non-coherent methods. This is because of the low $(S / N)$ each of the coherent integrations in the non-coherent integration methods produce. But for $N=4$, the non-coherent integration with speed calibration has larger $(S / N)$ than the two other methods. And for $N=2$, the non-coherent integration with speed calibration is most efficient. This is because of the coherent integration time causing range walk is larger than $\hat{T}_{I}$, and therefore no range walk is occurring for the coherent integration intervals for the non-coherent integration. The $(S / N)$ maximized for
the non-coherent integration with speed calibration method for this bistatic velocity

This method showed improvement over standard coherent integration, due to the fact that range walk occurs for the integration time. The gain expected from doubling the integration time from $0.26 s$ to $0.52 s$ did not yield any gain. But when using the method of non-coherent integration and speed calibration described above, we get the expected $1.5 d B$ gain in $(S / N)$ given by non-coherent integration without range walk. This is illustrated in figure 8.3, where (a) shows coherent integration with integration time of 0.26 s and 0.52 s , and (b) shows coherent integration time of 0.26 s and non-coherent integration time with $\hat{T}_{I}=0.26 \mathrm{~s}$. Here, we clearly see the gain in using the method of non-coherent integration with speed calibration. The bistatic velocity of the target is low, i.e. that the range walk only shows significance at integration times larger than $0.3 s$, the gain is only clear when doubling the integration time from $0.26 s$ to $0.52 s$. But for targets with higher bistatic velocities, this method may show greater advantages.

One solution to maximize the $(S / N)$ is to use a combination of coherent integration and non-coherent integration with speed calibration. Range walk is estimated to occur for bistatic velocities and integration times according to inequality (4.4). Therefore, regions in the Doppler-delay matrix giving range walk can be estimated, and different regions can use different integration methods. For a DVB-T based PBR system using UHF channel 24, coherent integration can be used for Doppler shift given by $\left|f_{B}\right|<240 H z$. Non-coherent integration with speed calibration and $N=2$ can be used for $240 \mathrm{~Hz} \leq\left|f_{B}\right|<480 \mathrm{~Hz}$. And $480 \mathrm{~Hz} \leq\left|f_{B}\right|<960 \mathrm{~Hz}$. In this way, a sub optimal, but more efficient method than coherent integration for all $f_{d}$ can be developed for each PBR system. The only variable is the bandwidth and the center frequency, so a standard method for a DVB-T based PBR system can be used.

This method gives no gain in $(S / N)$ for targets experiences Doppler walk. But as mentioned in section 7.3, Doppler walk is more rare that range walk. This method gives a cruder Doppler resolution than with coherent integration because of shorter coherent integration times.

### 8.2 Reduction of the effects of Doppler walk

Since the range-Doppler processing give Doppler information, and therefore knowledge of the bistatic velocity it is possible to counteract the effects of

(a) Cross section in range for integration time $T_{I}=0.52 s$ and $N=8$

(b) Cross section in range for integration time $T_{I}=0.52 \mathrm{~s}$ and $N=4$

(b) Cross section in range for integration time $T_{I}=0.52 s$ and $N=2$

Figure 8.1: Cross section in range for the same coherent integration time, but for different non-coherent integration intervals. Using a simulated target, and showing how the $(S / N)$ behaves as we decrease the noncoherent integration size

(a) Cross section in range for integration time $T_{I}=0.52 s$ and $N=8$

(b) Cross section in range for integration time $T_{I}=0.52 \mathrm{~s}$ and $N=4$

(b) Cross section in range for integration time $T_{I}=0.52 s$ and $N=2$

Figure 8.2: Cross section in range for the same coherent integration time, but for different non-coherent integration intervals. Using a real target and showing how the $(S / N)$ behaves as we decrease the non-coherent integration size

(a) Cross section in range for coherent integration with integration times $0.26 s$ and $0.52 s$, showing no gain in $(S / N)$ when doubling the integration time.

(b) Cross section in range for coherent integration with integration times 0.26 s and non-coherent integration with speed calibration, showing an $1.5 d B$ gain in $(S / N)$ when doubling the integration time.

Figure 8.3: Figure shows the advantage non-coherent integration with speed calibration has over coherent integration when range walk is occurring
range walk as discussed in the last subsection. But there is no knowledge of the bistatic acceleration, and it is therefore difficult to counteract the effects of Doppler walk.

But after a target has been detected, and the tracker is locked on to a target, bistatic acceleration may be estimated. And this information can potentially be used in an adaptive processing scheme. Since this work has not studied the problem of a tracker, this is has not been implemented and cannot be tested.

But an adaptive processing scheme may work, and an acceleration scheme like the scheme explained for bistatic velocities may be developed. This requires an adaptive Doppler shift for each of the tracked targets in the correlation, and may increase the $(S / N)$ with same gain as the scheme explained for range walk.

## 9 Conclusions

Most existing PCL/PBR systems is based on FM broadcasts, however of the introduction of digital TV and radio, digital radio and TV based PCL/PBR systems is currently under analysis. They have many promising properties, although problems may arise. Especially digital TV signals have a large bandwidth resulting in fine range resolution. This combined with high velocity targets such as in air surveillance may give rise to problems such as range and Doppler walk. Range walk occurs when the target moves through several range bins during the integration time, and Doppler walk occurs when the target moves through several Doppler bins during the integration time.

PBR is a passive and bistatic radar, which means that the transmitter and receiver is separated in space and the transmitter is non-cooperative. Section 1 defined the notation of PBR, and section 1.1 defined bistatic radar. Bistatic radar is more general since the bistatic geometry works on monostatic radars by setting the parameter $\beta$ and $L$ to zero and $R_{T}=R_{R}=R$. Bistatic radar systems is theoretically more complex because of the geometry. Since the transmitters are non-cooperative, the waveform and transmitter placements is not optimal in the sense of a radar system, but optimal for digital TV broadcast.

The DVB-T waveform and transmitter network was analyzed in section 2. The waveform is expected to be better suited for radar applications than analogue TV due to the stable and large bandwidth. The autocorrelation (see figure 2.3) shows the typical "thumbtack" ambiguity in zero Doppler and range which resembles what a random process produces. However several ambiguities in non-zero Doppler and range was also recognized in the autocorrelation. These arises due to the insertion of deterministic components in the signal. The components was analyzed in section 2.2. Since the non-zero ambiguities is stationary and possible to estimate, they may be removed by a filter.

The processing was done in MATLAB, and the AF were used in the range Doppler processing. Section 4.1 defines the AF and how it was implemented. Range and Doppler walk was defined in sections 4.3 and 4.4. They are effects caused by large bandwidth and long integration times, accompanied with large bistatic velocities and accelerations. They occur when the target moves through several range and/or Doppler bins during signal integration.

A simulator was implemented to analyze the potential problems of range
and Doppler walk. Range and Doppler walk is as mentioned a consequence of the large bandwidth and long integration time from using DVB-T as noncooperative sources of illumination in a PBR system. The simulator were implemented in MATLAB (see section 5.1). The signal generator is implemented to follow the DVB-T standard, and the targets can be given a constant bistatic acceleration and/or velocity during the integration interval. Range and Doppler walk were analyzed (see sections 5.3 and 5.4), and the simulations showed that they may pose problems for a DVB-T based PBR system. Range and Doppler walk widened the target response in the correlation, and lowered the $(S / N)$ gain expected when increasing the coherent integration time.

In order to see whether the problems were seen in a real system, the experimental setup was used to produce real life data. Section 6.2 defined the two PBR setups, and sections 6.3 and 6.4 analyzed those. The setup using Kongsvinger was chosen based on low DSI, high powered transmitter and preferable geometry with respect to the approach at Gardermoen airport. Most of the datasets used to analyze range and Doppler walk were mostly from this setup.

Datasets containing targets experiencing range and Doppler walk were analyzed (see section 7.1 for range walk and section 7.2 for Doppler walk), and the results from the simulations were backed up by experimental results. Range and Doppler walk had the effect of widening the target response, and lowering the gain in $(S / N)$ as showed in the simulation (see sections 5.3 and 5.4). Since no maneuvering targets were analyzed, Doppler walk was a rare phenomenon. This is because Doppler walk requires non zero bistatic accelerations. For more maneuvering targets, Doppler walk may impose a real problem on probability of detection and tracking.

Range walk occurs because of large bistatic velocity in compared to integration time and bandwidth (see (4.4) for limit on integration time versus bistatic velocity and signal bandwidth). To limit the effects of range walk, section 8.1 analyzed a method to center the energy by using the Doppler information and non-coherent integration. This had the advantage that when the increase of the integration time in coherent integration did not give any gain in $(S / N)$ due to range walk, and no Doppler walk aws occurring, noncoherent integration and calibration of the speed by using the Doppler information gave the increase in $(S / N)$ expected by non-coherent integration without range walk (seee figure 8.3).

Doppler walk occurs beacuse of large bistatic accelerations. An adaptive processing scheme (see section 8.2) was an alternative to decrease the effects of Doppler walk, but it required an estimate of the bistatic acceleration. It can therefore only be implemented after target detection and an acceleration estimate is done. The reason for this is that no second degree information is estimated in the integration process, and was not analyzed further in this work, due to that no target detector and tracker were implemented.

The effects of range and Doppler walk on a DVB-T based PBR system have been analyzed in this work, and it was shown that they impose potential problems for the implementation of DVB-T based PBR. Range and Doppler walk were proven to cause problems for the probability of detection through simulations and this was backed by experimental data. A solution to reduce the effects of range walk were analyzed, and showed a gain in $(S / N)$ ratio performance especially when correlating high velocity targets.
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