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Abstract. As for all of the transport segments, autonomy is gaining increasing 

interest by researchers and for development in the maritime industry, and intro-

ducing autonomy is expected to create new possibilities to increase efficiency 

and safety. Autonomy could lead to drastic changes in roles and responsibilities 

for involved agents (both technical systems and humans), and these changes will 

be an important driver for changing the rules which regulate the responsibilities 

of the involved actors in the maritime domain. This paper suggests a perspective 

of autonomy as a process of change as opposed to a defined state. The paper 

discusses three areas that warrant more attention in the development of autonomy 

in navigation in the maritime industry. Firstly; rather than the traditional reduc-

tionist safety models, it considers complexity in maritime systems with increased 

autonomy and explore systemic safety models to amplify positive human perfor-

mance variability. Secondly; it argues that humans will be important also in sys-

tems with increased autonomy, and discusses the human involvement on strate-

gic, tactical and operational levels. Thirdly; it discusses the importance of defin-

ing the concepts responsibility, authority and control from the perspective of hu-

mans, rather than that of the vessel. 

 

Keywords: Human centred design, maritime autonomy, methods of control, re-

sponsibility, authority, remote operations  

1 Introduction 

There is a belief that the future of maritime industry will see an increased use of auton-

omous solutions. The International Maritime Organisation (IMO) decided to include 

the issue of marine autonomous surface ships on its agenda in their Maritime Safety 

Committee in June 2017 [1], which is a solid sign of the importance of the topic. The 

dissension grows when discussing what autonomy is, and how it will affect maritime 

industry.  

In contrast to what seems to drive the development of maritime autonomy, autonomy 

as a concept has no direct link with technology. Autonomy has been used since the 

early 17th century and comes from the Greek autonomia; from autos “self” + nomos 

“law”. The Oxford Dictionaries explains autonomy as the right or condition of self-



government, and further as the freedom from external control or influence: independ-

ence [2]. In maritime history, we can easily find examples that fall under the definition 

of autonomy. The explorers who sailed into the unknown more than 700 years ago were 

self-governed from when they left the harbour, with no shipping company or authority 

to influence their choices. Another example would be fishermen sailing from Europe 

to the Antarctic 100 years ago, staying away for months, also with little or no influence 

from their owner in the home country. However, arguing that the maritime domain was 

more autonomous in the past than what we expect of the future might not be very help-

ful to reduce the dissension about what autonomy is, but it does show that we might 

interpret autonomy differently than the original meaning of the term. This paper dis-

cusses what autonomy is today, and further elaborates on the human role in the devel-

opment of autonomy in maritime systems. A system is defined as “an assemblage or 

combination of functionally related elements or parts forming a unitary whole” [3]. The 

parts of the system could be technical or human agents, where an agent is defined as a 

“ ’thing’ in an environment with capacities to sense states and effect aspects of the 

environment” [4]. 

 

2 What is this thing called autonomy? 

Apparently, the term autonomy is used differently in colloquial language than in the 

technical definition. In addition it is interpreted in various ways both in the maritime 

industry and other industries. Automation and autonomy are often used interchangeably 

in the discussion of the technological development in the maritime industry. Parasura-

man and Riley [5] define automation as “the execution by a machine agent (usually a 

computer) of a function that was previously carried out by a human”. Some attempts 

have been made to create a more distinct difference between automation and autonomy 

by transforming Levels of Automation (LOA) developed by Sheridan & Verplank  in 

1978 into various Levels of Autonomy [6]. The attempts have neither been able to create 

a common understanding of the distinction between automation and autonomy, nor 

reach consent on whether using levels is suitable for describing concepts. Endsley [7] 

states that using levels is beneficial to communicating design options to stakeholders in 

both automated and autonomous systems, and especially for explaining the continuum 

between fully manual and fully automated. However using levels to describe autonomy 

has been criticised for being unidimensional and not reflecting the real problems in 

developing systems, and for not allowing for dynamically changing functions in various 

contexts [8]. Parts of this criticism is rejected by Kaber [9] who claims that it confuses 

automation with autonomy, and he states that the “research focused on one construct 

(i.e automation as a technology) yet made criticism from the perspective of another (i.e 

autonomy as a state of being)”. To distinguish between automation and autonomy is 

difficult, and the Society of Automotive Engineers (SAE) has decided to put the term 

“autonomous” in their section of deprecated terms. They state that the term has become 



synonymous to automation since the use of it has broadened to not only encompass 

decision-making but include the entire system functionality [10]. Parasuraman [11] pre-

sented his version on the Levels of Automation, where the highest level of automation 

is defined as the computer deciding everything, acting autonomously, and ignoring hu-

mans. According to this definition, autonomy is gained at the highest level of automa-

tion, which could support the criticism of unidimensionality of the concept of auton-

omy.  

There is no unified definition of what autonomy is in the context of developing sys-

tems. The challenge is apparently to define a state of being which includes all aspects 

of the benefits and complications within human and technology interaction in various 

contexts and changing scenarios. The reason for introducing autonomy in a system is 

to improve the performance of the system; hence, increased autonomy will not be a 

goal in itself. Relating autonomy to a change process based on system needs will give 

various answers of what autonomy is from system to system, and will vary over time. 

This paper suggests that autonomy, similar to Parasuraman and Riley’s definition of 

automation, is a process rather than a defined state. Similar to automation, the use of 

technology is a main component in the change process, and autonomy especially im-

plies the use of digitalization such as sensor fusion, control algorithms and communi-

cation and connectivity [12]. The other main component in the change process is the 

degree of involvement of humans in the operations, and the aim to reduce human pres-

ence in dangerous and hostile environments [13][14]. 

The similarities between automation and autonomy are many, and several of the 

challenges Woods and Dekker [15] discuss about how humans and technology get 

along in highly automated systems, is the same challenges more recently discussed con-

sidering autonomous operations [16]. With an interchangeable use of the two terms, it 

is tempting to follow SAEs path by discarding autonomy as a term and stick to the use 

of automation. However, there is one solid argument for keeping autonomy as a term. 

While automation could span from a simple exchange of functions between humans 

and technology, to highly automated systems comparable with autonomy, autonomy 

implies a significant change to the system. This significant change also imply that un-

derstanding all effects of changes are more complex. Lee [17] describes autonomy from 

a network perspective, where automation and people are nodes in a network that pro-

duce emergent properties that are not predictable by looking at the nodes in isolation.  

The main difference between autonomy and automation is therefore that autonomy 

implies a significant change to the system where emergent properties are expected to 

affect the performance of the system. This perspective takes into account that there is 

no single solution on what to change, nor is there a unified end-state of the change 

process. It opens for autonomy being different from system to system, varying over 

time and being affected by the context. This approach might seem complex and a re-

jection of the existing research on autonomy, but the purpose is the opposite. By agree-

ing on a significant level of the change, it is possible to discuss how complexity and 

emergent properties will affect performance of a system with increased autonomy. This 



will not limit autonomy to a few defined factors, but will be dynamic and adaptable 

based on context and the previous state/s of the system. 

 

 

3 Humans and autonomy in maritime systems 

There are two main directions of development in the maritime domain that fall under 

the above-mentioned perspective of autonomy. One is the development of self-navi-

gating vessels1, and the other is remotely operated vessels. The similarity is the aim to 

reduce human presence on the bridge or even to reduce human presence on the entire 

vessel. Both directions could cause a significant change to maritime systems when hu-

mans are moved away from the bridge, to a position on shore (or elsewhere). The dif-

ference between remotely operated vessels and self-navigating vessels is how the hu-

mans are involved by remotely operating the vessel or taking a role of controlling the 

operations by monitoring or supervising from a distance. As discussed later in the pa-

per, the two directions will create different challenges to overcome.  

Increased autonomy is expected to provide benefits such as less environmental emis-

sion and increased efficiency and safety [18]. This paper is limited to discussing the 

challenges related to the effect on safety, and the navigation function, where the humans 

operate, monitor or supervise navigation from shore. The paper discusses the human 

involvement in three areas; a systemic approach which advocates for human as 

strengthening the system, the human role on strategic, tactical and operational levels 

and finally how humans will be responsible and remain in control in systems with in-

creased autonomy. 

 

3.1 Humans will strengthen the system 

Increased safety is an expectation and a motivation for developing solutions with in-

creased autonomy. It is claimed that increased safety will be achieved by reducing the 

likelihood of human error when introducing more autonomy [12] [19]. There is no 

reason to dispute the fact that reducing human error will increase safety, but it is nec-

essary to be wary of the belief that introducing more technology is coherent to reduction 

of human error, and Bainbridge “Ironies of Automation”  [20] is still as valid today as 

it was 35 years ago [21]. 

Since autonomy entails significant changes to systems, it could be compared to what 

Boy [22] defines as a typical twenty-first century problem, with “global and non-lin-

ear” problems where the number of components and interactions are far larger than in 

                                                           
1 Self-navigating vessels refers to the development of vessels that are able to follow a pre-defined 

route and have a capability to detect and avoid obstacles en route.  



the twentieth century where the problems were “local and linear”. He claims that com-

plexity science will be one of the most important sciences to understand these chal-

lenges. The term complexity science was introduced by Anderson in 1972 [23], and he 

has later defined complexity science to be:  

“(..)the search for general concepts, principles and methods for dealing with 

systems which are so large and intricate that they show autonomous behavior 

which is not just reducible to the properties of the parts of which they are 

made” [24]  

He describes the developing discussion within physics science, where physics sci-

ence has been subject to reductionism, in trying to reduce complexity to simplicity by 

explaining the construction of the universe in smaller and smaller entities. This tradi-

tional modelling of decomposition into structural elements has been challenged for a 

time and Rasmussen [25] described the problem of reductionism by “all work situations 

leave many degrees of freedom to the actors for choice of means and time for action” 

and argued for a functional abstraction on a higher level rather than structural decom-

position. Anderson [24] states that there is a growing interest to develop complexity out 

of simplicity. The new perspective highlights the importance of emergent properties, 

where emergence implies that there are new properties that did not pre-exist or were 

expected or pre-programmed in the system. Safety could be regarded as an emergent 

property, and safety is created from the interaction of system components [26]. This 

means that we need to understand and identify emergent properties to assess safety in 

complex socio-technical systems. When safety is an emergent property in complex so-

cio-technical systems it is necessary to understand what affects safety in other terms 

than a traditional reductionist perspective. Since the complexity in socio-technical sys-

tems leads to gradually more intractable systems and work environments, it is stated 

that performance variability is a prerequisite for functioning systems [27]. It is espe-

cially important to study humans at work to understand the nature of performance var-

iability, with the intention not to limit by constraining how people work, but by ad-

dressing reasons for variability, identifying ways to monitor variability and understand-

ing consequences and means to control variability [28].   

A fundamental change in how the maritime industry assesses safety is needed, con-

sidering the increased complexity. The immediate risk is that we choose an approach 

which limits the focus to the individual vessel alone. We could measure safety based 

on an assessment of technical components or isolated processes and by verifying that 

they are covered by an autonomous solution. Such an approach tends to use traditional 

risk assessment methods, but is a reductionist approach which does not take the whole 

system into consideration [29] [30]. A limited focus on the vessel alone could result in 

the conclusion that autonomy is as safe, or safer, than shipping is today. This may not 

be a correct safety assessment from a systems perspective, since vessels do not operate 

as single standalone vessels. A safety assessment needs to be elevated from the per-

spective of a single vessel (as a sub-system in a system) to an assessment of safety in a 

both a system and a system-of-systems perspective where the vessel interacts with other 



vessels, with Vessel Traffic Service Centres (VTS), with marine pilots and several other 

systems in the maritime industry as well as systems from other industries. Only by using 

this perspective, it will be possible to discuss safety as an emergent property, and find 

out more about what affects performance variability due to changes in the system. 

Sheridan’s statement “overall design of large–scale human-automation systems (for 

example, design of modern airplanes or air traffic systems) will continue to be a matter 

mostly of experience, art, and iterative trial and error”[31], indicates that there are 

difficulties in identifying challenges in novel systems. However, we must acknowledge 

the importance of emergent properties, and especially the ability to amplify positive 

performance variability and reduce negative performance variability. In recent years 

several systemic safety models have gained interest such as Functional Resonance 

Analysis Model (FRAM) [32], Systemic Theoretic Accident Models (STAMP) [26], 

AcciMap [25] and EAST broken-links approach [30]. The systemic safety models aim 

to address the limitations of more traditional cause-effect chain models, which focus on 

blame and tend to search for single root causes after accidents. Systemic safety models 

create models that consider the entire socio-technical system, and relationships between 

parts of the system [26]. This paper will not elaborate on which systemic models are 

best suited for considering complexity in maritime operations with increased autonomy, 

but as all of them have a holistic approach to safety, they could all be candidates for 

assessing safety in designing novel systems. 

The ownership of the challenge of assessing safety in a system perspective is not 

obvious. It remains to be seen if, and how, IMO, governmental authorities, shipping 

companies, technology groups or other stakeholders assume the responsibility to select 

methods with which to choose a systemic safety approach. Taking this responsibility 

implies performing large-scale testing and identifying new agents and interactions to 

assess safety. The other option, which is not sustainable and should be avoided, is to 

take the easy way out; concentrating on sub-systems and components and assuming 

there are no other solutions available. 

 

3.2 Humans will be in the loop, but there will be new loops 

Increased autonomy in navigation will impact the role of the master and will be a par-

adigm shift in maritime industry. To change the role of the master constitutes a drastic 

change to the maritime industry, not only in how to operate, but also regarding internal 

responsibilities for the state of the vessel, and external responsibilities towards other 

actors in the industry and society. A hasty and simplified approach to understanding the 

consequences of changing this role, could fail to uncover important aspects that affect 

safety, as the role of the master has a long tradition and includes many formal and 

informal tasks. 

Autonomy aims to reduce human presence in dangerous and hostile environments, but 

in the maritime industry as for most of the other industries, this does not imply a total 



removal of humans in the system. Autonomy in the navigation function would most 

likely lead to relocating the humans from the bridge to a position on shore, and it is 

important to understand which role humans will have in such new systems.  

When designing new concepts it is essential to understand why we need humans in 

the (new) loop. To create this understanding, we suggest using the terms strategic, tac-

tical and operational levels to describe types of decisions in the system and where to 

expect change. The three terms do not have unified definitions but were initially intro-

duced in the military literature [33]. Today they are widely used, for instance in on-

road automated system development [10] where they are based on behavioural models 

and generalised to the problem solving task of the driver on three levels (strategical, 

tactical and operational) of skill and control [34]. Discussing maritime specific charac-

teristics on each level could be a step towards understanding the human role in future 

maritime systems. The literature does not concur on the order of tactical and opera-

tional level, but in military doctrine the tactical level is often referred to as the lowest 

level of operation and operational level is the mid-level [35] [36]. In the Contextual 

Control Model Hollnagel describes the strategic level as being focused on the high-

level goals, and is followed by the tactical level of beyond the present [37]. Coherent 

with this model, the paper choose to define the tactical level as subordinate to the stra-

tegic level. 

Strategic level: 

Strategic decisions set objectives for the organization as a whole, relatively 

long-range objectives, and formulate policies and principles intended to gov-

ern selection of means by which the objectives specified are to be pursued. 

[33]. Strategic decisions would fall under the three dimensions Boy [22] de-

scribe as important for an organisation; safety, efficiency and comfort. 

Tactical level: 

The tactical level could be described as the criteria derived from the goals set 

at the strategic level [34]. In navigation this would be both long-term and 

short-term planning on how to act, such as planning and deciding on the route, 

or weather routing during the voyage. 

Operational level: 

The operational level is the imminent response within strategic and tactical 

boundaries to occurring events. In navigation this would be the choice of 

whether to alter speed or heading in response to the immediate surroundings. 

As illustrated initially in this article, autonomy is difficult to describe as a state-of-

being. Since autonomy is a process of change, the role humans will play in the system 

will also change over time. However, the change of the role of humans is initially ex-

pected to occur mainly on the operational level, to a lesser extent on the tactical level 

and is not expected to affect the strategic level. The main reason for this expectation is 



based on the acknowledgement of maritime socio-technical systems being intractable 

and such systems work because people are able to adjust what they do [27, 38]. In 

particular this applies to managing the constant trade-off between objectives on the 

strategic and tactical levels, for example the balance between safety and efficiency, 

which is an area where humans are still superior to technology [27]. The prediction that 

change will occur mainly on the operational level will probably change, and a natural 

development would be that a successful implementation of increased autonomy on the 

operational level triggers an investigation of possible benefits of autonomy on the tac-

tical level.  

We do know that there will be humans in the loop, and even though the operational 

level will gain more autonomy, there will still be humans to take strategic and tactical 

decisions. Why we need humans in the new loops is fundamental to the understanding 

of the importance of taking humans into account in the entire concept design. 

 

3.3 Humans will be responsible and will remain in control 

The final challenge presented in this paper is to create an understanding of how the 

humans should be involved and kept in the loop. The similarities between automation 

and autonomy are many, and one similarity is the challenge of how to optimize the 

sharing of functions between humans and technology based on human strengths and 

weaknesses. In systems engineering a function refers to “a specific or discrete action 

(or series of actions) that is necessary to achieve a given objective” [3]. These functions 

are derived from the system requirements in a hierarchy where top-level functions are 

broken down to second-level functions and further to lower level functions. In the con-

ceptual phase of systems design the purpose is to develop a top-level system architec-

ture and initially to identify what needs to be accomplished, and less focus is put on 

how to accomplish it [3].  

A widespread concept in Human-Automation Interaction (HAI) is to combine Levels 

of Automation (LOA) with function allocation which uses a four-stage model of HAI; 

information acquisition, information analysis, decision selection and action implemen-

tation [39]. Each of these four stages is described in a continuum (the Levels of Auto-

mation) ranging from no technological involvement to a complete technological own-

ership. The concept is criticized for not taking into account the complexity of operating 

environments which leads to imprecise and unreliable predictions, which again leads to 

a concept which is difficult to apply in practice [40]. There is an on-going discussion 

between the defenders of the concept and those who challenge the concept. Both sides 

seem to agree that there are weaknesses such as difficulties in predicting human behav-

iour and imprecise behavioural constructs, and that there is a need for a more concise 

operational definition of the concept [9] [40] [41]. The solution to the problem is more 

contested, in that the defenders of the concept are suggesting an evolution of the model 



to get a more accurate and precise prediction of human-automation system performance 

[9], and the opponents are suggesting to leave the LOA paradigm entirely [40].  

Those involved in the development of autonomy in the maritime industry need to 

pay attention to the limitations of the existing models, and the on-going debate on pro-

posed solutions. A mutual agreement on a best practice to describe interactions between 

human and technology does not exist, which be a challenge for the practitioners that 

are designing novel systems with increased autonomy. 

Bearing in mind the first challenge in this paper which argues for a holistic approach 

rather than a reductionist approach, it will not be beneficial to aim for complete func-

tional allocation. There is a need to search for solutions that encompass complexity and 

a need for development of more dynamic models of HAI. A possible first step that does 

not contradict neither the defenders nor the opponents of the concept of LOA and func-

tion allocation could be to identify the system’s top-functions, and then move on to 

exploring the human role in the top-function in terms of responsibility, authority and 

control.  

Navigation could be a top-level function, and the discussion could start with explor-

ing the responsibility, authority and control within this function. Amy R. Pritchett de-

scribes the relationship between responsibility and authority as “authority is generally 

used to describe who is assigned the execution of a function in operational sense, re-

sponsibility identifies who will be held accountable in an organizational and legal sense 

for the outcome” [42]. Execution in this definition is presumed to include all four stages 

from information acquisition to action implementation, and is not solely linked to the 

action implementation.  

Control does not, as many of the other terms in this paper, fall under a uniform def-

inition. Like the term autonomy, the Society of Automotive Engineers has placed the 

term control in their section of deprecated terms in their recommended practice. The 

reason is that the term has numerous meanings in technical, legal and popular language 

[10]. Taking a systems perspective, Leveson [43] states that “control processes operate 

between levels to control the processes at lower level in the hierarchy. These control 

processes enforce the safety constraints for which the control process is responsible”. 

Control is linked to both responsibility and authority, and control is the process where 

the responsible agent of the function ensures that the agent with given authority exe-

cutes its function in accordance with the system’s requirement (see Fig. 1). 

 

 

 

 

 

 

 



 

Fig. 1. : Control links the responsibility and authority 

 

SARUMS “methods of control” describes the relationship between human and ves-

sel ranging from method 1 which is “Operated” (remote control, tele-operation or man-

ual operation), to method 5 which is “Autonomous” [44] [45] . The “methods of con-

trol” are a valuable contribution to create a more accurate characterisation of control, 

however the approach is not the best fitted for discussing how humans will be involved 

in future systems with increased autonomy. The responsible agent of a top-function 

needs to ensure that the system’s requirements, decided on the strategic level, are trans-

lated to safety constraints that then are complied with on the operational level. Both 

responsibility and control will, at least for the near future, be allocated to humans, and 

hence methods of control should be defined from the perspective of the humans rather 

than the vessel.  

This perspective should be explored in depth, since even though most of the pub-

lished documents of maritime autonomy address some human interaction, it is predom-

inantly discussed from the perspective of the vessel. Scoping a system based on respon-

sibility, authority and control from the human perspective will bring the human into a 

central role, and pave the way for a human-centred design approach.  



A human perspective on authority will take into account the challenges of humans 

directly involved as “executor” but from a position on shore (e.g for remote operated 

vessels, or intervening if a self-navigating vessel is out of its constraints). The authority 

sharing will include many of the traditional challenges in HAI, which includes the dis-

cussion of what and how to share functions between human and technology.  

A human perspective on methods of control will be able to describe different types 

of control to ensure that the function is executed in accordance with the system’s re-

quirement and human capabilities. The different methods of control will experience 

different challenges that the system needs to take into account. Examples of methods 

of control could be direct involvement (combined role with authority), monitoring (con-

tinuously assessing the executor’s decisions) or supervising (intermittently assessing 

the executor’s decisions). However, these methods of controls are simplified, and the 

best fitted methods of control for maritime autonomy should be further explored.   

A human perspective on responsibility will discuss which responsibilities are linked 

to the top-function, and if there are areas of responsibility that are not accounted for in 

a new concept. It will contribute to the discussion of competencies and legal accounta-

bility, and it will be important for designing a concept that could be approved by au-

thorities.  

Further, it is important that we encounter for internal and external variations in the 

system. In practice, this means that we cannot develop a static concept with one agent 

given authority to execute and choose one method of control. In navigation of a vessel 

we will see different requirements in congested waters than in open waters. The termi-

nology we use needs to be able to describe a dynamic concept, and handle the complex-

ity that follows with changing authority and methods of control during an operation. 

How the humans are involved will change, and we will see that technical agents will 

be given more authority to execute functions. However, humans will remain responsi-

ble and humans will remain in control. It is therefore imperative that we develop a 

terminology that is best fitted to describe responsibility, control and authority from the 

human perspective. The way humans will be involved in future autonomous operation 

leads to new challenges, and these challenges need to be overcome to prove the safety 

status of novel system. 

4 Conclusion 

The increasing interest in autonomy in transport segments is also present in the mari-

time industry. Even though it is gaining a lot of attention, there is no unified definition 

of what autonomy is. This paper argues that agreeing on a defined state of being for 

autonomy would not be possible, and focuses on the autonomy as a process of change. 

As for automation, autonomy is about how to increase the use of machine agents in 

functionalities previously done by humans. The use of levels of autonomy as a state of 

being would be imprecise since what is defined as a high level of autonomy today (as 



self-navigating vessels monitored from shore) will be a lower level of autonomy in few 

years (if the machine agents are replacing humans on shore).  This perspective acknowl-

edges that autonomy is different from system to system, and will vary over time and be 

affected by the context. The purpose of changing the focus from a state of being to a 

change process is to learn from many aspects of autonomy and allow for different fac-

tors based on context and previous state of the system. 

The paper discusses the importance of considering humans in the development of 

autonomy in three areas concerning the safety of the navigation function. The first area 

is to leave the traditional safety approach, where systems are reduced to components 

and these components are assessed in isolation. The paper argues for a systemic ap-

proach to safety with a holistic perspective, where safety is an emergent property of the 

system, and human performance variability is essential for improving safety.  

The second area is to understand why there will be humans in the new loops of sys-

tems with increased autonomy. The paper uses the levels strategic, tactical and opera-

tional to argue that autonomy would initially be experienced on the operational level, 

while the human ability to perform trade-offs between strategic and tactical objectives 

is still superior to the technology. System designers need to understand the importance 

of humans in the loop of future systems. 

The third area is to know how to involve humans in the system, and for system de-

signers it will be essential to follow the on-going discussion of the validity of the con-

cept of function allocation and levels of automation to describe HAI. Both improving 

the concept and leaving the concept will lead to major implications within HAI. Inde-

pendently of this discussion the paper argues for taking a human perspective on respon-

sibility, authority and control of the top-function, such as navigation. As humans will 

be involved in the loop, at least on tactical and strategic levels, they will also be respon-

sible and be involved in control processes of the execution of function, and the paper 

highlights the importance of developing methods of control from the human perspec-

tives in the development of autonomy in the maritime industry. 
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