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Abstract

With the technological advancements in mobile technology, there is a massive
adoption of biometrics as a security measure in today1s smartphones. Smart-
phones are used in all day to day activities such as online banking, access-
ing official and personal emails, social networking and also to store per-
sonal data. Although smartphones provide high user convenience, there is
an inherent security threat as losing such a device could lead to a loss of
such sensitive data. This could cause disastrous effects on the smartphone
user. In order to reduce the privacy and security threats, basic solutions
are provided with every smartphone. However such solutions could cause
user inconvenience sometimes, for example, it is hard to remember complex
lock patterns, longer pin codes; also such patterns and pins could be eas-
ily hacked. Thus, an inherent need of added security measure is there and
which could be conveniently fulfilled by biometrics on smartphones. As a
result of which, recently, most of the smartphones are manufactured with
inbuilt fingerprint sensor, or state-of-the-art face or iris recognition system.

Today, we can say that for any smartphone, a biometric system is one
of an essential component just like the front and rear cameras. However,
the inclusion of such a biometric system comes with a cost such as the
performance of a biometric system depends on several factors such as the
input sample quality, systematic and random errors. Moreover, biometric
systems are highly vulnerable to direct and indirect attacks. The direct
attacks aka presentation attacks are carried out at the biometric sensor
level by presenting a fake biometric sample. If a biometric system does not
have an attack detection module also known as presentation attack detection
module, it is trivial to spoof any biometric system.
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Thus, the primary objectives of this thesis are to address the challenges of
smartphone biometrics. The unconstrained nature of biometric samples cap-
tured in a smartphone environment could cause challenging input samples
for the recognition system and results in a lower comparison score. There-
fore, it is essential to assess the precise quality if the input samples. In
this work, we present and compare several quality assessment algorithms
to formulate a unified face recognition system. This thesis proposes two
presentation attack detection techniques for smartphone-based face recog-
nition systems and one for fingerphoto recognition systems. The thesis also
extends the applications of some concepts from Subjective Logic to fuse
the comparison scores from face and fingerprint recognition systems. Addi-
tionally, this thesis proposes a multi-biometric and multi-algorithmic fusion
scheme to mitigate the effects of body weight variations for face recognition
systems. Although the proposed framework does not use smartphone bio-
metric data, the method could be easily adapted for the smartphone-based
face recognition.

The validity of proposed frameworks for consistent performance is demon-
strated through extensive experimentation on publicly available and newly
created databases. We have also presented a new smartphone based multi-
modal biometric database as well as a presentation attack database in this
work. Conclusively, the thesis proposes robust Biometric Quality Assess-
ment (BQA), Presentation Attack Detection (PAD) and Biometric Fusion
techniques to address the issue of sample quality assessment, presentation
attacks, and multi-modal biometric fusion. A detailed experimental ana-
lysis and comprehensive studies have been executed to evaluate the pro-
posed methods under the scope of this thesis work. The presented methods
will help the researchers and users of smartphone biometrics to improve the
robustness of the systems.
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Chapter 1

Introduction

Today, smartphones have evolved more into a personal mobile computer
than just a communication device and contain sensitive information of the
owner of the smartphone. Thus, the need for enhanced security of mobile
devices becomes apparent. User identification via biometrics could be one
of the promising solutions for the safety of a device. In recent years after
the introduction of biometric sensors for fingerprint, iris, and face, in smart-
phones, there has been tremendous growth in the application of biometric
recognition as an essential authentication factor. Moreover, such biometric
recognition systems show higher and reliable recognition performance when
compared to the traditional authentication mechanisms such as passwords
and lock patterns. Furthermore, the addition of dedicated biometric sensors
embedded in smartphones can be the critical factor which aids to achieve
higher recognition accuracy.

However, biometric recognition systems with the smartphone camera as a
biometric sensor have inherent advantages over the systems with dedicated
biometric sensors. For example, in the case of fingerphoto recognition, it
leaves no latent fingerprints on the camera, that provides a larger recognition
area. Similarly, in case of face and iris recognition, it provides a cost-effective
biometric recognition system since we can re-use the built-in smartphone
cameras to acquire the data from other biometric characteristics. On the
other hand, the performance of such a biometric system is often affected by
the quality of an input biometric sample. Therefore, it is essential to assess
the true quality of a biometric sample that in our case is the facial image
of a subject. The thesis aims to provide a unified face recognition system
with a FQA framework to determine the quality of a face sample, and the

3
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computed quality can be further used for invoking the recapture pipeline or
compensating the artefacts.

In practice, a biometric system is subjected to have systematic and ran-
dom errors due to the inherent nature of biometric characteristics, and in-
tersession variability. These errors are non-quantifiable and can introduce
uncertainty in obtained mated or non-mated comparison scores. In such
scenarios, biometric fusion can be employed to improve the performance of
a biometric system. By incorporating the uncertainty while performing the
fusion of information from multiple sources, we can reduce the effects of
systematic and random errors. This thesis aims to provide novel biomet-
ric fusion using Subjective Logic to handle the uncertainty correctly. The
thesis provides a multi-modal biometric system using face and fingerprint
recognition systems.

Recent surveys project that the billions of mobile biometric applications
concerning device security, online shopping, data privacy, and online bank-
ing will be downloaded by the year 2020. Mobile payment transactions
worth billions will be authenticated using mobile biometrics. Ergo, the se-
curity threats of biometric systems have exponentially increased. All the
widely adopted biometric systems are highly vulnerable to the presentation
and indirect attacks. This thesis aims to investigate and propose effect-
ive countermeasures to prevent presentation attacks on a biometric system
on smartphones. Collectively, this work is concentrating on the formula-
tion of a robust and accurate multi-modal biometric recognition system for
smartphones-based online banking applications.

Furthermore, this dissertation is based on the research work carried out un-
der the scope of the SWAN project* at the Norwegian University of Science
and Technology (NTNU).

1.1 An Overview of the SWAN project
The Research Council of Norway funded SWAN project. The duration of
the SWAN project is four years, and it started in November 2015. There are
five other partners in the SWAN project: 1. University of Oslo 2. SAFRAN
Morpho 3. Institut de Recherche Idiap 4. Association of German Banks 5.
Zwipe AS

*For more details about the SWAN project; please visit https://www.ntnu.edu/
iik/swan
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1.1.1 Project Objectives:

From the past few years, there is immense growth in mobile technologies.
Today, smartphones come with high power processors, the specially op-
timized operating systems, broadband connectivity, and high-throughput
applications. Nowadays, smartphones have evolved as a personal computer
from just a communication device and regularly used for banking and fin-
ancial applications. The threats like identity theft and impersonation to
steal money from someone’s bank accounts is one of the most critical is-
sues that directly impact economic development. Consequently, the need
for enhanced security of mobile devices becomes apparent in such cases.
Thus, user authentication using biometrics could be a promising and con-
venient solution for the safety of a mobile device. The primary objective of
the SWAN project is to research and develop a secure access control plat-
form using multi-modal biometrics on a smartphone. The main research
objectives of the SWAN project are divided into four parts and described
in subsequent sections:

1.1.1.1 Trustworthy biometrics

There is a massive adoption of smartphones at the consumer level, and it
would be fair to say that smartphones have evolved as the personal computer
from just a communication device. Due to seamless user experience, con-
venience and the highest level of protection smartphones are massively be-
ing used in the financial transactions. However, having such devices hacked
could lead to psychological and financial consequences as it can contain
sensitive information about the user. Using biometrics can undoubtedly
help to enhance the security of such personal devices. However, most of the
biometric systems are vulnerable to the presentation attacks (spoofing or
direct attacks). Thus, in the SWAN project, extensive study of vulnerabil-
ities of the 2D face, fingerprint, eye, and voice biometric systems concerning
the direct attacks is being carried out. Moreover, a robust system is being
developed which will prohibit the presentation attacks by employing novel
presentation attack detection schemes.

1.1.1.2 Privacy preserving biometrics

On or off device protection of biometric data is a critical concern since
the biometric data is highly sensitive and can be misused in case of loss
of theft. Thus, in the SWAN project novel, privacy-preserving techniques
are developed by employing advanced template protection methods. This
is being achieved by taking privacy into account during the development
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process to follow the privacy by design framework. The provided solution
will be accurate and robust against the intra-class variability of biometric
samples. Finally, the revocable identifier based on the input biometric data
will be created which will also support a non-invertibility to protect the
biometric data.

1.1.1.3 Trustworthy transaction protocols

Trustworthy transaction authentication protocols are a vital part of a suc-
cessful online financial transactions. Along with the advancements in web-
based technologies, the phishing and malware threats are significantly grow-
ing. By spreading malicious software over communication channels, the
transactions originated via connected personal computers and smartphones
can be hacked and fraudulent financial transactions could be carried out. It
has been studied that such malwares are capable of extracting the custom-
ers’ banking passwords, account numbers, and valid transaction numbers.
Such sensitive information can be misused to impersonate a genuine user
and can cause financial losses for both banks and the customers. Further-
more, such malwares are not easy to detect. Thus, in the SWAN project,
reliable transaction authentication protocols based on biometrics are being
explored in order to provide end-to-end security. Besides, biometric-based
transaction authentication protocols store a biometric template locally to
avoid any possible chance of losing data by removing the need for a cent-
ralized database.

1.1.1.4 Information Fusion

Multi-level banking transactions based on the volume of a transaction can
be effectively employed using the multi-modal biometrics. For example, for
small volume transactions such as 10$,the smartphone itself as token could
be sufficient, while for large volumes such as 100$, the presentation of one
biometric characteristic such as a face or fingerprint is sufficient. However,
for huge volumes such as 1000$ when sending money to another account, a
user needs to present two or more biometric modalities as the transaction
amount is significant. Thus, in the SWAN project, based on the volume
of a transaction a flexible multi-modal system will be employed using more
than one biometric characteristic. This will be achieved by research and
development of novel techniques to perform the biometric fusion at different
levels such as feature, score, or decision level.
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Figure 1.1: Higher-level architecture of the SWAN project

1.1.2 An Architecture of the SWAN project

The SWAN Application is a multi-modal biometric system carefully de-
signed as per the objective of the project. It consists of four biometric
systems, i.e. 2D face, finger-photo, eye, and voice. Figure 1.1 presents the
high-level architecture of the SWAN project. Fundamentally, the architec-
ture of SWAN is a server-client based system where the client software is al-
ways running on a smartphone or client pc. Client software, i.e., the SWAN
App consists of mainly five modules: 1) Biometric Capture and Quality
Assessment Module 2) Presentation Attack Detection Module 3) Template
Protection Module, 4) SWAN Authentication Client and 5) Fusion Mod-
ule. The communication between the SWAN server and client application
is carried out through a secure biometric-based transaction protocol.

The data capture module essentially acquires corresponding biometric data
as per the volume of an invoked transaction. In-built front or rear cameras
are used as sensors to capture the face, eye, and finger-photo biometrics
whereas for voice biometrics, an inbuilt microphone is used as a biometric
sensor. In theory, a high quality captured sample should retain a high com-
parison score when compared with the probe sample of the same person.
Thus, on a successful data capture, sample quality assessment is performed.
Once, a sample with adequate quality is acquired, the PAD module is in-
voked to analyze the captured data for the presence of any anomalies regard-
ing PAs. On a successful verification from the PAD module, the features
are extracted from input sample and a revocable identifier is produced us-
ing template protection mechanisms to secure the biometric template. The
secured template can further be used to encrypt the shared secret from the
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banking server. In the verification process shared secret is decrypted using
a template obtained from the probe sample. On successful verification, the
transaction is authenticated. Furthermore, multiple decisions or features or
scores from the 2D face, eye, fingerphotos, and voice biometrics are fused to
obtain an effective multi-modal decision based on the volume of an invoked
transaction.

1.2 Motivation and Problem Description
Due to the recent developments in mobile technologies nowadays, it is con-
venient to use mobile phones for many applications where user-specific sens-
itive information is used. A massive amount of such sensitive information
is stored on mobile phones every day. Losing such information could cause
mental and financial damage to the user. Thus, a need for enhanced security
of mobile device becomes apparent. User identification via biometrics could
be one of the most promising solutions for the safety of such devices. In
recent years, researchers have investigated a variety of approaches to incor-
porate biometrics successfully with smartphones. The past decade has seen
the rapid development and massive consumer-level adoption of smartphone
biometrics in many applications. Many, companies have started manufactur-
ing mobile phones with dedicated biometric sensors such as fingerprint, iris,
and face. According to a market report by Acuity Market Intelligence [13],
by 2022 the global mobile biometrics market will reach around 60 billion
dollars and approximately 1.3 trillion dollars worth financial transactions
secured using biometrics will be carried out. Despite its long commercial
success, mobile biometric with a dedicated sensor has some problems. For
example, in the case of fingerprint recognition system, attackers can obtain
the latent fingerprints, 2D printouts of a fingerprint can hack the system
[19]. Similarly, the in case of face and iris, the cost of the device is extremely
high [26].

Therefore, mobile biometric systems with common smartphone camera as
a biometric sensor have inherent advantages over systems with dedicated
biometric sensors. For example, in the case of fingerphoto recognition, it
leaves no latent fingerprints on the sensor, provides a larger recognition area
[192]. Similarly, in case of face and iris recognition, it provides cost-effective
biometric recognition system since we can re-use the built-in smartphone
cameras to acquire the biometric data. However, the performance of such
a biometric system is often affected by the quality of the input biometric
sample, and systematic and random errors. Ergo, it is essential to estimate a
true quality of biometric samples, in our case, it is a facial image of the sub-
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Figure 1.2: Vulnerabilities of Biometric System, inspired by the block dia-
gram given in the International Standard ISO/IEC 30701-1 [73]

ject. Likewise to reduce the effect of authentication errors, one can employ
biometric fusion which can improve system performance by incorporating
information from multiple sources.

Additionally, a recent survey [149] shows that millions of smartphone-based
biometric applications related to phone security, e-commerce, and payment
transactions are being downloaded each year. Also, payment transactions
worth billions are being authenticated using mobile biometrics. Hence, the
security threat associated with the biometric system has increased. Figure
1.2 shows the main vulnerabilities of a typical biometric system described
in the standards ISO/IEC 30107-1. One of the critical vulnerabilities of
the biometric system is the presentation attack aka direct attack that is
shown by Red Arrow 1 in the above figure. A presentation attack can
be defined as ”an attack carried out by presenting a fake biometric sample
(artefact) to a biometric sensor in order to disturb the usual operation of
a biometric system”. Presentation attacks are used to impersonate a genu-
ine as well as to conceal someone’s identity. Ergo, this dissertation work
primarily concentrates on formulating a robust and accurate BQA, PAD
and Biometric Fusion frameworks to address the issues of sample quality
assessment, presentation attacks, and multi-modal biometric fusion, thesis
aims to develop a robust biometric authentication system on smartphones
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for real-world banking applications.

1.3 Research Objectives
The research objectives of the thesis are to explores the domains of Trust-
worthy biometrics and Information Fusion which are critical and important
research areas concerning the smartphone biometrics. Thus, the thesis aims
to achieve the following five main research objectives:

1. To empirically support the arguments presented against research ques-
tions, a database of at least 50 subjects concerning all the modalities 
that are considered in the SWAN project, i.e., 2D face, fingerphoto, 
eye, and voice must be constructed.

2. To develop novel methods for quality assessment of acquired biometric 
data, however, in this thesis a method to analyze the face data is 
proposed which can easily be adapted for other biometrics.

3. To develop novel algorithms for presentation attack detection for face 
and fingerphoto recognition systems

4. To develop a novel method for multi-biometric fusion, i.e., score level 
fusion for face and fingerprint recognition system.

5. The proposed methods should be able to generalize across the data-
bases and modalities. This would help to reduce the computational 
overhead as the developed methods must run on a smartphone.

1.4 Research Questions
Based on the background, motivation, and research objectives, this study
intends to address the following research questions. Furthermore, the study
also intends to develop an accurate and robust multi-modal biometric system
on a smartphone for online banking applications.

RQ 1: Do the captured data using a smartphone have enough
useful features to constitute a reliable biometric recognition
decision? (Related chapter: 6)

In the literature, it has been well studied that the authentication per-
formance of a biometric system is directly proportional to its quality
[58, 10]. The biometric recognition system is expected to produce
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a high similarity score for mated biometric samples if both involved
samples have a high-quality value. Thus, it becomes important for
a biometric system to estimate an accurate image quality before a
captured sample is stored for reference or before a probe sample is
processed for the verification or identification process. Purpose of this
research question is to explore a unified quality assessment method-
ology to quantify the predictive performance of quality assessment
algorithms. This could be achieved using the Error Versus Reject
Curves (ERC) which determines the performance concerning the rate-
of-change of false non-match rate of the system with respect to the
percentage of genuine comparison rejected due to qualities of corres-
ponding samples [58, 124].

RQ 2: How vulnerable is the proposed biometric authentication
framework to the existing artefacts? (Related chapter: 8)

The conventional, as well as smartphone-based biometric systems, are
vulnerable to the presentation attacks. The vulnerability of biometric
systems needs to be quantified in order to know the attack poten-
tial of the presented attack. The purpose of this research question
is to quantify the vulnerability of all biometric systems and identify
which of them are highly vulnerable to presentation attacks. Also, the
vulnerability must be studied quantitatively using metrics defined in
ISO standards such as IAPMR (Impostor Attack Presentation Match
Rate) [73].

RQ 3: How can we detect the presentation attacks at sensor
effectively to secure smartphone based biometric authentic-
ation system? (Related chapters: 7, 8, 9)

In recent years, researchers have shown that current biometric sys-
tems, such as face recognition or fingerprint recognition are prone
to presentation attacks [115, 145]. The presentation attack is noth-
ing but an attempt to deceive the biometric system by presenting
a fake biometric sample to its sensor. The purpose of this research
question is to explore various image processing and machine learning
techniques to detect the presentation attacks effectively. This thesis
will address the issues of presentation attacks concerning to the 2D
face and fingerphoto biometric recognition systems. The presenta-
tion attacks considered in this research work are print-photo attacks,
display-photo attack and replay video attack.
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RQ 4: How to incorporate confidence of each classifier while fus-
ing the multiple decisions effectively for smartphone-based
multi-biometric authentication systems? (Related chapter: 11)

The unconstrained nature of biometric sample capture leads to ran-
dom and systematic errors which can not be defined well by any math-
ematical formulae; however it can be modeled using an uncertainty of
the system [70]. In literature, several studies have shown that com-
bining the information from multiple biometric sources which are also
known as biometric fusion can improve the accuracy of a biometric sys-
tem [177, 194]. In order to reduce the effect of random and systematic
errors, we have to use biometric fusion since it improves the accur-
acy of a biometric recognition system. The purpose of this research
question is to explore various fusion methods suitable for smartphone
biometrics.

1.5 Research Methodology
Considering the research questions as our basis, the following research meth-
odologies are designed. These methodologies are used throughout the thesis
work to address the research questions and to achieve the research object-
ives:

∙ 2D Face, Eye and Fingerphoto database creation using smart-
phone
A database consisting of 2D Face, Eye, Fingerphoto is created using
state-of-the-art smartphones as there is no publicly available single
database. The database consists of 50 subjects. The database is col-
lected using a state-of-the-art smartphone, i.e., Apple iPhone 6S. Data
is captured using both cameras of a smartphone, i.e., front and back
camera. The data is collected in 6 sessions, and the gap between each
session is approximately two weeks.

∙ Presentation attack database creation
Since there is no publicly available single database consisting of present-
ation attacks of 2D Face, and Fingerphoto together, we created a PA
database. It contains high-quality bona fide presentations of 2D Face,
and Fingerphoto biometrics, and their fake samples created using the
recorded bona fide data. This work investigates three presentation
attack artefacts and attacks, which are 2D print photo attack, dis-
play attack, and video attack. This database is used to develop the
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presentation attack detection schemes. The study of existing Present-
ation Attack Instruments (PAI) and vulnerabilities of the baseline
system to these PAIs is carried out to understand the attack potential
of PAIs. Performance of the proposed PAD algorithms is evaluated
using existing PAIs.

∙ Presentation Attack Detection Algorithm
Novel methods are investigated to differentiate between a bona fide
biometric sample from a genuine subject and an artefact presented by
the attackers. Various previous PAD techniques such as [108, 169, 126,
125] are also studied to understand the effect of a print photo, display
photo and replay attacks. The study developed robust and accurate
PAD frameworks for 2D face and fingerphoto recognition system. In
order to generalize the PAD algorithm, a classifier-less approach is
also investigated in this work.

∙ Fusion scheme
The biometric characteristics which are used for fusion are the 2D
face and fingerphotos. Biometric fusion can be employed at different
levels, e.g., at the feature level, score level, and decision level to make
an effective final decision [153]. Furthermore, this thesis work invest-
igates score level fusion which gives the best performance as we can
incorporate the confidence of classifier during fusion. Thesis mainly
focuses on the camera based systems, i.e., 2D face and fingerphoto
recognition systems. Novel methods are developed in order to fuse
the unimodal scores effectively.

1.6 List of included research publications
Following publications are part of this dissertation:

1. Pankaj Wasnik, Raghavendra Ramachandra, Kiran Raja and Chris-
toph Busch. ”An Empirical Evaluation Of Deep Architectures On Gen-
eralization Of Smartphone -Based Face Image Quality Assessment.”
In proceedings of 9𝑡ℎ IEEE International Conference On Biometrics:
Theory, Applications, And Systems (BTAS 2018), IEEE, 2018.

2. Pankaj Wasnik, Kiran B. Raja, Ramachandra Raghavendra, and Chris-
toph Busch. ”Presentation Attack Detection In Face Biometric Sys-
tems Using Raw Sensor Data From Smartphones.” In the 12𝑡ℎ Inter-
national Conference On Signal-Image Technology & Internet-Based
Systems (SITIS 2016), Pp. 104-111. IEEE, 2016.
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3. Kiran B. Raja, Pankaj Wasnik, Raghavendra Ramachandra and Chris-
toph Busch. ”Robust Face Presentation Attack Detection On Smart-
phones: An Approach Based On Variable Focus.” In the 3𝑟𝑑 IEEE
International Joint Conference On Biometrics (IJCB 2017), Pp. 651-
658. IEEE, 2017.

4. Pankaj Wasnik, Ramachandra Raghavendra, Kiran Raja, and Chris-
toph Busch. ”Presentation Attack Detection for Smartphone Based
Fingerphoto Recognition Using Second Order Local Structures” In the
proceedings of 14𝑡ℎ International Conference on Signal-Image Techno-
logy & Internet-Based Systems (SITIS 2018), IEEE, 2018.

5. Pankaj Shivdayal Wasnik, Kiran B. Raja, R. Raghavendra, and Chris-
toph Busch. ”Eye Region Based Multibiometric Fusion To Mitigate
The Effects Of Body Weight Variations In Face Recognition.” In In-
formation Fusion (FUSION), 2016 19th International Conference On,
Pp. 2007-2014. IEEE, 2016.

6. Pankaj Wasnik, Raghavendra Ramachandra, Kiran Raja, and Chris-
toph Busch. ”Subjective Logic Based Score Level Fusion: Combining
Faces and Fingerprints.” In the 21𝑠𝑡 International Conference On In-
formation Fusion (FUSION 2018), pp. 515-520. IEEE, 2018.

1.7 List of additional research publications
1. Pankaj Wasnik, Raghavendra Ramachandra, Christoph Busch, and

Kiran Raja. ”Improved Fingerphoto Verification System Using Multi-
scale Second Order Local Structures.”In the 17th International Confer-
ence of the Biometrics Special Interest Group (BIOSIG 2018), Darm-
stadt, Germany, 26.-28.09.2018.

2. Pankaj Wasnik, Mihkal Dunfjeld, Martin Stokkenes, Kiran Raja, Raghav-
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Smartphone based Finger-photo Verification System: A Preliminary
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4. Pankaj Wasnik, Kirstina Schafer, Kiran Raja, Raghavendra Ramachandra,
and Christoph Busch. ”Fusing Biometric Scores Using Subjective Lo-
gic For Gait Recognition On Smartphone.” In the 16th International
Conference of the Biometrics Special Interest Group (BIOSIG), 2017.

1.8 Scope of the Thesis
The main scope of the thesis is to investigate various methods for sample
quality assessment, presentation attack detection, and biometric fusion. The
focus of the thesis is to develop novel techniques to deal with the issues of
sample quality, presentation attacks, and effective biometric fusion. The
behaviour of system performance is studied corresponding to the quality
of input samples. The vulnerabilities of biometric systems are studied
quantitatively to analyze the potential of various presentation attack instru-
ments. Furthermore, the effects of uncertainties associated with comparison
scores are reduced by employing the biometric fusion; the same approach
is also used to provide a volume-based multi-modal biometric system for a
smartphone-based banking application. The thesis also presents various al-
gorithms for the 2D face quality assessment, 2D face & fingerphoto PAD, a
multi-biometric fusion of face, left and right periocular region, and 2D face &
fingerprint score level fusion. The scope of the thesis is limited to two mod-
alities which are 2D face and fingerphoto recognition system. The intended
audience of the thesis is biometric security professionals and the researchers
from biometrics, image processing, and machine learning domain.

1.9 Thesis Outline
This thesis is divided into three parts: Part I presents an overview of
the thesis, Part II presents published research articles and appendices are
presented in Part III.

In Part I, Chapters 1 discusses an introduction of the thesis by describing
details of the SWAN project, motivation and problem description, research
objectives, questions and methodology, list of included research articles,
list of additional articles followed by the scope of the thesis. Chapter 2
presents the background and related work which presents core concepts and
the comprehensive survey of the state-of-the-art, which is an essential factor
that helped in the formation of this thesis. Chapter 3 presents a detailed
summary of each of the research article included in this thesis.

The research articles are presented in Part II as a reformatted version of
the actual publications. Chapter 6 presents the evaluation of various deep
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Figure 1.3: Research outline and published articles as per the research ques-
tions. Article 1 provides the analysis of FQAA and FQA framework. Article
2,3, and 4 provides the PAD techniques for face and fingerphoto recognition
system. Article 5 presents the multi-modal fusion of face and fingerprint
based on Subjective Logic.

learning architectures for the task of face image quality assessment along
with automatic quality assessment framework for the smartphone-based face
recognition system. The presentation attack detection scheme for face re-
cognition systems based on the raw sensor data is discussed in Chapter
7. Chapter 8 presents a presentation attack detection scheme based on
the variable focus from a stack of multiple images captured at different fo-
cuses. Fingerphoto PAD, based on the second order local structures is given
in Chapter 9. The mitigation of effects of weight variations using multi-
biometric fusion is presented in Chapter 10. Finally, Chapter 11 presents
the novel biometric fusion method based on the subjective logic to fuse the
scores from face and fingerprint recognition systems.

The appendices are presented in Part III. Chapter 12 presents Appendix
A in which details of the SWAN data capture application are presented.
The additional experiments and results are given in Appendix B which is
presented in Chapter 13.



Chapter 2

Background and Related
Work

This chapter provides a brief overview of literature on conventional and
smartphone biometrics in Section 2.1 & 2.2. Then moves on to discuss the
face quality assessment in Section 2.3. Lastly, Section 2.4 and 2.5 provide
literature review on presentation attack detection and biometrics fusion
respectively. Throughout this chapter, related background information is
provided if necessary.

2.1 Biometrics
The international standard ISO/IEC 24741 [74] defines biometrics as ”auto-
mated recognition of individuals based on their behavioural and biological
characteristics.” A typical biometric system has four main modules: i) a
sensing module ii) quality assessment and feature extraction module iii)
comparison module and iv) a database module [75]. In the broader spec-
trum, biometric systems may be divided into two main categories, unimodal
and multimodal biometrics [154]. Unimodal biometric systems have several
problems of such as sensitivity to the noise in sensed data, intra-class vari-
ations, inter-class similarities, non-universality and high vulnerabilities to
presentation attacks [153]. Multiple biometric characteristics can be used
to address these challenges by fusing the information from each biometric
channel to obtain the final similarity or comparison score [154]. Biometrics
can further be divided based on the characteristics of the biometric data
into physiological and behavioural [74]. Few examples of biometric sys-
tems based on physiological characteristics are a face, iris, fingerprint, and

17
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palm-print recognition systems whereas keystrokes, gait, voice recognition
systems belong behavioural biometrics.

2.2 Smartphone Biometrics
From the past decade, biometrics on a smartphone is widely considered
to be an excellent way to secure the mobile device, performing banking
transaction, and securing personal data. In contrast to the traditional se-
curity measures like passwords and lock patterns which is based on ’what
you know’, biometrics is based on ’who you are’ [76].A typical biometric
system on a smartphone is similar to its conventional version except the
fact that biometric sensors are embedded is in the mobile device. Despite
many similarities, smartphone biometrics seems more challenging due to the
unconstrained nature of data capture, limited hardware and lack of stand-
ards. Though, smartphone biometrics such as the face, iris, fingerprint,
fingerphoto, and voice are a popular medium of security in state-of-the-art
mobile phones. One of the earliest works which combines biometric authen-
tication with a mobile phone is proposed in [21], where the authors present a
prototype to secure mobile phone with an embedded fingerprint recognition
system interfaced with it. However, today’s smartphones are embedded
with biometric sensors, power-efficient processors, modern operating sys-
tems, broadband internet access (e.g., 3G, 4G network connectivity), and
productivity-enhancing applications. Billions of units with biometrics have
been sold to date, and sales will grow exponentially [150]. The massive con-
sumer level acceptance of smartphone biometrics propelled the development
and downloads of millions of mobile biometric applications [149]. With an
increase in the number of users, the amount of sensitive information stored
on mobile phones has grown immensely.

Several methods are reported in the literature to address the challenges of
smartphone biometrics. Many competitions [14, 202, 33, 34, 85, 59, 107]
have been held in order to encourage the state-of-the-art research in smart-
phone biometrics. [111] discusses the comprehensive review of five physiolo-
gical and six behavioural methods for smartphone biometrics. [22] incor-
porates high accuracy algorithms for face recognition on smartphones using
GPU. In [198], authors review the methods subjected to the crucial aspects
of smartphone biometrics. Similarly, [120] presents a survey of various tech-
niques for user authentication for mobile device security. The recent survey
[29], provides the literature review from the year 2017-2018.

Following subsections describe the most relevant state-of-the-art concerning
to the research work presented in this thesis.
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2.2.1 Face Recognition:

Face recognition is becoming an active research area in smartphone bio-
metrics. Researchers are trying to incorporate complex methods on smart-
phones to achieve high recognition accuracy. Many researchers have pro-
posed novel deep learning architectures which show remarkable accuracy
on challenging face databases as well as they generalize well across various
databases. Two of such architectures are ArcFace and FaceNet. The Ar-
cFace [37] proposes, an additive angular margin loss to extract the highly
discriminative features whereas FaceNet [160] proposes a CNN with triplet
loss to learn the differences between same and different subject. Further,
the OpenFace [5] is a general purpose open source face recognition library
which provides support for mobile applications. OpenFace uses the FaceNet
for extracting a 128 dimensional feature vector aka embedding and trains
a linear SVM for classification purpose. A sparse representation of input
images is used in [25] to perform the face recognition in an Android smart-
phone. A. Hadid et al. [61] proposed a FRS in mobile phones. The proposed
FRS uses Haar-like features with AdaBoost classifier for detection of face
and eye. Then, the face is authenticated using intersection distance between
probe and gallery LBP histograms. The successful incorporation of holistic
face recognition approaches such as PCA, and LDA in a smartphone envir-
onment can be seen in [65]. G. Dave et al. [31] develop various algorithms
for face recognition on mobile phones. To overcome the limited hardware
capabilities of the used mobile phone they have selected the lowest compu-
tationally complex algorithm to incorporate in a mobile phone. A hybrid
classifier using Gabor Wavelet and MLBP for face recognition is proposed
in [128]. Further, recent trends in biometrics have led to the successful
integration of FRS with a mobile phone and are widely adopted by many
consumers [67].

2.2.2 Fingerprint and Fingerphoto Recognition:

An early example of research into fingerprint recognition is proposed in [21],
where authors presented a fully functional system using a mobile phone and
an external fingerprint sensor. Their proposed system achieved EER of the is
4.16%, and FNMR of 5.85% @ 1% FMR. The iPhone 5S [69] is the first mo-
bile phone which successfully integrated the fingerprint recognition system
which is called TouchID [182] in September 2013. Further, [175] illustrates
a fingerprint recognition scheme based on Minutia Group Matching (MGM)
and MGM with selective attention phase (MGM-SA) to unlock or to con-
firm user actions in a smartphone. Smartphone camera can also be used to
capture the photos of fingers of an individual which can further be used for
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verification. Preliminary work on user verification using photos of finger-
prints is proposed in [63], where SVM is used for classification and trained on
the extracted features from the multispace random projections (MRPs). A
digital camera was used to capture the fingerphotos. Mohammad et al. [39]
use such finger photos captured by mobile phones (Nokia N95, HTC Desire)
to perform a fingerprint recognition. They used a commercial-off-the-shelf
system from Neurotechnology VeriFinger SDK[161] to extract the minutia
as well as for verification. Minutia based fingerphotos recognition has been
studied by many researchers [116, 172, 39]. Tiwari et al. [180] published
a paper in which they proposed a similarity measure system based on the
extracted SURF features matched between the reference and probe image.
Further, recently, smartphone-based fingerphoto recognition is getting ad-
opted as a commercial solution and is being used for secure online payment
and mobile device security [186, 47].

2.3 Quality Assessment
Performance of a biometric system depends on the quality of input biometric
sample [58]. Due to the similarities between conventional and smartphone-
based FRS, it is anticipated that facial images captured by smartphones are
prone to the challenges of illumination, pose, expression and age variations.
Hence, the accurate quality assessment of face images becomes apparent
[191]. ISO/IEC TR 29794-5 [72] specifies methodologies for obtaining the
objective quality score for face image. Currently, there are no standards like
ISO/IEC TR 29794-5 [72] proposed for smartphone-based FRS. However,
[191] checks the conformance of images captured using smartphones with
the metrics described in ISO/IEC TR 29794-5 [72]. The works [197, 53]
propose metrics based on image properties like brightness, contrast, and
sharpness for FQA. In [141] an empirical study for quality assessment of
facial images is presented for the application of automatic border control
systems. Recently, deep learning based approaches are investigated by re-
searchers [201, 135]. Although there are many works in literature proposed
for FQA of conventional FRS, there are very few methods which are invest-
igating the FQA for smartphone-based FRS [191, 179]. In [191] a method
based on features constructed using ISO/IEC TR 29794-5 metrics and ran-
dom forest classifier is proposed. Similarly, [179] presents an LSTM based
deep learning architecture to assess the facial images captures using iPhone
6 Plus and Samsung Galaxy S7.
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2.4 Presentation Attack Detection in Smartphone Environment
Biometric systems are vulnerable to two types of attacks: a)presentation
or direct attacks; b) indirect attacks [159]. The presentation attacks are
carried out by presenting a fake biometric or artefact at the sensors mod-
ule to deceive the system [159]. On the other hand, indirect attacks are
carried out targeting the software components; these attacks may attempt
to bypass the feature extractor or the comparator, to manipulate biometric
references, or to exploit vulnerabilities in the communications channels [60].
ISO/IEC 30701-1 [73] defines presentation attack as ”the presentation of an
artefact or of human characteristics to a biometric capture subsystem in a
fashion intended to interfere with system policy is referred to as a present-
ation attack”. Several reports have shown that the biometric systems, such
as fingerprint or face recognition are more likely susceptible to presentation
attacks. Recent work shows, the presentation attack detection schemes can
successfully be incorporated on mobile phones to prohibit the presentation
attacks. Following subsections are set out to review the PAD techniques for
smartphone-based face, fingerprint, and fingerphoto recognition system.

2.4.1 PAD for Face Recognition:

Without effective PAD schemes, most of the state-of-the-art facial biomet-
ric systems are vulnerable to presentation attacks. [147] presents a heuristic
liveness detection approach by using three different facial images captured
at an angle -30∘, 0∘and +45∘for an Android mobile phone. An image dis-
tortion analysis (IDA) is used in [195] to perform the PAD. Construction
of the IDA feature is done using four different characteristics which are
the specular reflection, blurriness, chromatic moment, and color diversity.
Multiple SVM classifiers are trained for different presentation attacks (e.g.,
printed photo and replayed video) to identify the bona fide presentation.
Authors used Google Nexus 5 to collect face artefacts and the method is
employed to detect three types of attacks, i.e., printed photo, replayed video
with iPhone 5S, and replayed video with iPad Air. In [130], K. Patel et al.
propose a method based on Moiré patterns by comparing fake and bona fide
face videos, they observed that Moiré patterns often exist in the entire fake
video frame as a distinct texture pattern overlaid on a video frame. The
recently conducted competition [14] and OULU-NPU database [16] have
boosted the interest of many researchers from academia and industry to
explore the domain of face PAD for smartphone environment. In the com-
petition, the approach by the Galician Research and Development Center in
Advanced Telecommunications (GRADIANT), Spain has shown consistent



22 Background and Related Work

performance across all the four protocols. They fused the information of
color [15], texture and motion to extract features from HSV and YCrCb
channels, finally SVM based supervised classification is employed to detect
the presentation attacks.

2.4.2 PAD for Fingerprint and Fingerphoto Recognition:

One of the publicly disclosed successful attacks on the smartphone biomet-
rics is carried out by the Chaos Computer Club. They hacked iPhone 5S,
which comes with an in-built capacitive sensor for fingerprint recognition by
lifting a fingerprint of the genuine user off a glass surface and then present-
ing to the fake fingerprint to the sensor [17]. This exposes the vulnerability
of the fingerprint recognition system to the presentation attacks despite
the claimed security by manufacturers. In [19], authors reported that vari-
ous types of presentation attacks have not yet been investigated in detail.
Further, authors demonstrated the hacking of Android mobile phone with
fingerprint sensor by high-quality 2D print of fingerphoto.

Fingerphotos have advantages over fingerprints since data acquisition is in
a contact-less manner, which eliminates the problem of latent fingerprints
[192]. However, camera-based (here fingerphoto) systems are highly vulner-
able to 2D PAs such as print-photo, display photo and replay video attacks
[171, 62, 178]. Besides, when we use the camera as a sensor, high-quality
attacks can be easily constructed which can be accepted by the system.
[173] is one of the earliest work demonstrating the use of fingerphotos for
recognition and proposes a PAD algorithm to detect 2D PAs. The proposed
method detects liveness based on the reflection from the fingertip area since
materials like 2D printouts, and fake fingers do not possess such reflection
properties. They have achieved the highest performance of an EER of 1.2-
3.0%. Taneja et al. [178], proposed a PAD scheme based on SVM classifier
and textural and gradient features. Authors investigated the method for
print-photos and display photos attacks. Further, their method obtained
the best EER of 3.7% for the system based on SVM and LBP features.

2.5 Biometric Fusion
Multiple biometric characteristics (e.g., fingerprint, face, voice, palmprints)
can be used to perform robust user authentication. In order to have an ac-
curate biometric system, the biometric characteristics should have qualities
like universality, distinctiveness and persistence [77]. However, in practice,
biometric characteristics do not fully meet these qualities; thus, every single
modality biometric system is erroneous. Multimodal biometric systems help
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in minimizing some of these limitations [154]. In literature, researchers have
proposed various techniques to combine information from multiple biomet-
ric systems [156, 12, 46, 181, 154, 189]. Many of these methods show that
multimodal biometrics can significantly improve the recognition perform-
ance when compared with unimodal biometric systems. In [119, 184] the
authors use likelihood ratio (LLR) between the genuine and impostor score
distribution to perform the optimal fusion, considering it will reduce the
probabilistic errors. [119] uses Gaussian mixture models (GMM) to model
the genuine and impostor score distribution. Researchers have also demon-
strated the use of auxiliary information such as biometric sample quality
[156, 12, 46], and user-specific parameters [181] can be used as weight para-
meter while fusing the information from multiple unimodal biometric sig-
nals. Recently, multimodal biometrics on a smartphone has got the atten-
tion of many researchers due to the availability of multiple sensors on the
smartphones. [183] is one of the earlier work demonstrating the multimodal
biometrics in a smartphone environment, where authors propose a system
based on face and voice biometrics. [143] proposes a fusion of face and peri-
ocular information employing feature level and score level fusion. In the
case of feature level fusion, the features from the face region, left periocular
region and right periocular region are concatenated together to obtain the
fused feature vector. Similarly, in case of score level fusion, the comparison
scores from face region, left periocular region and right periocular region
are fused by SUM rule. In [144] proposes a multimodal biometric system
using face, iris, and periocular information in a smartphone environment.
Recent work proposed in [4] employs a score level fusion method based on
logistic regression. The recognition performance of cross-sensor smartphone
periocular recognition is improved by mapping the comparison scores to
LLRs while performing the fusion. Uncertainties associated with biomet-
ric recognition scores can also be utilized to fuse the scores from multiple
comparators or biometric channels [82]. [193] uses Subjective Logic [79] to
achieve biometric fusion under the influence of uncertainties.

From the reviewed state-of-the-art, it is clear that the smartphone-based
multibiometrics and presentation attack detection is an evolving research
area. Therefore, this thesis aims to study and investigate the capabilities
of a smartphone in this regard. The thesis also aims to formulate an accur-
ate smartphone based multimodal biometric system for real-world mobile
banking applications.
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Chapter 3

Summary of Published
Articles

This chapter provides a summary of six publications which are included as
a contribution in this thesis. An overview of the research questions and
publications is illustrated in Figure 1.3. The summary of these research
articles mainly presents an overview of the research problem, motivation,
methodology and details of the key findings.

3.1 Article 1: An Empirical Evaluation Of Deep Architectures
On Generalization Of Smartphone-Based Face Image Qual-
ity Assessment

In the literature, it has been well studied that the recognition performance
of a biometric system is directly proportional to the input sample quality
[58, 10]. Any biometric recognition system is expected to produce a high
similarity score for mated biometric samples if both involved samples have a
high-quality value. Thus, it becomes apparent need for a biometric system
to estimate an accurate image quality before a captured sample is stored
for reference or before a probe sample is processed for the verification or
identification process. The predictive performance of the quality assessment
algorithms is obtained using the Error Versus Reject Curves (ERC) which
determines the performance in terms of the rate of change of false non-match
rate of the system with respect to the percentage of genuine comparisons
rejected due to low qualities [58, 124].

In this article, we formulated a unified framework for smartphone-based
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face recognition system with quality assessment. Since many of the Face
Quality Assessment Algorithms (FQAA) show poor performance when eval-
uated against the data samples of unknown origin, we present a robust and
accurate quality estimating framework to achieve the generalizability over
such data samples. The study presents the comprehensive predictive per-
formance evaluation of 14 FQAAs using ERCs. The presented framework
evaluates five well known state-of-the-art Convolutional Neural Networks
(CNNs) i.e., AlexNet [94], Vgg16, Vgg19 [164], Inception [176] and Xcep-
tion [24]. Further, we present evaluation results for 3 state-of-the-art mobile
networks [157, 66, 203], and 2 state-of-the-art face quality CNNs [201, 135].
In this paper, we also present results for three blind quality FQAA with one
commercial face recognition system [2].

In the case of CNNs, Transfer Learning approach is used to retrain the net-
works for a task of face image quality assessment. Thus, we first removed
the final three layers and added fully connected (FC) layers of size 1024, 512
and number of classes. Each of these FCs is connected to ReLU followed
by dropout layer. In order to avoid the over-fitting, we used standard data
augmentation techniques. Each CNN is trained for 20 epochs with a batch
size of 64 with standard training parameters. The study uses an hetero-
geneous training database constructed using publicly available face quality
databases to achieve generalization across sensors and databases. The used
databases are the AR database [109], Extended Yale database [101], FRGC
database [133], CAS-PEAL database [52] and NCKU face database [44].
The training database mainly consists of two classes corresponding to good
and bad image quality and these images are taken from earlier mentioned
databases. In total, it consists of approximately 33000 facial images. In this
article, we present our results on five evaluation databases out of which three
are camera based databases i.e., ABC [141], Chokepoint [199], SCFace [56]
and two mobile databases i.e., Apple iPhone 6 Plus, and Samsung Galaxy
S7 Database [191].

Our experimental results show that the inclusion of proposed quality assess-
ment framework based on CNNs like AlexNet or Inception V3 can correctly
estimate the quality of input samples. The performance of mobile networks
is lower as compared to full CNNs; however, the size and computational
time are lesser. One can use such networks in a smartphone environment
to develop apps with smaller size but with little lower accuracy. We also
observe that the samples which have high quality contributes to the rapid
decrements in false non-match rate of the FRS, which in fact is the expected
behaviour and can be observed in the obtained ERCs.
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3.2 Article 2: Presentation Attack Detection In Face Biometric
Systems Using Raw Sensor Data From Smartphones

Nowadays it is easy to carry out presentation attack on smartphone biomet-
rics due to the fact of unsupervised data capture, and abundant availability
of the face images on social media [23]. Furthermore, recently, researchers
have shown that biometric systems such as face recognition or fingerprint
recognition are prone to presentation attacks [115, 145]. In general, present-
ation attack is nothing but an attempt to deceive the biometric system by
presenting a fake biometric characteristic to its sensors. Hence, there is a
need for countermeasures to detect and deter these attacks to reduce the
risk of identity frauds using such biometric systems.

In this article, we propose a robust face presentation attack detection scheme
based on the characteristics of the raw data such as a residual noise pattern
captured at the sensor. This study uses these noise patterns to classify input
images into artefact or bona fide presentations. The method first obtains
a residual image to get the corresponding noise component by subtracting
the median filtered image from the original raw data. The residue image
is then divided into an equal number of blocks. The residual noise pat-
tern is estimated in terms of a summation of block energies. The artefact
presentations or fake presentations are then detected based on the computed
energy values. The presented approach uses threshold-based classification
over learning-based approaches to obtain the robustness along with simpli-
city which is the intrinsic necessity of a smartphone environment.

The proposed method is evaluated on the database containing bona fide
images, paper print attack images, and display attack images. An iOS
application is developed to capture the raw data from a smartphone cam-
era. We have used iPhone 6S to collect the data. In total, the database
consists of real and fake presentations of 102 subjects. Three types of at-
tack presentations were captured consisting of print attacks, display at-
tacks using Dell UltraSharp 25-inch monitor with QHD display, and Sam-
sung Galaxy Tab 7.0. In total, 510 presentations attack attempts are cap-
tured using each type, i.e., two display screens and printed photos. The
work presented in this paper processes the data of all three channels along
with the combined data of three channels, this gives us a database of
1560 (390 𝑖𝑚𝑎𝑔𝑒𝑠 × (3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵)) live images corresponding
to red, green, blue and combined red-blue-green data. Similarly in case of
attacks we have 4080 (2 𝑑𝑒𝑣𝑖𝑐𝑒𝑠×510 𝑖𝑚𝑎𝑔𝑒𝑠×(3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵)) im-
ages display attacks and 2040 (510 𝑖𝑚𝑎𝑔𝑒𝑠×(3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵)) images
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for printed photo attacks. Furthermore, for the experiments, the database
is divided into development and testing set. The classification threshold
𝑇 is determined on the development set, and final results are obtained by
applying 𝑇 on the testing dataset.

This paper evaluates the performance of the proposed PAD in terms of
metrics defined in ISO/IEC CD 30107-3 [68]. We used three metrics in this
work: (1) Attack Presentation Classification Error Rate (APCER), which is
defined as the proportion of misclassified attacks as bona fide presentations
(2) Bona Fide Presentation Classification Error Rate (BPCER), which is
defined as the proportion of misclassified bona fide presentations as attack
presentation (3) Average Classification Error Rate (ACER), which is the
average performance from APCER and BPCER.

Our experiments determined the threshold of 𝑇 ≥ 200000 and obtained
low ACER values indicating the promising performance of the proposed
method. The proposed approach successfully demonstrated the high reli-
ability without any especially learned classifier. We have achieved a wide
range of thresholds with significantly lower values for APCER, BPCER,
and ACER. In the case of print photo attacks, the experiments show an in-
crease in classification error rates as we consider higher values for thresholds
indicating a need for further investigation.

3.3 Article 3: Robust Face Presentation Attack Detection On
Smartphones: An Approach Based On Variable Focus

The smartphone-based face recognition system is widely used in many ap-
plications from unlocking the phone to execute an online financial transac-
tion. However, there is increasing concern that face recognition on a smart-
phone is being disadvantaged due to the successful attacks on the system.
The primary challenge faced by such a recognition system is the presentation
attacks. A number of methods found to be detecting presentation attacks
have been explored in several studies [87, 132, 54, 103, 86, 131, 38, 20, 27].
Most of these earlier studies demonstrate the use of image characteristics
such as image quality, textural properties to detect the presentation attacks.
In this paper, we have proposed a PAD algorithm based on the total focus
difference between the stack of bona fide and artefact images captured at
different focal lengths.

The proposed method is mainly divided into three parts (i) Data capture
module: it is carried using an Android application developed which uses the
intrinsic characteristics of the smartphone camera such as focus variation
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to obtain the stack of images; (ii) Stack alignment and its refinement: The
stack images generally have parallax motion due to the uncontrolled move-
ment of hands. In order to align the set of stack images the proposed method
employs the Inverse Compositional Image Alignment (ICIA) algorithm [8]
and refinement is done using Dense Inverse Search based optical flow align-
ment [95]; (iii) Presentation attack detection: The proposed PAD algorithm
first extracts the face region using image at 𝑓𝑜𝑐𝑢𝑠 =∞, using this face loc-
ation the face regions from aligned stack are extracted. Secondly, the focus
is measured using a focus measure proposed in [96]. Finally, based on the
cumulative focus difference between stack images and image at 𝑓𝑜𝑐𝑢𝑠 =∞
the input image is classified as bona fide or artefact presentation.

This paper evaluates the proposed PAD method on a newly constructed
database full-filling the needs of the proposed approach. Our database con-
sists of frontal face images captured at different focal lengths. The dataset
is collected using the developed android application and Samsung Galaxy
S7. Totally, 50 subjects participated in data collection. The database is
further divided into two sets, i.e., development and testing set. Each of
them consists of data from 25 subjects. The data collection consists of two
sessions: (i) Session 1: consists of 3 images of each subject where the first
image is used for vulnerability analysis, the second image is used for en-
rolment, and the third image used for artefacts (attack) generation. (ii)
Session 2: Uses the developed application to collect the stack of images of
each subject. Ten different focus values were used to capture the stack of
images. For artefact generation, four displays and one printed photo were
used to obtain the stack of images. Three recordings per attack instrument
were captured, resulting in 1500 attack images per PAI.

In order to assess the proposed scheme, the results are obtained on the test-
ing set by employing the threshold for classifying the images as bona fide or
artefact is determined using development set. The paper presents the clas-
sification performance in terms of BPCER by fixing the APCER to 5% and
10%. The proposed method achieved very low classification errors indicating
the effectiveness of the proposed approach. This paper successfully demon-
strated the feature-less and classifier-less approach to detect the presentation
attacks. Furthermore, this study discusses the further PAD functionality of
the proposed approach in terms of Depth-from-focus, Depth-from-defocus,
and Depth based texture analysis.
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3.4 Article 4: Presentation Attack Detection for Smartphone
Based Fingerphoto Recognition Using Second Order Local
Structures

Lately, fingerphoto recognition on smartphones is getting attention from
many researchers and industry. It provides a good alternative for other
security measures. However, due to the fact that fingerphoto recognition
systems use the smartphone camera to capture the data, it is vulnerable to
the presentation attacks like other biometric systems. So far, the presenta-
tion attack detection for smartphone-based fingerphoto recognition systems
has not been investigated adequately. There are very few studies which ex-
amine vulnerabilities of the system and propose countermeasures for them
[171, 178]. This paper proposes a PAD scheme which can detect the print-
photo, display and replay attacks. The proposed scheme is based on the
second order local structures present in an input image. The paper uses
SVM based classification to detect the bona fide and artefact images.

The proposed scheme tries to detect the video display, image display and
print photo attacks using the textural features extracted from the maximum
response (MFR) images. The very first step in the proposed PAD scheme
is to extract the region of interest which is nothing but the finger region.
The K-means clustering [170] is used to employ color based segmentation to
extract the finger region. MFRs are then obtained from the convolution of
the cropped segmented image with second-order derivatives of 2D Gaussian
kernel at multiple scales. More specifically, the input image is first convo-
luted at multiple scales, and the maximum response at every pixel location
across the scales is selected to create the MFR image. This response image
is then used to extract the textural features. This paper compares three
feature, i.e., LBP, BSIF and HOG [122, 83, 28]. The extracted features
using each of these methods are then learned using a robust classifier such
as support vector machines to classify the image into bona fide or attack
presentation.

This paper validates the proposed method on a new database constructed
using the developed iOS application. The database consists of 3 sessions: (i)
Session 1 & 2: collected indoor with uniform illumination (ii) Session 3: col-
lected outside in daylight conditions. Session 1 data is used for artefact cre-
ation. The database consists of 50 subjects out of which randomly selected
33 subjects from Session 2 are used for training. The remaining 17 subjects’
data from Session 3 is used for testing purpose. In total, the database has
9900 (150 𝑓𝑟𝑎𝑚𝑒𝑠×33 𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠 × 2 𝑡𝑦𝑝𝑒𝑠 (𝑏𝑜𝑛𝑎 𝑓𝑖𝑑𝑒 & 𝑎𝑟𝑡𝑒𝑓𝑎𝑐𝑡𝑠)) images
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for training and 5100 (150 𝑓𝑟𝑎𝑚𝑒𝑠×17 𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠× 2 𝑡𝑦𝑝𝑒𝑠 (𝑏𝑜𝑛𝑎 𝑓𝑖𝑑𝑒 & 𝑎𝑟𝑡𝑒𝑓𝑎𝑐𝑡𝑠))
images for testing.

In summary, this paper argued that features extracted from MFR images
are useful to detect the PAs. The experiments show that the proposed
scheme with BSIF feature extractor and SVM has highest performance of
BPCER of 1.8%, 0.0% and 0.6% at APCER = 10.0% for the print photo,
display photo and replay video attacks respectively. The proposed scheme
shows improved performance of an EER of 0.49% for display attacks.

3.5 Article 5: Eye Region Based Multibiometric Fusion To Mit-
igate The Effects Of Body Weight Variations In Face Recog-
nition

The performance of face recognition systems is often affected due to pose,
illumination, and expressions. Many researchers have studied these chal-
lenges and proposed methods to improves the performance of the system.
Furthermore, in recent years many researchers proposed methods to mit-
igate the effects of various other challenges such as aging, plastic surgery,
twin identification, make-up, and hairstyle. However, the effect of weight
variations on face recognition has not been studied much.

In this paper, we use the periocular region to reduce the effects of weight
variations and improve the performance of a face recognition system. The
facial regions such as the cheek or chin area get affected mainly due to
the weight variations. However, the periocular region does not get affected
much. Motivated by this fact, we propose a robust fusion scheme to re-
duce the effects of weight variations. The proposed method uses the multi-
algorithmic and multimodal fusion strategies to combine information from
left and right periocular regions to obtain a robust comparison score.

The proposed method consists of four steps i) ROI extraction: The three
ROIs, i.e., face, left periocular and right periocular region is first located
using the Viola-Jones algorithm [187], and the ROIS are generated using
the cropped region of the input image ii) Feature Extraction: The features
are generated using four well-known feature extraction techniques, i.e., local
binary patterns, local phase quantization, histogram of gradients, and log-
Gabor filters iii) Classification: The extracted features are first learned using
the Sparse Representation Classifier (SRC), and the trained classifier is used
for the classification step iv) Score level fusion: In this step we fuse the score
from multiple sources using proposed fusion strategies.
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The proposed fusion scheme is evaluated on the publicly available eWIT
[117] database. The database is an extension of the WIT (WhoIsIt) data-
base [165]. The eWIT database consists of 2036 images of 200 well-known
celebrities downloaded from the Internet. Each subject has at least 10 im-
ages of a frontal face with age and weight variations. The average age
of the subjects is 34.7 years, and the mean difference between the oldest
and youngest age is 28.8 years. To verify the effectiveness of the proposed
scheme, we used 50 subjects’ data, where each subject consists of 10 frontal
face images.

Finally, our experimental results favor the multi-biometric fusion consisting
of the fusion of comparison scores based on the face and periocular region.
The multiple biometric characteristics and algorithms alleviated the effects
of weight variations, and we have obtained the lower EER values when
compared against the commercial system. The proposed scheme ameliorated
the verification performance by 6.42% in terms of EER. Hence, this paper
shows that the fusion of the periocular region with face results in higher
performance and reduces the effects of weight variations.

3.6 Article 6: Subjective Logic Based Score Level Fusion: Com-
bining Faces And Fingerprints

The unconstrained nature of biometric sample capture leads to random and
systematic errors which cannot be defined well by any mathematical for-
mulae however can be modeled in terms of uncertainty of the system [70].
Further, the authentication performance of such a system gets affected due
to these types of errors. In literature, several studies have shown that com-
bining the information from multiple biometric sources which is also known
as biometric fusion improves the accuracy of a biometric system [177, 194].
This paper considers the case of a multi-modal scenario which combines
the comparison scores from a commercial face and fingerprint recognition
systems. The use of such a multi-modal approach not only helps to reduce
random and systematic errors but also it is robust against Failure-To-Enrol
rate (FTE) [154].

The proposed method uses the Subjective Logic which considers uncer-
tainties in the mated or non-mated comparison scores while fusing them.
Subjective logic provides a useful fusion framework for combining the in-
formation from multiple sources along with their associated uncertainties
[79, 78, 80]. The proposed scheme is motivated by the preliminary works
introduced in [82, 193], which try to apply the Subjective Logic framework in
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the biometric domain. This paper aims to fuse comparison scores obtained
from biometric traits such as the face, left and right index finger.

The proposed scheme is mainly divided into two parts: (i) Scores to subject-
ive opinions: The SLF is generally performed on the subjective opinions that
are represented by belief, disbelief, and uncertainty associated with input
comparison scores. In this paper, we have considered normalized verifica-
tion scores as belief mass, the uncertainty is estimated at the system level by
quantifying the verification errors, and disbelief is computed by Additivity
principle [81]. Once we have these values, we can convert the comparison
scores to corresponding subjective opinions. (ii) Fusion of Scores: The con-
verted comparison scores, i.e., subjective opinions are then fused using the
SL’s cumulative fusion operator [81]. Finally, the fused belief is considered
as the final fusion output.

We carried our experiments on the well known NIST BSSR1 dataset [30].
The similarity scores from left and right index fingers and two face recog-
nition systems were used in our experiments. In total, the BSSR1 data-
base consists of 517 genuine and 266772 impostor scores. Furthermore, we
divided the database as the number of subjects into three parts: (i) De-
velopment dataset: it consists of 311 subjects and is used to estimate the
uncertainty of the system; (ii) Validation dataset: it consists of 103 subjects
and is used to obtain the operating thresholds; (iii) Testing dataset: it con-
sists of 103 subjects and is used for testing the proposed method using the
threshold obtained from Validation dataset.

This paper compares the proposed method against the standard fusion rules
such as sum, weighted sum, and product rule. These rules were applied on
four fusion strategies were i.e., FL, FR, LR, and FLR where F, L, and
R stands for face, left index and right index finger respectively. The pro-
posed method shows significant improvement over the baseline performance.
However, the obtained results show a slight improvement over the standard
fusion techniques. One of the significant advantages of the proposed system
is that it correctly performs biometric fusion by incorporating uncertain-
ties associated with the input scores. A benchmarking of the SLF approach
with other methods such as fuzzy logic, Bayesian reasoning, and DST would
have made a better performance comparison than using the standard fusion
rules. However, the paper limits this study to compare SLF with standard
fusion rules only.
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Chapter 4

Conclusions

The thesis aims to improve state-of-the-art research concerning the main
research objectives, and questions which are discussed in Section 1.3 & 1.4.
The thesis investigated two main parts of the SWAN project, i.e., Trust-
worthy Biometrics and Information Fusion (see Sec. 1.1.1.1, 1.1.1.4). Ex-
tensive research work is done to explore these areas through four research
questions and several publications. Six publications are included in the
thesis as our main contributions towards the composition of this thesis.
Primarily, the thesis emphasizes the issues of sample quality assessment,
presentation attacks and multi-modal fusion related to smartphones bio-
metrics. The thesis successfully formulates robust and accurate frameworks
for FQA, face & fingerphoto PAD, and multimodal fusion of face and finger-
prints for real-world mobile banking applications. Additionally, this thesis
investigates the mitigation of weight variations using multi-biometric and
multi-algorithmic fusion. Thus, firstly, the thesis proposes a unified FQA
framework for smartphone-based FRS. The work studies captured data us-
ing smartphones to assess the useful features in order to constitute a reliable
biometric recognition system. To this extent, the thesis presents a compre-
hensive empirical evaluation of various quality assessment algorithms based
on state-of-the-art CNNs, quality estimation techniques and also commer-
cial system. Extensive experimentation is conducted to assess and generalize
quality algorithms for cross-sensor and cross-database. ERC based formula-
tion is used to quantify the predictive performance of the quality assessment
algorithm. The obtained results favour a system based on CNN architec-
tures AlexNet and Inception V3. Interestingly, our experiments show lower
performance for the mobile networks MobileNet V2, NASNetMobile and
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DenseNet169 compared to full CNNs; however, these networks are smaller
in size and their speed of computation higher when tested on evaluation
dataset.

Furthermore, this thesis is trying to mitigate the major vulnerability of a
biometric recognition system aka presentation attacks. The thesis largely
investigates these attacks on a smartphone-based face and fingerphoto re-
cognition systems. It aims to study three types of attacks i) 2D print-photo
attack ii) display photo attack and iii) replay video attack. The meth-
ods proposed in this thesis successfully detect the presentation attacks with
significantly lower error rates. The thesis emphasizes the use of interna-
tional standards for accurate assessment of PAD algorithms. The face PAD
methods proposed in the thesis mainly use intrinsic characteristic of smart-
phone cameras such as raw sensor noise and camera focus to formulate
a classifier-less PAD technique. Similarly, the fingerphoto PAD algorithm
mainly exploits the second order characteristics of an input image to clas-
sify it into bona fide or artefact presentation. The thesis further proposes
a technique for mitigation of effects of weight variations on the face recog-
nition system. Finally, the thesis presents a novel approach to formulate
a robust multi-modal biometric system. This work successfully evaluates
the application of Subjective Logic to fuse the information/decision from
multiple biometric channels. The cumulative fusion operation of subjective
logic provided an advantage over SOTA by incorporating the uncertainties
present in the mated or non-mated comparison scores. The results, however,
do not show significant improvement but could validate correct handling of
the probabilistic uncertainties. In order to verify the proposed method, this
thesis formulates a multi-modal biometric system comprising the fusion of
mated and non-mated comparison scores of commercial face and fingerprint
recognition systems. The database used in this study is the NIST BSSR1
Database [30].

Collectively, the thesis concludes that the research objectives are success-
fully achieved via various presented studies. The thesis empirically addresses
all of the research questions in order to meet the research objectives. Fur-
thermore, various novel approaches are developed to constitute a robust
multi-modal biometric system for smartphone-based online banking applic-
ations.



Chapter 5

Future Work

The thesis mainly targets the quality assessment for face biometrics, and
it presents the PAD schemes for 2D print-photo, display and video replay
attacks and multi-modal fusion using face and fingerprint biometrics. Based
on the research work carried under the scope of this thesis, the following
limitations and future works are discussed:

5.1 Quality Assessment
The current work presented in this thesis is only considering the sample qual-
ity assessment for face recognition systems. Future research should propose
a quality assessment framework for other involved biometric modalities too
since individual QA could very much be the key component in the formu-
lation of a robust multi-modal biometric system. Furthermore, the thesis
provides ERC based evaluation for assessing the predictive performance of
the FQAA, as ERC is highly dependent of the comparator used to generate
the mated comparison scores, potential effects of various comparators on
the nature of FQAA could more carefully be observed in the future work.
Considering the fact of rapid growth in the 3D face, fingerprint recognition,
future studies could fruitfully explore the ERC based quality assessment
for 3D face and fingerprint data. Future research should also be devoted
to explore the various capabilities of state-of-the-art techniques from deep
learning more specifically CNNs. The use of CNNs could elevate general-
ization performance to assess the data of unknown origin accurately. An
academic and industrial effort should be made in order to standardize the
quality assessment for smartphone-based biometric recognition.
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5.2 Presentation Attack Detection
The thesis presents PAD schemes for 2D print-photo, display and video re-
play attacks. Future research should propose a PAD framework for other
evolving presentation attacks such as a 3D mask, wrap attacks, in case of
fingerphoto PAD, 3D printed fingers. Future studies could investigate the
association between depth information from bona fide and artefact present-
ations to effectively detect new generation presentation attacks. The results
obtained in the presented research work warrant further investigation via
the confluence of various image processing and machine learning techniques
to improve the results. Future research is needed to generalize the proposed
methods for a sample of unknown origin. This thesis provides a good start-
ing point for utilizing the intrinsic characteristics of sensors, and further
research can be carried out to explore such approaches to formulate simple
and robust PAD scheme. Regardless, future research should consider the
hardware capabilities of the smartphone device for supporting more realistic
settings. We also believe that apart from looking for effective handcrafted
feature extraction methods, it would be promising to use CNNs to learn the
characteristics of bona fide and artefact samples naturally.

5.3 Multi-modal Fusion
In this thesis, the biometric fusion of face and fingerprint modalities is
presented. The thesis uses Subjective Logic to perform the effective bio-
metric fusion by correctly handling the uncertainties present in the mated
and non-mated comparison scores. This assumption might be addressed in
future studies by modelling the uncertainties with different mathematical
assumptions and approaches. Future studies could investigate the associ-
ation between the comparison score and the belief/disbelief mass, which
is a key component in subjective logic fusion. For a robust multi-modal
biometric system we recommend that the future studies should investigate
combining the individual PAD decision/score with comparison score to for-
mulate a multi-modal decision. This thesis has provided a good starting
point for SL based biometric fusion, and further work could be dedicated to
exploring various fusion operations and similar frameworks to improve the
state-of-the-art. Precise modelling of various masses involved in SL fusion,
i.e., uncertainty, belief, base probability mass could be interesting topics for
future work.
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Chapter 6

Article 1: An Empirical
Evaluation Of Deep
Architectures On
Generalization Of
Smartphone-Based Face
Image Quality Assessment

Pankaj Wasnik, Raghavendra Ramachandra, Kiran Raja and Christoph
Busch. ”An Empirical Evaluation Of Deep Architectures On Generalization
Of Smartphone -Based Face Image Quality Assessment.” In proceedings of
9𝑡ℎ IEEE International Conference On Biometrics: Theory, Applications,
And Systems (BTAS 2018), IEEE, 2018.

6.1 Abstract
Often biometric authentication relies on the quality of enrolment and probe
sample and it is therefore essential to estimate the image quality before
a sample is submitted to the enrolment or verification process. The chal-
lenges encountered in estimating the quality is due to generalizability over
unknown data samples of different origin. To this extent, we try to evaluate
various deep learning networks which in theory, show high-performance in
generalization. Due to the massive adoption of biometrics in consumer solu-
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tions like smartphones, we have chosen Smartphone based Face Recognition
Systems (FRS) to carry out our study. The main factors which impact the
operating performance of the FRS are illumination, pose, occlusions and
facial expressions. Therefore, it is essential to understand and estimate the
quality of a facial image accurately. In this paper we present a robust and
accurate quality estimating framework using deep neural networks (DNN).
This work leverages the benefits of deep learning by transferring the pre-
learned features from already trained DNNs such as AlexNet and Inception
to estimate the facial image quality. Furthermore, we present the evaluation
results for more than 10 techniques and 5 face image databases to analyze
the performance generalization, and our results favor the pre-trained DNN
models over the hand-crafted methods.

6.2 Introduction
In recent days, face recognition is widely used in smartphones for device se-
curity and payment services. Many smartphone manufacturers even provide
such biometrics as an inbuilt feature. Smartphone-based face recognition
is more challenging than conventional face recognition due to the uncon-
strained sample capturing. This causes various artifacts unintentionally to
the captured sample. The primary artifacts observed in such biometric
samples are illumination, pose and expressions [191]. There are well-defined
international standards, i.e., ISO/IEC TR 29794-1 for conventional face re-
cognition systems to assess the objective quality of face images and this re-
port also provides the information about face quality assessment algorithms
(FQAA) [1]. However, to date, there is no standardized method to assess
the quality of face images for smartphone biometrics as well as performance
generalization of such FQAAs except for a few recent works [191, 201, 135].

Deep learning in recent days, in particular, Convolution Neural Networks
(CNN) are widely used for the tasks of face recognition, especially for achiev-
ing high accuracy [129, 160]. CNNs take images as their input and then these
images are processed through multiple layers to extract fine features for face
classification [64, 84].Due to the requirement of a high number of images to
train the deep architectures, an alternative of transfer learning is employed
as a viable solution where the learned models are used with suitable ad-
aptations [110]. Further, transfer learning allows the domains, tasks, and
distributions used in training to be different from data for testing purpose
[127].

Transfer learning can be achieved by mainly two distinct ways 1) Fine-
tuning of the network weights using the new database by retraining the last
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couple of layers of a pre-trained network via back-propagation and 2) Dir-
ectly utilizing weights from trained network to perform the testing on new
database. The first approach is suitable for large databases with similar
data while the second approach is suitable for the small datasets with fewer
classes. Based on the properties of the database and similarities between
tasks one has to choose lower layer weights as features or higher layer weights
[100].

Figure 6.1: Block diagram of a typical face recognition system with auto-
matic quality assessment

This paper presents the comprehensive performance evaluation of five well
known CNNs which are AlexNet [94], Vgg16, Vgg19 [164], Inception [176]
and Xception [24], three state-of-the-art mobile networks [157, 66, 203], and
two state-of-the-art face quality CNNs [201, 135]. We also present results
for the classical face quality assessment algorithms (FQAA) [191, 155, 114]
and also one commercial off-the-shelf system (COTS) [2]. In particular, to
deep learning approaches, we transfer the knowledge acquired from higher
layers of a network, which are mainly trained on Imagenet database [36]. We
select these networks as they have been very successful in the task of object
classification and could be used in facial feature extraction. Also, these
models have been the basis for some other face detection and recognition
architectures [45, 160]. In order to achieve the performance generalization,
we constructed a heterogeneous training database consisting of challenging
facial images using the AR database [109], Extended Yale database [101],
FRGC database [133], CAS-PEAL database [52] and NCKU face database
[44]. Further, we have formulated our problem of quality estimation of facial
images as a two-class transfer learning task with deep CNNs.

The rest of the paper is divided as follows: Section 6.3 details the method-
ology and evaluation criteria for face quality algorithm assessment. Section
6.4 describes the databases used, and Section 6.5 discusses experiments and
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results followed by Section 6.6 which gives the concluding remarks.

6.3 Methodology
This section describes an overview of the smartphone-based face verification
system with inbuilt automatic face quality assessment (FQA) framework.
Figure 6.1 shows the block diagram of the typical face recognition flow which
is also applicable to this paper. We employed the FQA using mentioned
CNNs and other FQAAs. For the task of FQA, the domain 𝐷 of previously
trained task of object recognition, is used to learn the feature vector 𝑋 =
{𝑥1, . . . , 𝑥𝑛} ∈ 𝑋 where 𝑋 is a feature space which identifies the difference
between low quality (bad) and high quality (good) samples by probability
distribution 𝑃 (𝑋). Hence, the face quality assessment can be achieved by
the domain 𝐷 = {𝑋,𝑃 (𝑋)} and task 𝑇 = {𝑌, 𝑞(.)} where 𝑌 is a label space
and 𝑞(.) is the objective function learned from pair {𝑥𝑖, 𝑦𝑖} where 𝑥𝑖 ∈ 𝑋
and 𝑦𝑖 ∈ 𝑌 . Finally, the objective function 𝑞(.) can be used to predict the
corresponding probability 𝑃 (𝑦|𝑥𝑖𝑛) for the given input image. In this paper,
we have used the output of the softmax function to obtain the final criteria.

For the practical realization of the system, we developed an iOS application
to capture and test the data. The captured image is first processed in order
to localize and crop face region. The cropped face is passed as an input to
the forward pass of the CNN and quality 𝑞(𝑥) is assessed on the input image
by applying threshold 𝑡. The decision to accept the image is based on the
computed quality 𝑞(𝑥) is given by:

𝑅𝑒𝑠𝑢𝑙𝑡 =

{︃
𝐴𝑐𝑐𝑒𝑝𝑡 𝑞(𝑥) > 𝑡

𝑅𝑒𝑗𝑒𝑐𝑡 𝑞(𝑥) < 𝑡
(6.1)

The effectiveness of the employed FQA is evaluated based on the False Non-
Match Rate (FNMR) and percentage of the sample rejection. In this paper
we adopt the assertion from [58] that the quality of a sample should be pre-
dictive of the recognition performance of the biometric system. Therefore,
a good FRS should return a very high genuine comparison score for samples
with high quality and vice-versa. In order to benchmark various FQAAs,
in this paper we consider the Error versus Reject Curve (ERC) as our main
evaluation criteria.

6.3.1 Error versus sample rejection

The predictive performance of a quality algorithm can be evaluated in terms
of the rate of change of FNMR with respect to the rejection of a biometric
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sample due to the low-quality [58]. In [124] authors have adopted equations
for the one-dimensional case which is also used in this paper. The minimum
of the qualities (𝑞𝑖) in a pair of two samples drives the sample rejection.
Hence, we can define a combination function H, as the min() function:

𝑞𝑖 = 𝐻(𝑞𝑖
(1), 𝑞𝑖

(2)) = 𝑚𝑖𝑛(𝑞𝑖
(1), 𝑞𝑖

(2)) (6.2)

Therefore, we can derive the set 𝑅(𝑢) containing the pairwise minima < 𝑢
as

𝑅(𝑢) =
{︁
𝑗 : 𝐻(𝑞𝑖

(1), 𝑞𝑖
(2)) < 𝑢

}︁
(6.3)

Consider, 𝑓 as the FNMR of interest, where 𝑡 is the corresponding threshold.
Exclude the pairs of face samples iteratively which are related specific com-
parison scores starting with the lowest of the pairwise score minimums up
to the threshold 𝑡. Further, the threshold 𝑡 is calculated using the empirical
cumulative distribution function of the comparison scores given as

𝑡 = 𝑀−1(1− 𝑓) (6.4)

where 𝑀 is the Empirical Cumulative Distribution (ECD) functions com-
puted using genuine comparison scores. Thus, the FNMR of interest can be
calculated as:

𝐹𝑁𝑀𝑅(𝑡, 𝑢) =
{| 𝑠𝑗𝑗 : 𝑠𝑗𝑗 ≤ 𝑡, 𝑗 /∈ 𝑅(𝑢) |}
{| 𝑠𝑗𝑗 : 𝑠𝑗𝑗 ≤ ∞ |}

(6.5)

Practically, in each iteration one sample (for example, the sample with low-
est quality) is rejected and the corresponding genuine comparison score is
excluded, and the FNMR is calculated as the proportion of non-excluded
scores below the threshold to total number of remaining samples. In or-
der to quantify the rate of change of FNMR w.r.t % sample rejection we
have used two metrics i.e., area under curve and partial area under curve
as described in [124] as

𝜂𝑒𝑟𝑐𝑎𝑢𝑐 =

1∫︁
0

𝐸𝑅𝐶 − area under therotical best (6.6)

where the integral term gives the full area under curve for the input ERC.
We then use only 20% of full curve to calculate the second metric as

𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 =

0.2∫︁
0

𝐸𝑅𝐶 − area under therotical best (6.7)
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6.3.2 Training of CNNs

In case of CNNs, we first removed the final three layers of each of these
networks and replaced them with a fully connected (FC) layer of size 1024,
512 and number of classes which is two here. These FCs are then connected
to ReLU followed by dropout layers. We used data augmentation techniques
such as translation in x and y-direction, mirroring along horizontal and
vertical axes and random cropping to have sufficient data for training in
order to avoid any over-fitting. The CNNs are trained iteratively via back-
propagation for a specified number of epochs, and one epoch is considered
as a period where all the samples from the training datasets are used once.
We further divide the training dataset into mini-batches of size 64 to achieve
batch optimization which resulted in 412 iterations per epochs. In total, the
training is carried out for 20 such epochs with total 8240 iterations.

Furthermore, the learning rate for the batch-wise optimization is controlled
by Stochastic Gradient Descent with Momentum (SGDM) optimizer [55].
Parameters of SGDM are chosen as Momentum = 0.9000, Initial Learning
Rate = 10−4 and 10% of total training images are used for validation. Dur-
ing validation, the overall loss for each validation batch is computed in the
testing mode per epoch. This helps in the early stopping and a regulariza-
tion to prevent over-fitting of the network. We used the validation frequency
of 3 iterations. Finally, the model with the best validation loss is chosen
for evaluating the testing datasets. In case of the state-of-the-art method
proposed in [201], we used the trained network model provided by the au-
thors for testing of evaluation databases, whereas in case of the method
proposed in [135] we tried to recreate the network as defined in their paper
and trained it on our training dataset.

6.4 Database

6.4.1 Training Database

The training dataset mainly contains two classes that correspond to good
and bad quality. In order to achieve the performance generalization, we
constructed a training database of nearly 33000 facial images. The images
corresponding to the bad class consists of various problems such as illumin-
ation, pose, expression, occlusion, low resolution, and blur whereas, in the
good class, we have the high quality, high-resolution images of frontal faces.

Furthermore, the experiments described in this work were conducted on a
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Figure 6.2: Training and evaluation image samples. Images inside green box
show the samples from training set while images from red box show images
from evaluation datasets.

new and recently constructed dataset. It consists of face video and image
samples captured using an application developed for an iPhone 6S. Samples
of frontal faces were collected from 201 subjects in 6 sessions over a period
of 5 months. However, for this study, we have used the data from Session
1 and Session 3. The Session 1 data consists of 4k high-resolution samples
of subjects and Session 3 data consists of different lighting conditions and
locations. Bad quality training samples mainly consist of the AR database
[109], Extended Yale database [101], FRGC database [133], CAS-PEAL
database [52] and NCKU face database [44]. Similarly, the good samples
are formed by Session 1 data of the newly constructed database and high-
quality samples from the FRGC database. Table 6.1 presents the statistics
of the training database.

6.4.2 Evaluation Database

This paper reports the results obtained from five different evaluation data-
bases i.e., ABC [141], Chokepoint [199], SCFace [56], Apple iPhone 6 Plus,
and Samsung Galaxy S7 Database [191]. In total, we have 16,990 testing im-
ages of 419 subjects from all five databases. All the images from evaluation
databases were re-sized as per the size of the input layer of CNN under con-
sideration. Further, during the testing phase, the dropouts are replaced by
scaling to activate all the neurons from the last fully connected layer. The
details of the evaluation databases are given in Table 6.2. One of the major
reason we evaluated quality algorithms on the combination of smartphone
and non-smartphone databases is to verify the generalizability. In general,
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Database
Bad
Images

Good
Images

Data
Characteristic

AR[109] 2778 -
Occlusion,
expressions,
illumination

CAS-PEAL[52] 1250 -
Pose,
illumination

Extended Yale[101] 700 - Illumination

FRGC[133] 1580 8939
Blur,
expression

NCKU face[44] 4580 - Pose

Our database 5605 7553
Illumination,
low resolution

Table 6.1: Statistics of the training database.

Database
No of
Subject

No of
Images

Is smartphone
based
database?

ABC [141] 58 8950 No

Apple [191] 101 1010 Yes

Chokepoint [199] 29 2900 No

Samsung [191] 101 1010 Yes

Scface [56] 130 3120 No

Table 6.2: Statistics of the Evaluation databases

as we know that CNNs are highly capable of generalizing the feature extrac-
tion and further classification, we anticipate seeing higher performance for
CNN based methods. To test this, we tried to evaluate these algorithms on
facial images with many distortions such as pose, illumination, expression
and low resolution. Furthermore, we assume that the smartphone-based
data reflect different characteristics than non-smartphone based data due
to the difference in sensor type and camera pipeline. Therefore, to achieve
generalization of quality assessment we have trained the CNNs with all sorts
of distortions mentioned earlier. Hence, we can assume that the CNNs will
be able to classify the features more precisely than others.

6.5 Results and Discussion
The ERC is plotted to visualize the system’s ability to correctly identify
good and bad samples as the percentage of sample rejection changes. The
ERC visualizes how the FNMR of the system is affected by changing the
number of samples rejected. Ideally, when a sample is removed due to its
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quality value, it is expected to decrease the FNMR of the system. Therefore,
if an algorithm correctly assesses the quality of the sample and it is removed
due to poor quality score, we can expect decrements in the FNMR of the
system since the ideal quality features can identify the exact samples which
were responsible for the FNMR of the system.

Similarly, when the samples which do not contribute to the FNMR of the
system are removed due to their quality, it is expected to see an increment
in the FNMR of the system. This behavior of the system can be reflected
correspondingly in the ERCs. Therefore, the ideal ERC curve is as close to
the origin as possible, and area under the curve is as less as possible.

6.5.1 ERC calculations

Following are the steps involved in the calculation of the ERC for any given
quality assessment algorithm:

1. First, obtain the quality scores for all samples using given FQAA.

2. Sort the quality scores and along with their corresponding input image.

3. Generate the genuine comparison scores considering the first image as
enrolment image and all other as probes images.

4. Obtain false non-match rate 𝑓 of the system using Eq. 6.5, for the %
rejection 𝑞𝑟.

5. Repeat Step 4 until we reject all samples.

Finally, the ERC is obtained by plotting all the values of false non-match
rates against the % of sample rejection. Our experiments resulted in 16,571
genuine scores from 419 testing subjects. We have used the Verilook SDK
5.4 [2] to obtain the comparison scores for a COTS as a baseline. We used
𝑓 = 0.1 to simulate an operational case at the FNMR = 10%.

6.5.2 Evaluation of CNN based Methods

For each CNN and dataset we computed the ERC and reported the results
in terms of 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 and 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 as defined in Eq. 6.6 and 6.7. For the sake
of simplicity and limited space, we presented ERCs corresponding to Sam-
sung S7 database only (See Figure 6.3a). All the CNN considered provid-
ing the wider range of quality values. However, the ERC plot shows that
AlexNet outperforms the other approaches. In case of Alexnet, we can see
that FNMR of the system is decreasing rapidly as comparisons containing
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a ERC for CNN based methods b ERC for Non-CNN based methods

Figure 6.3: ERC for Samsung database with targeted FNMR of f = 0.1. In
figure, the dotted line shows theoretical best.

samples associated with the low-quality level are removed. Except Alexnet,
the Inception is showing better results than other networks. Figure 6.3a
depicts that MobileNetV2 has the lowest performance in the case of the
mobile database; however it also has the smallest file size. Further, in the
case of AlexNet, the decrease in FNMR overlaps with the theoretical best
around 1.5-2% sample rejection, whereas it drops slightly as we further go
on rejecting the samples. At 20% sample rejection the FNMR is approxim-
ately decreased by 0.035. Table 6.3, presents the details of 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 and 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20.
The AlexNet shows lower values for Apple, Chokepoint, and Samsung data-
bases followed by the Inception which shows better performance for ABC
and SCFace Databases. The AlexNet’s performance for smartphone data-
bases, i.e., Apple and Samsung show approximately similar behavior with
average values of 0.055 and 0.011 for 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 and 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 respectively. There-
fore, from AlexNet’s performance, we can say that deep learning can achieve
the performance generalization for quality assessment and such algorithm
could be robust against the many of the problems such as illumination, pose,
expression, occlusion, and low resolution.

6.5.3 Evaluation of Non-CNN based Methods

Similarly, for Non-CNN based methods the ERC are given in Figure 6.3b).
By carefully analyzing the figure, it is evident that the method proposed
in [191] is showing better performance overall. However, until 4% of the
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Algorithm
ABC Apple Chokepoint Samsung Scface

𝜂𝑒𝑟𝑐𝑎𝑢𝑐 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20

Alexnet 0.064 0.013 0.057 0.011 0.027 0.008 0.054 0.010 0.048 0.012

Inception 0.035 0.009 0.084 0.012 0.045 0.012 0.072 0.012 0.027 0.008

Vgg16 0.089 0.013 0.068 0.012 0.072 0.011 0.077 0.013 0.096 0.013

Vgg19 0.072 0.013 0.074 0.014 0.053 0.013 0.074 0.014 0.095 0.014

Xception 0.064 0.011 0.070 0.012 0.071 0.012 0.093 0.014 0.058 0.012

Qi et al.[135] 0.062 0.012 0.089 0.014 0.070 0.012 0.094 0.014 0.084 0.013

Zhang et al. [201] 0.083 0.013 0.083 0.014 0.088 0.014 0.091 0.012 0.083 0.012

MobileNetV2 0.060 0.012 0.104 0.015 0.071 0.012 0.108 0.015 0.053 0.011

Densenet169 0.080 0.014 0.078 0.013 0.065 0.013 0.083 0.013 0.099 0.014

NasnetMobile 0.068 0.013 0.091 0.014 0.060 0.011 0.080 0.013 0.079 0.012

BLINDNESS [155] 0.067 0.013 0.094 0.014 0.069 0.012 0.096 0.015 0.083 0.014

BRISQUE [114] 0.077 0.012 0.067 0.013 0.094 0.012 0.099 0.014 0.087 0.013

Wasnik et al. [191] 0.087 0.015 0.068 0.012 0.082 0.014 0.064 0.013 0.071 0.014

Verylook SDK [2] 0.065 0.013 0.087 0.014 0.101 0.014 0.075 0.013 0.075 0.013

Table 6.3: Summary of AUC and PAUC for ERC plots of quality algorithms
on ABC [141], Chokepoint [199], SCFace [56], Apple iPhone 6 Plus, and
Samsung Galaxy S7 Database [191], computed ERC using f = 0.1.

sample rejection, Verilook SDK is showing the best performance. When
there is not a sufficient granularity of quality levels, one has to choose to
reject the samples corresponding to the entire quality level which results
into a step function when plotting the ERC; this phenomenon can be seen
in case of [191] where the FNMR of the system remains constant until 4%
of the sample rejection, and further it decreases to 8% until 20% sample
rejection. Among all of the four hand-crafted methods, the Blindness al-
gorithm [155] is performing worst. From Table 6.3 it is evident that none
of the Non-CNN based quality algorithms shows better performance over
CNN based methods. However, the method proposed in [191] overall shows
better performance over other methods. In case of the smartphone-based
database the highest achieved performance is of 0.064 and 0.012 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 and
𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 respectively.

6.6 Conclusion
We successfully present the benchmarking results for various deep architec-
tures for the task of facial quality assessment. We have noticed that our
results favor CNN models over the hand-crafted methods indicating that it
is possible to learn various types of challenges from facial images to assess
precise quality. However, we anticipate that the fine-tuning of CNNs in
the context of removing or adding layers, learning more number of layers
instead only fully connected layers and hyperparameters optimization could
achieve higher performance regarding generalizability when tested with an
unknown database.
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The experiments indicated that AlexNet performs well for both smartphone
and general database. For the Apple and Samsung databases, it achieved
approximately the same performance with average values of 0.055 and 0.011
for 𝜂𝑒𝑟𝑐𝑎𝑢𝑐 and 𝜂𝑒𝑟𝑐𝑝𝑎𝑢𝑐20 respectively. Moreover, the performance of mobile net-
works is lower than the AlexNet and Inception, but one can choose to use
these mobile networks for faster processing and smaller network file size.

An important point to address in the future research is to improve the
results towards the theoretical best. One can apply various fusion methods,
or develop a new network architecture, training strategy to achieve this.
The assessment of quality algorithms based on ERC heavily depends on
the comparator used in obtaining the genuine comparisons, and it would be
interesting to see the behavior of CNNs for different comparators.
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7.1 Abstract
Applicability of the face recognition for smartphone-based authentication
applications is increasing for different domains such as banking and e-
commerce. The unsupervised data capture of face characteristics in bio-
metric applications on smartphones presents the vulnerability to attack the
systems using artefact samples. The threat of presentation attacks (a.k.a
spoofing attacks) need to be handled to enhance the security of the bio-
metric system. In this work, we present a new approach of using the raw
sensor data. We first obtain the residual image corresponding to noise by

*All the authors have equally contributed to this article.
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subtracting the median filtered version of raw data and then computing
simple energy value to detect the artefact based presentations. The presen-
ted approach uses simple threshold and thereby overcomes the need for
learning complex classifiers which are challenging to work on unseen at-
tacks. The proposed method is evaluated using a newly collected database
of 390 live presentation attempts of face characteristics and 1530 attack
presentations consisting of electronic screen attacks and printed attacks on
the iPhone 6S smartphone. Significantly lower average classification error
(< 3%) achieved demonstrates the applicability of proposed approach for
detecting the presentation attacks.

7.2 Introduction
Face based secure access systems are increasingly becoming popular for
many applications such as unlocking the smartphone, e-commerce and e-
banking. The ease of unconstrained imaging using a simple color camera
has led face recognition to be employed in secure systems, operating in vari-
ous environments. Recent interest in this direction has led to the use of
smartphones for capturing the face characteristics to authenticate the sub-
jects. The key factor to be noted in smartphone based biometric systems
is the unsupervised data capture. The use of smartphone-based biometric
system for authentication is highly intended to provide the convenience to
the user for authentication from any location in an unconstrained manner
and thereby is allowed to capture the biometric data in an unsupervised
manner.

Median	
filtering	of	
raw	image

Decision	Raw	sensor
data

Image	
Capture

Residual	
Image

Difference Block	Energy	
Computation

Figure 7.1: Schematic of proposed approach for presentation attack detec-
tion. Figure 7.2 shows the complete pipeline of the proposed method.

The freedom of unsupervised data capture, especially in the smartphone
based face recognition can be misused by the unauthorized users. The
abundant availability of the face pictures on various social media sites can be
used for gaining unauthorized access in such unsupervised biometric systems
operating on the smartphones[23]. Any attempt to gain the secure access
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by presenting the artefact of the genuine subject is classified as presentation
attack or spoofing attack. Primitively, an unauthorized user can display
the facial image on the electronic screen to gain access to the face-based
biometric system on the smartphone. Alternatively, the image can be prin-
ted on a paper and presented back to the smartphone data capture system.
The failure to detect such attacks on face-based biometric system defeats
the purpose of security in the context of face based authentication. Such at-
tacks can be addressed by presentation attack detection (PAD) algorithms
incorporated in the biometric system.

-
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Figure 7.2: Proposed scheme for presentation attack detection.

Many approaches have been proposed to counter such attacks on face-based
biometric systems which leverage on the textural characteristics of the live
attempt and the presentation attack [142, 89, 136, 137]. Variants of the
Local Binary Pattern (LBP) was explored from the images using Support
Vector Machine (SVM), and Linear Discriminant Analysis (LDA) was used
to differentiate the attacks from live presentation [43, 62]. In a similar way,
LBP was used in temporal domain to detect replay attacks using SVM and
LDA [32, 62]. Another key factor of difference in the quality of live presenta-
tion and attack presentation was fully utilized to detect the presentation at-
tacks by assessing the image quality on both full reference and no-reference
quality metrics using LDA and Quadratic Discriminant Analysis (QDA)
[50, 49]. Recently, the distortions such as Moiré pattern in the live image
and attack images were identified to classify the attacks [195, 130]. Further,
applicability of the deep features for detecting the presentation attacks was
demonstrated in a recent work [112]. It has to be noted that, all the current
state of the art works have focused on the final images obtained from the
camera’s imaging pipeline to classify the attacks.
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In a very different paradigm, earlier works have demonstrated the use of
raw sensor data to obtain the unique sensor noise pattern to establish the
authenticity of the imaging camera [105, 102]. Another work recently used
the raw sensor noise to identify the device and the user in the context of
visible spectrum iris recognition [51]. Motivated by the use of raw data
for various applications, in this work, we look at the specific characteristics
demonstrated in the raw data at the sensor level to determine the presenta-
tion attacks against the live (a.k.a bona-fide) attempts. The characteristics
are demonstrated at the sensor level is used with simple image analysis and
a threshold. The proposed approach thereby removes the necessity for learn-
ing classifiers. We evaluate the proposed approach of leveraging on the raw
sensor data on a newly collected face image database of 390 live face images
using iPhone 6S and 1530 attack images using different electronic screens
and printed photos. The key contributions of this work can be summarized
as:

1. Presents a new approach to detect presentation attacks on smartphone
based face recognition systems by analyzing the raw sensor character-
istics of the smartphone camera.

2. Presents a classifier free approach by analyzing the image character-
istics at the sensor level data using a simple block-wise energy com-
putation.

3. Extensive set of experiments are carried out on a new and relatively
large-scale database collected using the 390 live images and 1530 at-
tack images from iPhone 6S.

In the rest of the paper, Section 7.3 presents the proposed scheme for PAD
and Section 7.4 provides the details of newly constructed PAD database. In
the Section 7.5, experimental details and protocols are discussed along with
the obtained results. Finally, in Section 7.6, the key findings, and remarks
are presented along with a possible future direction for this work.

7.3 Proposed Scheme for face PAD
Figure 7.1 presents the schematic illustration of the proposed approach for
presentation attack detection. As depicted in the Figure 7.1, once the image
is captured, we process the raw data of the corresponding image from the
smartphone camera sensor. For each of the color channel data such as red,
green and blue channel, the image data is extracted from the color filter
array (CFA). The raw data is processed for independent color channels such
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Figure 7.3: Example of residual images obtained using the proposed ap-
proach for bona-fide and artefact presentations.

as red, blue and green even before they are processed by imaging pipeline.
It is our intuition that the data on the sensor has more noise due to change
in reflection properties in live and artefact. Thus, we look for such noise in
each of the color channel using a median filter. The detailed explanation of
all the steps is given in the section below.

7.3.1 Steps in Image Capture to Storage

In general, the process of image capture in smartphone involves following
steps:

1. The light from the scene enters through the lens (or set-of-lens) in the
camera.

2. The output from a set of lens is further processed by the anti-aliasing
filter and later reaches color filter array (CFA) which is capable of
storing red, green and blue spectrum information.
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3. The information from the sensor (color filter array) is de-mosaiced and
post-processed to form the final picture. The number of sequential op-
erations such as color correction, white balancing, gamma correction,
enhancing, compression are carried out before storing the picture.

Subject

Image formation on Sensor

Smartphone
Bayer 
Sensor 
Pattern

Red Channel Data

Green Channel Data

Blue Channel Data

Figure 7.4: Illustration of image data from sensor

In each of these steps such as re-sampling, CFA interpolation or compres-
sion, significant loss of the details may happen. Preventing the loss of this
information becomes crucial to detect the noise which can be used to separ-
ate the live images from the artefact images. Thus, in this work, we propose
to use the data directly from the sensor for each different color channel. The
information from each color channel is further processed as explained in the
subsequent section. Figure 7.4 depicts the general pipeline in the image
capture process. When the subject is imaged using the smartphone, the
data is captured onto the sensor. The sensor is usually in the form of color
filter array which has dedicated cells for red, blue and green spectrum data.
In this work, we obtain the image data directly from the CFA and separate
them to red, green and blue channel data.

Data
Red Channel Blue Channel Green Channel RGB Channel

Development Testing Development Testing Development Testing Development Testing

Live 150 240 0 510 0 510 0 510

Attack - Print Attack 200 310 0 510 0 510 0 510

Attack - Dell Monitor 200 310 0 510 0 510 0 510

Attack - Samsung Pad 200 310 0 510 0 510 0 510

Table 7.1: Division of the database for experiments.
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7.3.2 PAD Scheme

Given an image obtained from the sensor, 𝐼𝑠𝑟, 𝐼𝑠𝑔 and 𝐼𝑠𝑏 for red, green and
blue channel respectively, we first filter the images using the median filter.
For the sake of simplicity, we henceforth refer all the channel data in sensor
using 𝐼𝑠 which can represent any channel information. Typically, the median
filter removes the repeated noise in a specified window while preserving the
useful details of the image. Thus, to remove the external noise introduced
due to different factors on the image, we filter the image 𝐼𝑠 using a window
of 3 × 3 size which results in the median-filtered image represented by 𝐼𝑚.
Further, to obtain the noise data not corresponding to image, we obtain the
difference between the image 𝐼𝑠 and 𝐼𝑚 which we refer as residual image
and is represented by 𝐼𝑟. The residual image characteristics may differ in
a different region of the image. In order to obtain the information in a
robust manner, a block based approach can be used. The residual image is
thus further divided into 𝑘 blocks of size 𝑛 × 𝑛 resulting in a set of blocks
{𝐵1, 𝐵2 . . . 𝐵𝑘}. For each block 𝐵, we compute energy as given by Equation
7.1:

𝐸𝑖 =

∑︀𝑛
𝑥=1

∑︀𝑛
𝑦=1(𝐵𝑖(𝑥, 𝑦))2

𝑛× 𝑛
(7.1)

Where 𝑖 represents the 𝑖𝑡ℎ block. Further, the energies computed for all the
blocks are summed to obtain one single value 𝐸𝑠 as given by Equation 7.2:

𝐸𝑠 =

𝑘∑︁
𝑖=1

𝐵𝑖 (7.2)

The determined energy value 𝐸𝑠 is compared against a threshold 𝑇 to obtain
the decision 𝐷𝑠 for the sensor data.

𝐷𝑠 =

{︃
1, if 𝐸𝑠 ≤ 𝑇

0, otherwise
(7.3)

Where 𝐷𝑠 = 1 represents the live presentation and the 𝐷𝑠 = 0 indicates
the artefact presentation. Further, to make the decision robust and fully
leverage the different channel information, we employ the majority voting
for each channel decision. If the decision obtained for red, green and blue
channel are represented by 𝐷𝑟, 𝐷𝑔 and 𝐷𝑏 respectively, we take the majority
voting as given by:

𝐷 =

{︃
1, if 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦{𝐷𝑟, 𝐷𝑔, 𝐷𝑏} = 1

0, otherwise
(7.4)
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Figure 7.3 presents the examples of residual image obtained from sensor
data for red color channel for various types of the presentations spanning
from live (bona-fide) presentation to artefact presentation.

Channel Live Paper Dell Samsung

RGB 390 510 510 510

Red 390 510 510 510

Green 390 510 510 510

Blue 390 510 510 510

Table 7.2: Composition of newly created face artefact database in current
work.

7.4 PAD Database
This section presents the description of the newly created presentation at-
tack database. The database is collected using iPhone 6S using 102 subjects.
The database consists of real(bona fide) attempts and presentation attack
attempts. The presentation attack subset consists of data corresponding to
screen attacks and printed photo attacks. The electronic attacks are carried
out using two different electronic displays as below:

1. Dell UltraSharp 25-inch monitor with QHD display.

2. Samsung Galaxy Tab 7.0

A total of 510 attempts are recorded using electronic screen images displayed
using Dell monitor and a similar set of 510 images are recorded using the
display of Samsung tablet. Further, the attacks are also carried out using
printed photos of the subjects resulting in a total of 510 photo attacks.

As the proposed approach is based on employing raw sensor data, the data
corresponding to the red, green and blue channel are extracted. Along with
the three independent channel data, we also extract combined red-green-
blue data without employing any of the correction methods provided by the
smartphone. Specifically, we employ ”iPhone 6S Plus” to capture the live
data and attack data. Thus, the database consists of 1560 (390 𝑖𝑚𝑎𝑔𝑒𝑠 ×
(3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵)) live images corresponding to red, green, blue
and combined red-blue-green data. The total database also consists of
4080 (2 𝑑𝑒𝑣𝑖𝑐𝑒𝑠 × 510 𝑖𝑚𝑎𝑔𝑒𝑠 × (3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵)) images for elec-
tronic screen attacks and 2040 (510 𝑖𝑚𝑎𝑔𝑒𝑠 × (3 𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠 + 1 𝑅𝐺𝐵))
printed photo attacks. Table 7.2 presents the complete composition of the
database.



7.5. Experiments and Results 61

7.5 Experiments and Results
This section provides the details of the experimental protocols employed
and the obtained results in this work. The performance of the proposed
presentation attack detection (PAD) (a.k.a. spoof detection) algorithm is
given in accordance to ISO/IEC CD 30107-3 [68]. The metrics used in
this work are: (1) Attack Presentation Classification Error Rate (APCER),
which is defined as a proportion of attack presentation incorrectly classified
as Bona Fide presentation (2) Bona Fide Presentation Classification Error
Rate (BPCER) which is defined as proportion of Bona Fide presentation
incorrectly classified as attack presentation [68]. The average performance
derived from both individual performance metrics is provided as an indic-
ative metric which is Average Classification Error Rate (ACER) defined
as:

𝐴𝐶𝐸𝑅 =
𝐴𝑃𝐶𝐸𝑅 + 𝐵𝑃𝐶𝐸𝑅

2
(7.5)

A robust PAD scheme is expected to have lower APCER and BPCER met-
rics.

In order to evaluate the proposed approach, we divide the database into
development and testing set. The partition to evaluation set is deliberately
avoided as there is no training involved in this work which needs the evalu-

Figure 7.5: Classification of live and artefact presentation with the majority
voting.
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ation set. The development set is used to determine the decision threshold
for classifying the image as live or attack presentation. The division of the
database is presented in the Table 7.1.

7.5.1 Experiments on development set

In order to determine the values for threshold, we carry out the experiments
on the development database. Based on the empirical trials carried out on
the development database, we determine the threshold for different values of
energy computed. Figure 7.6 presents the classification error rate obtained
as a function of threshold for the energy value computed. It can be observed
from the Figure 7.6 that 𝐸𝑠 ≥ 200000 reduces the BPCER significantly
while retaining the APCER at a very low level. Thus, the threshold of
𝐸𝑠 ≥ 200000 is chosen to make a decision on the presentation using the
Equation 7.3.

Figure 7.6: Illustration of energy threshold (𝐸𝑠) versus the classification
error rate. It can be noted from the image that the 𝐸𝑠 after 200000 provides
lower classification error rate.

7.5.2 Experiments on testing set

The determined threshold of 𝐸𝑠 ≥ 200000 is used in increments on the
testing set of images. The Table 7.4 presents the classification error obtained
using the data corresponding to green channel. Further, Table 7.3 provides
the obtained performance using the majority voting approach. From both
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Threshold
Paper Dell Samsung

BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%)

200000 3.33 0.32 1.83 3.33 3.23 3.28 3.33 0.00 1.67

210000 3.33 0.32 1.83 3.33 3.23 3.28 3.33 0.00 1.67

220000 3.33 0.32 1.83 3.33 3.23 3.28 3.33 0.00 1.67

230000 2.67 0.65 1.66 2.67 4.19 3.43 2.67 0.00 1.33

240000 2.67 0.65 1.66 2.67 4.19 3.43 2.67 0.00 1.33

250000 2.00 1.29 1.65 2.00 5.48 3.74 2.00 0.00 1.00

260000 2.00 2.27 2.13 2.00 5.48 3.74 2.00 0.00 1.00

270000 2.00 3.24 2.62 2.00 5.48 3.74 2.00 0.00 1.00

280000 2.00 4.21 3.10 2.00 6.13 4.06 2.00 0.00 1.00

290000 1.33 8.41 4.87 1.33 6.77 4.05 1.33 0.00 0.67

300000 1.33 9.71 5.52 1.33 6.77 4.05 1.33 0.00 0.67

Table 7.3: Classification error rates with different threshold of computed
energy values with majority voting.

the tables, it can be clearly observed for the low ACER values indicating
the reliability of the proposed method. Further, Table 7.7 and Table 7.6
in the Appendix 7.7 present the performance obtained using blue and red
channel where the proposed approach has provided very low classification
errors.

7.5.3 Discussion

The obtained results from the experiments indicate the promising perform-
ance of the proposed approach in detecting the presentation attacks by
analyzing the sensor level data. The advantage of the proposed method lies
in eliminating the need for a specially learnt classifier. It can also be seen
that the proposed method has a wide range of threshold with significantly
lower classification error rates. An important observation from the set of
experiments carried out in this work points to the increase of classification
error rate for printed attacks as observed from the Figure 7.6. However, as
it can be noted from the Table 7.3 that the chosen range provides very low
ACER. In the future works, we intend to investigate more on characteristics
of sensor data to separate the print attacks on the biometric systems.

7.6 Conclusions
Presentation attacks or what is generally known as spoofing attacks pose
a threat to biometric systems. In this work, we have presented a new ap-
proach of using raw data directly from the sensor of the smartphone to
detect such presentation attacks. The proposed approach employs the com-
putation of the energy values from residual images to detect the amount of
artefact noise. The approach has achieved significantly lower classification
error in determining live presentations and attack presentations. The note-
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Threshold
Paper Dell Samsung

BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%)

200000 7.50 0.32 3.91 7.50 3.23 5.36 7.50 0.00 3.75

210000 7.08 0.32 3.70 7.08 3.23 5.15 7.08 0.00 3.54

220000 6.67 0.32 3.50 6.67 3.23 4.95 6.67 0.00 3.33

230000 5.83 0.97 3.40 5.83 4.19 5.01 5.83 0.00 2.92

240000 5.00 0.97 2.99 5.00 4.19 4.60 5.00 0.00 2.50

250000 3.75 2.60 3.17 3.75 5.48 4.62 3.75 0.00 1.88

260000 2.08 3.57 2.83 2.08 5.48 3.78 2.08 0.00 1.04

270000 1.67 4.55 3.11 1.67 5.48 3.58 1.67 0.00 0.83

280000 1.25 6.49 3.87 1.25 6.13 3.69 1.25 0.00 0.63

290000 0.83 9.42 5.12 0.83 6.77 3.80 0.83 0.00 0.42

300000 0.83 12.34 6.59 0.83 6.77 3.80 0.83 0.00 0.42

Table 7.4: Classification error rates for green channel data with different
threshold of computed energy values on green channel data alone.

worthy contribution of this work lies in removing the necessity of learning
specific classifiers to detect attacks. Extensive experiments carried out us-
ing electronic screen attacks and printed photo attacks to demonstrate the
applicability of the newly introduced approach. The promising nature of
the approach can be extended in the future works to detect the attacks for
any natural images using the sensor level raw data.

7.7 Appendices

Threshold
Paper Dell Samsung

BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%)

200000 7.50 0.32 3.91 7.50 3.23 5.36 7.50 0.00 3.75

210000 7.08 0.32 3.70 7.08 3.55 5.32 7.08 0.00 3.54

220000 6.67 0.32 3.50 6.67 4.84 5.75 6.67 0.00 3.33

230000 5.00 0.97 2.99 5.00 5.48 5.24 5.00 0.00 2.50

240000 4.58 0.97 2.78 4.58 5.48 5.03 4.58 0.00 2.29

250000 3.33 2.27 2.80 3.33 5.48 4.41 3.33 0.00 1.67

260000 1.67 3.24 2.45 1.67 5.48 3.58 1.67 0.00 0.83

270000 1.25 4.53 2.89 1.25 5.48 3.37 1.25 0.00 0.63

280000 1.25 6.80 4.02 1.25 6.45 3.85 1.25 0.00 0.63

290000 0.83 9.39 5.11 0.83 6.77 3.80 0.83 0.00 0.42

300000 0.83 11.33 6.08 0.83 6.77 3.80 0.83 0.00 0.42

Table 7.5: Classification error rates for RGB data with different threshold
of computed energy values of RGB data.
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Threshold
Paper Dell Samsung

BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%)

200000 7.50 0.32 3.91 7.50 4.84 6.17 7.50 0.00 3.75

210000 7.08 0.65 3.87 7.08 4.84 5.96 7.08 0.00 3.54

220000 5.83 0.97 3.40 5.83 5.16 5.50 5.83 0.00 2.92

230000 5.83 1.30 3.57 5.83 5.48 5.66 5.83 0.00 2.92

240000 5.00 2.60 3.80 5.00 5.48 5.24 5.00 0.00 2.50

250000 4.17 3.25 3.71 4.17 5.48 4.83 4.17 0.00 2.08

260000 2.50 4.87 3.69 2.50 5.48 3.99 2.50 0.00 1.25

270000 1.67 8.44 5.05 1.67 5.81 3.74 1.67 0.00 0.83

280000 1.67 10.06 5.87 1.67 6.77 4.22 1.67 0.00 0.83

290000 1.67 13.31 7.49 1.67 6.77 4.22 1.67 0.00 0.83

300000 1.25 17.21 9.23 1.25 6.77 4.01 1.25 0.00 0.63

Table 7.6: Classification error rates for red channel data with different
threshold of computed energy values from red channel data.

Threshold
Paper Dell Samsung

BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%) BPCER (%) APCER (%) ACER (%)

200000 6.67 0.32 3.50 6.67 1.61 4.14 6.67 0.00 3.33

210000 6.67 0.32 3.50 6.67 2.26 4.46 6.67 0.00 3.33

220000 5.00 0.32 2.66 5.00 3.55 4.27 5.00 0.00 2.50

230000 5.00 0.32 2.66 5.00 3.87 4.44 5.00 0.00 2.50

240000 5.00 0.32 2.66 5.00 3.87 4.44 5.00 0.00 2.50

250000 4.17 0.97 2.57 4.17 3.87 4.02 4.17 0.00 2.08

260000 2.92 1.62 2.27 2.92 3.87 3.39 2.92 0.00 1.46

270000 1.25 3.25 2.25 1.25 4.19 2.72 1.25 0.00 0.63

280000 0.42 4.55 2.48 0.42 4.52 2.47 0.42 0.00 0.21

290000 0.00 6.82 3.41 0.00 6.45 3.23 0.00 0.00 0.00

300000 0.00 8.44 4.22 0.00 6.77 3.39 0.00 0.32 0.16

Table 7.7: Classification error rates for blue channel data with different
threshold of computed energy values from blue channel data.
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8.1 Abstract
Smartphone based facial biometric systems have been well used in many
of the security applications starting from simple phone unlocking to secure
banking applications. This work presents a new approach of exploring the
intrinsic characteristics of the smartphone camera to capture a number of
stack images in the depth-of-field. With the set of stack images obtained,
we present a new feature-free and classifier-free approach to provide the
presentation attack resistant face biometric system. With the entire system
implemented on the smartphone, we demonstrate the applicability of the
proposed scheme in obtaining a stack of images with varying focus to effect-

*All the authors have equally contributed to this article.

67



68 Article 3: Robust Face Presentation Attack Detection On Smartphones:
An Approach Based On Variable Focus

ively determine the presentation attacks. We create a new database of 13250
images at different focal length to present a detailed analysis of vulnerability
together with the evaluation of proposed scheme. An extensive evaluation
of the newly created database comprising of 5 different Presentation Attack
Instruments (PAI) has demonstrated an outstanding performance on all 5
PAI through proposed approach. With the set of complementary benefits
of proposed approach illustrated in this work, we deduce the robustness
towards unseen 2D attacks.

8.2 Introduction
The recent trends in the smartphone market have demonstrated techno-
logical advancement and adaptations to the growing necessity of security
through the use of biometrics. The use of smartphone as a biometric sensor
is driven by many factors that include convenience at ease for authentic-
ation, unconstrained data capture and secure transactions without token
based devices. Based on the growing usage of smartphone as a biomet-
ric capture device, many works have advocated the use of face biometrics
among other possible characteristics due to its usability. The preference
towards using face characteristics can be primarily attributed to the ease of
data capture with a simple user interaction [132, 91].

With the ease of using face biometrics on smartphone in a unsupervised
manner comes the threat of possible presentation attacks [146]. One can
easily exploit the advantage of unsupervised data capture to claim else’s
identity through the use of printed face photos or by displaying the photo
from a electronic display of computer, smartphone or tablet [87, 62, 6]. The
ease of such attacks is highly attributed to the availability of face pictures
across various social media where people publish their high quality pictures.
Claiming identity through the illegitimate use of biometric artefacts (such
as printed photo or electronic screen display) to gain access to secured sys-
tems are popularly termed as presentation attacks a.k.a., spoofing attacks.
Recently Samsung Galaxy S8 was attacked using a simple photo demonstrat-
ing the vulnerability of the face recognition system on smartphone towards
presentation attacks †. Thus, there is a need for stronger counter-measures
towards the presentation-attacks, especially from 2D sources such as printed
photo and electronic screen displays.

†http://tinyurl.com/kxfxmw6
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Figure 8.1: Proposed approach for detecting real and attacks using the
depth-based approach in smartphone.

8.2.1 Related Works

In order to make the smartphone based face biometric system resistant to
presentation-attacks, a number of works have been carried out [87, 132, 54,
103, 86, 131, 38, 20, 27, 190]. Most of the earlier works have focused on
detecting the presentation attacks on smartphones using image quality [27]
and textural features such as Gabor features, LBP or scale-space features
[27, 6, 6, 62, 90]. A recent work analyzed the Moiré pattern aliasing that
commonly appears during the recapture of video or photo replays on a screen
in different color channels (R, G, B and grayscale) at holistic level and also
at region level [132]. Further, they explored multi-scale LBP and DSIFT
features to represent the characteristics of Moiré patterns to detect attacks.
Another approach proposed to use the inherent sensors in the smartphones
by leveraging the motion and light sensors to defend against 2D face at-
tacks [20]. In similar lines, another approach proposed to use the camera,
audio output component (e.g., earpiece), and audio input component (e.g.,
microphone) to determine the liveness by measuring the signals emitted
and reflected which differs from 2D attacks [38], but does not discuss the
uniqueness of subject level identification. Yet another kind of works have
considered the challenge response of the subjects to perform certain tasks to
substantiate the liveness during authentication attempt. Alternative to such
approaches, a set of works proposed to use special hardware for addressing
the presentation attacks in face recognition using depth-based cameras such
as Microsoft-Kinect, Light-field/Plenoptic cameras [43, 87, 140]. However,
it has to be noted that these works [43, 87, 140], were not related to smart-
phone based face recognition which is the prime focus of our work in this
article.
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From the set of works listed above, it can be deduced that most of the
earlier works have focused on either software based approaches of analys-
ing the texture or on the hardware based approaches of using additional
hardware. On the downside of such hardware based approaches is that they
cannot be easily integrated into smartphones without a significant engineer-
ing effort [42, 162]. In order to address the vulnerability of the smartphones
towards presentation attacks while not using specialized hardware, we for-
mulate a new approach of using the current capabilities of the smartphone
camera with a classifier free approach to detect the 2D presentation attacks.
We specifically leverage the fundamental approaches of differing focus in an
imaging volume (depth-of-field) to obtain a set of images in single capture.
The number of images obtained for a particular scene with varying focus
results in a stack of images wherein the objects are imaged with differ-
ent focus. The set of images are obtained for analysing the focus across
stack in a cumulative manner to distinguish the real subject attempting to
verify using face characteristics against conventional 2D presentation attacks
through the use of printed photo or electronic screen. The proposed focus
based imaging technique is complemented with a cumulative focus measure
to determine the depth in the scene, specifically the face characteristics.
To exemplify the proposed approach and provide empirical evaluations, we
present a set of experiments on a newly collected database of moderately
large number of verification attempts with 500 real (live) attempts and 750
presentation attack attempts which consists of a 5 different attacks. The
attacks are carefully engineered to consider most commonly used 2D print
attacks and electronic screen attacks with iPad Pro (retina display), iPhone
6S, laptop screen (Macbook with Retina display), high-resolution monitor
(Quad-HD resolution) to cover the broad spectrum of possible attacks. The
total number of images in the new attack detection database amounts to
13250 images (refer Section 8.4).

Further, we also present a number of possible use-cases of the proposed
system to fully utilize and extend for other biometric applications. Of the
many advantages, the proposed approach can be used to create a 3D model
of the face by utilizing the depth from focus as the set of images are obtained
with differing focus. The primary focus of this paper is not to use a classi-
fier based approach and thereby propose a generalized solution towards 2D
presentation attacks. The key contributions of this work can be outlined as:

∙ Presents a new approach of utilizing the differing focus in the imaging
volume to capture the face images and determine the liveness. To
the best of our knowledge, this is the first work to utilize the varying
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focus stack images for presentation attack detection in smartphone
based face recognition system.

∙ Proposed approach presents a learning-free classification approach to
determine the presentation attempt through the analysis of a simple
cumulative focus measure. The approach is highly generalizable to-
wards 2D presentation attacks, even the unseen kind of attacks.

∙ Presents an extensive analysis of attack classification by analysing
500 live attempts versus 750 presentation attempts and exemplifies
the robustness of detecting 2D attacks.

∙ Additionally, presents a set of possible use-cases of the proposed ap-
proach to provide extended capabilities such as 3D face reconstruction
and also, the compatibility of analysing texture to work synchronously
with currently deployed texture-based system.

In the rest of this work, we present the proposed approach in Section 8.3 and
Section 8.4 presents the details of the newly created database to evaluate
the proposed approach. Section 8.5 presents the set of experiments and
the results to demonstrate the applicability of proposed approach. Further,
Section 8.6 also lists extended capabilities of the proposed approach and in
the end, Section 8.7 lists conclusive remarks and also lists limitations of the
current work.

Compute	 Focus

Compute	 Focus

Compute	 Focus

Focal	Aligned	
Stack

Compute	Focus	
corresponding	 to	Focus	=∞	

Focus	Difference	

Compute	 Focus

Compute	 Focus

Compute	 Focus

Focus	Difference	

Focus	Difference	

Threshold <
Total	Focus	
Difference Live	Face

Attack	Face

Figure 8.2: Schematic of the proposed attack detection mechanism in the
smartphone system.
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8.3 Proposed Approach
The schematic of the proposed approach is presented in the Figure 8.1. As
it can be noted from the illustration, a set of images from the smartphone
camera are captured in the imaging volume of a varying depth where the
maximum focus is set to infinity. We proceed to sweep the entire focal
length in the inverse manner from focus at infinity towards focus of zero
and thereby obtain a focal stack. However, in the case of smartphone based
face recognition, the photos are captured by holding the smartphone in the
hand and as a direct impact of this way of capturing the picture, the res-
ulting images are impacted by motion parallax. To account for this motion
parallax, we first perform focal stack alignment such that the images cor-
responding to different focal length are stabilized. Further, aligned stack
images are used for determining the presentation attacks from the presen-
ted face (real or artefact). Details of the steps are described in the following
sub-sections.

8.3.1 Stack Image Alignment

Consider 𝑆 = {𝑆1, 𝑆2, . . . 𝑆𝑛} is a set of stack images where 𝑛 is a number
of images in stack 𝑆 captured at different focal lengths. In this particular
scenario of smartphone face recognition system, it has been observed that
these stack images have severe parallax motion due to involuntary movement
of hands. Further, these set of motions cannot be modelled in a specific
manner through mathematical formulations [8]. In order to account for this,
we first compute the affine warp using the Inverse Compositional Image
Alignment (ICIA) algorithm [8]. Considering the stack image 𝑆𝑖 and 𝑆𝑗

corresponding to a focal length 𝑖, 𝑗 from the set of 𝑛 focal images, they can
be represented as 𝑆𝑖 = 𝑆(𝑥, 𝑦) and 𝑆𝑗 = 𝑆(𝑥 + 𝛿𝑥, 𝑦 + 𝛿𝑦) where 𝛿𝑥 and 𝛿𝑦
jointly represent the affine transform. Thus, we obtain the correction for
the affine transform between 𝑆𝑖 and 𝑆𝑗 using the ICIA algorithm [8].

8.3.2 Stack Alignment Refinement

However, such alignments are not refined to the best accuracy and due to
number of factors such as differing motion between the capture time of
two subsequent frames. Thus, we adopt optical flow based refinement of
the aligned stack to have highly accurate stack-alignment for subsequent
operations. Considering the factors such as appearance changes as an im-
pact of environmental conditions such as illumination, chromaticity, blur,
deformations due to small pose changes and limited computation resources
on smartphone, we use Dense Inverse Search based optical flow alignment
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[95]. Specifically, we determine the patch level correspondences using inverse
search followed by dense displacement field creation based on the aggregated
patches in multiple scales which result in variational refinement [95, 174].
Thus, we obtain the set of well aligned focal stack images represented by
𝑆′ = {𝑆′

1, 𝑆
′
2, . . . 𝑆

′
𝑛} in the stack corresponding to focal length in the range

1, 2, . . . 𝑛 (Refer Algorithm 1).

Algorithm 1 Stack Image Alignment

Require: 𝑛 ≥ 1 , where n is number of face image in each stack
1: for 𝑖 ̸= 0 𝑎𝑛𝑑 𝑖 < 𝑛 do
2: Capture stack image 𝑆𝑖

3: {𝑆(𝑖)} ← 𝑆𝑖 ∴ 𝑆 = {𝑆1, 𝑆2, . . . 𝑆𝑛}
4: where 𝑆 is a stack of face images
5: 𝑖 = 𝑖 + 1
6: end for
7: for 𝑗 ≤ 𝑛 do
8: Capture stack image 𝑆𝑖

9: {𝑆′
𝑗} ← 𝐴𝑓𝑓𝑖𝑛𝑒𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚(𝑆𝑗 , 𝑆𝑗+1)

10: where 𝐴𝑓𝑓𝑖𝑛𝑒𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 is computed using [8]
11: 𝑗 = 𝑗 + 1
12: end for
13: for 𝑘 <= 𝑙𝑒𝑛(𝑆′) do
14: Divide each image 𝑆′

𝑘 into M blocks of equal size
15: ∴ {𝐵 ← 𝑆′

𝑘} = {𝑏1, 𝑏2, ...𝑏𝑀}
16: for 𝑚 = 1 & 𝑚 < 𝑀 do
17: Then DO inverse search for 𝑏𝑚 across stack
18: 𝑏𝑎𝑚 = Compute Dense Field Flow(𝑏𝑚)
19: 𝑚 = 𝑚 + 1
20: end for
21: {𝑆′′

𝑘 ← 𝐵′} = {𝑏𝑎1, 𝑏𝑎1, . . . 𝑏𝑎𝑚},
22: where 𝑚 = {1, 2, ...𝑀}
23: 𝑘 = 𝑘 + 1
24: end for
25: 𝑆′ ← 𝑆′′ = {𝑆′′

1 , 𝑆
′′
2 , . . . 𝑆

′′
𝑛}

26: OUTPUT ← 𝑆′

8.3.3 Presentation Attack Detection

In order to determine the presentation attacks and considering the facial
biometric system, it is essential to obtain the face region alone. This step
serves two primary purposes: (1) reduces the computational time by using
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the region of interest and (2) accurate depth information can be obtained
within facial region. However, processing each of the image for obtaining
the face results in redundancy. Thus, considering the fact the images are
well aligned through the steps indicated in Algorithm 1, we extract the
face region through Haar cascade [188] from the image corresponding to
𝑓𝑜𝑐𝑢𝑠 =∞ out of all the images in the aligned stack images.

Further, we determine the face region from the image focused at∞ to obtain
the bounding box and correspondingly obtain face region from all the stack
aligned images which are further indicated by {𝐹 ′

1, 𝐹
′
2, . . . 𝐹

′
𝑛}.

In order to determine the presented face image as a normal (bonafide/real)
image or artefact (spoof) image, we further measure the detailed focus from
each of the face image in {𝐹 ′

1, 𝐹
′
2, . . . 𝐹

′
𝑛}. We employ the Tenengrad [96] fo-

cus measure to determine the focus of each face region as given by Equation
8.1. Given the set of aligned face images 𝐹 ′ = {𝐹 ′

1, 𝐹
′
2, . . . 𝐹

′
𝑛}, we compute

the focus of each image as given by Equation 8.1.

F𝑘 =
∑︁

(𝑖,𝑗)∈Ω(𝑥,𝑦)

(𝐹 ′
𝑘𝑥(𝑖, 𝑗)2 + 𝐹 ′

𝑘𝑦(𝑖, 𝑗)2) (8.1)

where 𝐹 ′
𝑘𝑥 and 𝐹 ′

𝑘𝑦 are the horizontal and vertical image gradients computed
by convolving the given stack image with Sobel operators. Thus, for a set
of stacked images with face region given by {𝐹 ′

1, 𝐹
′
2, . . . 𝐹

′
𝑛}, the computed

focus is given by {F′
1,F

′
2, . . .F

′
𝑛}. Following the focus measurement of differ-

ent stack images, we formulate the algorithm for determining the bonafide
attempt versus presentation attack attempt as given by Algorithm 2.

As outlined from the Algorithm 2, if the cumulative focus difference obtained
(F) is lesser than D (prior determined threshold for focus change using
development set), the presentation is considered as a attack attempt and
bonafide otherwise.

8.4 Database
In this section, we present the details of the newly constructed database
by considering the new approach of utilizing intrinsic characteristics of the
smartphone camera to obtain the stack of varying focus image which is
hereafter referred as Variable focus Smartphone Face (VaSF) database. It
has to be noted that there exists no such publicly available database as the
idea is explored for the first time in this work. The key aim of this database
was to collect a set of frontal face images captured at different focal planes
from the smartphone camera.
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Algorithm 2 Attack Detection
*Note - The threshold D is computed on the development database discussed
in Section 8.4

1: Liveness threshold: D(Prior determined focus threshold)
2: 𝐹𝑎𝑐𝑒𝑅𝑂𝐼 ← {𝐹𝑎𝑐𝑒𝑅𝑂𝐼 |𝐹𝑎𝑐𝑒𝑅𝑂𝐼 ℎ𝑎𝑠 𝑓𝑜𝑐𝑢𝑠 𝑣𝑎𝑙𝑢𝑒 F∞}
3: ∀𝐹𝑎𝑐𝑒𝑅𝑂𝐼 ∈ 𝐹 𝑖𝑚𝑎𝑔𝑒 𝑤𝑖𝑡ℎ 𝑓𝑜𝑐𝑢𝑠 = ∞ such that the measured focus

value is F∞.
4: for stack image (face) in {𝐹 ′

1, 𝐹
′
2, . . . 𝐹

′
𝑛} do

5: compute focus difference: ΔF = F∞ − F𝑘

6: where 𝑘 = {1, 2, . . . 𝑛}
7: Total focus difference: F = F + ΔF
8: end for
9: if F > D then

10: 𝑂𝑈𝑇𝑃𝑈𝑇 ← 𝐿𝑖𝑣𝑒
11: else
12: 𝑂𝑈𝑇𝑃𝑈𝑇 ← 𝑆𝑝𝑜𝑜𝑓
13: end if

In this work, we have created a new database of 50 subjects which is further
divided into two disjoint sets of 25 subjects each corresponding to develop-
ment and testing set. Note that the proposed scheme does not require the
classifier to be trained and hence, there is no training dataset used in this
work. The face image database was collected using recent smartphone Sam-
sung Galaxy S7 and the data collection is divided in tow parts as described
below.

Bonafide Database: The data collection is carried out in 2 sessions. The
first session corresponds to enrolment samples where face image of each
subject was captured thrice (1) The first sample is used to analyse the vul-
nerability of the face recognition towards artefacts or presentation attacks.
(2) The second sample used as the enrolment image. (3) The third sample
is used for creating the artefacts (attacks).

𝑆𝑒𝑠𝑠𝑖𝑜𝑛 − 2 corresponds to data captured using the proposed approach
where each face image was captured using the focal-stack imaging. Each
subject was captured in 10 different instances as the probe attempts. In
each capture, focus within the depth-of-field was varied automatically using
the mobile-application developed in this work to realize the proposed scheme.
Table 8.1 tabulates the statistics of the data collected in this session. Each
face image was accompanied by 10 stack images with varying focus resulting
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Bonafide Database

Protocol Subjects No of Recs Samples

Enrollment 50 3 1500

Probe 50 10 500

Attack Database

Monitor Attack 50 3 1500

Laptop Attack 50 3 1500

iPad-Pro Attack 50 3 1500

iPhone 6S Attack 50 3 1500

Printed-photo Attack 50 3 1500

Table 8.1: Variable focus Smartphone Face (VaSF) Database

in a total of 5000 stack images.

Attack Database: To generate this database we have used 5 types of
presentation attack instruments (PAI) which are desktop monitor with Quad
HD resolution(2560 x 1440), Laptop screen (Macbook Pro), iPad Pro dis-
play, iPhone 6S display and printed-photo. Each attack attempt is cap-
tured by fixing both PAI and the capture device (Samsung Galaxy S7).
The presentation attacks are captured using the same mobile application
and device. We have followed same data capture protocol as mentioned in
previous section. The complete statistics of the database is presented in the
Table 8.1.

8.5 Experiments and results
This section presents the details of the experimental evaluation of the pro-
posed approach on the newly collected database. We systematically present
the vulnerability analysis followed by the quantitative performance of the
proposed scheme in the subsequent sections.

8.5.1 Vulnerability analysis

To effectively evaluate the vulnerability of Face Recognition System (FRS)
using the newly constructed database for both print photo and display at-
tack, we employ the commercial FRS from Neurotechnology Embedded Face
Matcher [2]. The vulnerability results are quantified using the IS0/IEC
30107-3 [68] that defines the metric named: Imposter Attack Presentation
Match Rate (IAPMR) which is defined as the proportion of imposter attack
presentations using the same Attack Instrument species (print photo or dis-
play) in which the target reference is matched in a full-system evaluation of
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Figure 8.3: Vulnerability analysis of the commercial Neurotech face recog-
nition system

a verification system. The higher the value of IAPMR, the higher is the
vulnerability of FRS.

Figure 8.3 shows the distribution of the comparison score obtained on both
bonafide and presentation attack species such as print photo and display.
The comparison scores are computed by operating the FRS in two modes
such as: (1) Normal mode: in which the enrolment and probe samples for
the subject corresponds to the bona fide presentation. (2) Attack mode: in
this case, the enrolment samples for the subject corresponds to the bona
fide and probe sample corresponds to the artefact sample (print or display).
Since we are evaluating the commercial system, we have used the operating
threshold recommended by the vendor [2]. In this work, we have evaluated
the vulnerability at two different operating points such as FAR = 0.1% and
FAR = 0.01%. For simplicity, we have illustrated the threshold at FAR
= 0.1% with a vertical line as shown in the Figure 8.3 and the results are
illustrated only on the printed-photo and screen display attacks.

Table 8.2 depicts the quantitative vulnerability of five different kinds of
Presentation Attacks Instruments (PAI) employed in this work. It is noted
from the experiments that, the commercial FRS employed in this work has
demonstrated an vulnerability towards all five PAIs with IAPMR of 100%.
This further indicates the near-real quality images of the generated present-
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Table 8.2: IAPMR (%) of the commercial FRS

Method PAI
IAPMR @ FAR =

0.1% 0.01%

Neurotech

Display Monitor 100 100

Laptop 100 100

iPad-Pro 100 100

iPhone 6S 100 100

Printed-Photo 100 100

ation attacks.

8.5.2 Performance of proposed PAD algorithm

In this section, we present the quantitative performance of the proposed
attack detection approach. The evaluation is carried out on the testing set
while development set is used to tune the parameters of the proposed scheme
and to determine the thresholds for determining the operational points. The
key operational points are quantified using Bonafide Presentation Classific-
ation Error Rate (BPCER) and Attack Presentation Classification Error
Rate (APCER) as described in IS0/IEC 30107-3 [68]. BPCER is defined
as proportion of bonafide presentations incorrectly classified as presentation
attacks at the attack detection subsystem in a specific scenario while AP-
CER is defined as proportion of attack face images incorrectly classified
as bonafide images at the attack detection subsystem in a specific scenario.
Besides, we also report the performance of the system by reporting the value
of BPCER by fixing the APCER to 5% and 10% corresponding to realistic
operating values of commercial face recognition systems.

As observed from the Table 8.3, the proposed approach has demonstrated
and outstanding performance on all 5 kinds of presentation attacks evalu-
ated in this work. The applicability of the proposed approach in detecting
different PAI further justifies the generalisablity towards unseen 2D attacks.
It is interesting to note that the proposed method does not rely on a classifier
unlike most of the existing state-of-art attack detection schemes.

The key point to note here is that the proposed work being a new and unique
of it’s kind, there exists no prior work to compare with. This fact is also
justified due to no-use of classifiers or dedicated feature extraction methods
(texture based, frequency based so on.).
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Table 8.3: Quantitative performance of the proposed approach for detecting
the face presentation attack on smartphones.

PAI EER (%)
BPCER @ APCER =

5 % 10 %

Display Monitor 4.00 2.67 1.33

Print Photo 1.33 0.00 0.00

Laptop Screen 1.33 0.00 0.00

iPad-Pro 1.33 0.00 0.00

iPhone 6S 0.00 0.00 0.00

8.6 Other Advantages and Limitations
This section presents the advantages of the proposed scheme for other func-
tionalities in-addition to the presentation attack detection. Further, we
also list the anticipated drawbacks. To this extent, we present the follow-
ing cases: (1) Depth-from-focus and Depth-from-defocus, (2) Depth based
texture analysis and (3) 3D reconstruction of face.

Depth-from-focus and Depth-from-defocus: The basic idea for depth-from-focus
(DFF) assumes that the distance of an object to the camera at a certain
pixel corresponds to the focal setting at which the pixel is seen sharpest. For
a given data set with differently focused images from our proposed approach
on smartphone, it is expected to find suitable contrast measure at each pixel
and thereby the depth at each pixel can be estimated by determining the
focal distance. Thus, with the proposed approach Depth-from-focus and
conversely depth-from-defocus, can be used to estimate reliable depth map.
One such example is shown in the Figure 8.4 where the depth maps are
given in the bottom row corresponding to face images in the top row. It
can be noted that the proposed approach extracts robust depth map which
distinguishes the real image from 2D attack images.

Depth based texture analysis: In line with the earlier works, one can explore
the texture based information to detect the presentation attacks together
with a classifier [43]. This aspect has not been explored in this specific
work as it was mainly focused on the classier free approach to detect the
presentation attacks. As an another example, this work can be used seam-
lessly with the existing approaches of using distortions and Moire pattern to



80 Article 3: Robust Face Presentation Attack Detection On Smartphones:
An Approach Based On Variable Focus

Real Attack	- Screen Attack	- Print

Figure 8.4: Depth map estimation on real and attacks for sample subject.

determine the attacks. Figure 8.5 presents the example of number of stack
images captured from the proposed approach where the Moire pattern is
visible inherently without additional effort exemplifying the usefulness of
the proposed approach.

(b)

(c)

(a)

Figure 8.5: Moire pattern visibility across a sample stack image for a subject.

3D reconstruction of face: The proposed approach can be well utilized to
construct the 3D image using a number of stack images captured at different
depth in a imaging volume. The 3D can further be used to robust verification
and also presentation attack detection.
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Figure 8.6: 3D reconstruction using the data from proposed approach.

Limitations of current work: The current system has been well tested against
various 2D presentation attacks emerging from print and screens to prove the
usefulness of the proposed approach. However, considering the presence of
realistic depth in 3D mask attacks, the proposed approach can be vulnerable.
Due to cost factors and non-availability of 3D masks, an analysis of 3D
attacks is not included in this work. It should however be noted that 3D
attacks can be mitigated with the help of proposed approach along with the
texture based counter-measures.

8.7 Conclusion
Smartphone based face biometrics is gaining importance due to emerging
applications including online banking, mobile authentication and so on. In
this work, we have presented a new approach by exploring the intrinsic char-



82 Article 3: Robust Face Presentation Attack Detection On Smartphones:
An Approach Based On Variable Focus

acteristics of the smartphone camera to capture a number of stack images
in the depth-of-field. The proposed method has achieved a feature-free and
classifier-free approach to determine the 2D presentation attacks. Thus,
the proposed approach is generalizable for the unseen 2D attacks and the
proposed approach is extensively evaluated on the newly created database
comprising of 5 different Presentation Attack Instruments (PAI) that in-
clude iPad Pro (retina display), iPhone 6S, laptop screen (Macbook with
Retina display), high-resolution monitor (Quad-HD resolution) and printed-
photo. The obtained results have demonstrated an outstanding performance
on all 5 PAI substantiating the applicability of proposed scheme in real-life
scenario. Together with the superior performance, we have illustrated a set
of complementary use-cases towards achieving robust biometric system on
smartphones.
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9.1 Abstract
Fingerprint recognition on smartphone provides a good alternative over tra-
ditional security measures such as lock-patterns and pin. However, such fin-
gerprint systems have some inherent problems such as the fact that user
will leave their latent fingerprint on the sensor, and the limited sensor
area. Additionally, fingerprint sensors impact on the cost and form factor
of the device. Hence, in literature, the camera based approaches such as
fingerphoto recognition systems got the attention of many researchers and
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manufacturers. However, such systems are highly vulnerable to presenta-
tion attacks such as photo-prints, display and replay attacks. To counter-
measure these attacks, we propose a robust presentation attack detection
scheme based on the features extracted from the maximum response images
obtained from the convolution of second order Gaussian derivatives and the
input images at multiple scales. The proposed scheme has achieved the de-
tection performance of BPCER of 1.8%, 0.0% and 0.66% at APCER=10%
for the presentation attack instrument species i.e., print-photo, display and
replay attacks respectively.

9.2 Introduction
In the recent years, smartphones are not only used for making the telecom-
munication calls but also for tasks like internet surfing, accessing emails,
various cloud and banking services. Hence, the potential unauthorized ac-
cess to smartphones increases the risk of exposing sensitive data from the
smartphone owner. The smartphone-based biometrics became mainstream
in recent years. There has been significant adoption in using biometric au-
thentication as a good alternative to the conventional security measures like
passwords. The most common biometric modalities in smartphones include
fingerprint, face, voice and iris recognition. However, fingerprint recogni-
tion on smartphones is a more reliable, efficient and popular method of user
authentication due to its inherent characteristics. For example, touching a
fingerprint sensor does not require a user to make any specific posture, unlike
face and iris scanner. It also works well in low light conditions where face
and iris recognition may fail. Although the dedicated fingerprint sensors can
acquire a high-quality biometric sample, which is associated with low error
rates, they have some inherent problems such as the user will leave latent
fingerprints on the sensor surface and that the sensor area is small. Addi-
tionally, these sensors impact on battery usage, the cost and form factor of
the device. Hence, authentication of mobile users based on photos of their
fingers could be a good alternative since the inherent smartphone camera is
used to capture the fingerphotos [158, 39, 138]. Moreover, reusing the smart-
phone camera could provide an ability to capture more than one sample from
a biometric instance with minimal interaction and larger finger area.

In literature, although many researchers have studied the user authentica-
tion based on fingerphotos, mostly these methods do not show higher bio-
metric performance. Many works have been proposed using minutia based
recognition where different algorithms proposed to extract the minutia from
input images [116, 172, 39]. In [180] authors, introduced a smartphone based
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Figure 9.1: Block diagram of a proposed presentation attack detection
scheme for fingerphoto recognition system

fingerphoto recognition system, where the number of matched SURF fea-
tures extracted from fingerphotos used to compute the similarity between
the two input images. Furthermore, [63] proposes a support vector machine
(SVM) based biometric verification, where SVM is trained on the features
extracted from the multispace random projections (MRPs) using the Gabor
filters.

Moreover, in [104] authors are trying to analyze the interoperability between
the legacy fingerprints and fingerphotos. Their study concludes that when
we cross-match the fingerprint images with fingerphotos, the performance of
the system is reduced. [97] presents a contactless 3D fingerprint recognition
using a 2D image from a single camera, their method uses the Lambertian
reflectance based shape from shading technique to develop a 3D fingerprint
identification algorithm. [98] presented a novel, entirely touchless 3D fin-
gerprint recognition system based on the 3D models and achieved the best
EER of 0.06%.

Despite several advantages, the biometric systems are vulnerable to various
attacks namely i) direct and ii) indirect attacks. The direct attacks are
also known as presentation attacks where the attack samples are generated
using the presentation attack instruments are fed to the biometric systems
in order to intervene the normal behavior of the system [62]. Besides, when
the camera is used as an acquisition sensor, the difficulty of constructing
presentation attacks that will be accepted by the sensor is reduced. As there
is no contact required between the sensor and the finger, a simple printout
of a person’s finger or displaying an image of someone’s finger on a display
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could be used to fool the biometric system [171, 178]. In [171], authors have
proposed a Presentation Attack Detection (PAD) algorithm based on the
light reflection properties of bona fide (i.e. real) and attacks images. They
used the adaptive threshold, to detect the attacks and achieved an EER
of 1.2-3.0% for an in-house database. Furthermore, in [178], authors have
proposed a PAD for fingerphoto recognition using SVM and texture and
gradient-based features for print-photo and display attacks where they have
achieved an EER of 3.7% for LBP based SVM classification.

This paper present a robust PAD scheme as a countermeasure for print,
replay and display attacks. Our method illustrates the successful use of
the features extracted from the maximum response images obtained from
the convolution of input images with the second order Gaussian derivatives
at multiple scales. The maximum filter response is mainly obtained by
calculating the likelihood of a pixel belonging to the ridges and valleys based
on the eigenvalues of the Hessian matrix of convolved images. Considering
the inherent distortions introduced in the attack images compared to the
real images, we propose a novel presentation attack detection scheme.

The proposed scheme illustrates the successful use of the vesselness filter
also known as the (Frangi filter) proposed by Frangi et al., in [48]. The
Frangi filter mainly convolves the input image at multiple scales to produce
the Maximum Filter Response image (MFR). MFRs are then processed to
get the final decision by learning the the support vector machine (SVM)
classifier and features extracted using the local binary patterns (LBP), the
binarized statistical image features (BSIF) and the Histogram of Oriented
Gradients (HOG) [122, 83, 28].

In rest of the paper, Section 2 describes the proposed PAD scheme. Section 3
presents the database used, and Section 4 discusses results and experiments.
Finally, Section 5 gives the concluding remarks.

9.3 Proposed Scheme
This section describes an overview of the proposed PAD scheme system.
Figure 9.1, shows the block diagram of the proposed scheme. The proposed
scheme is divided into three main parts.

9.3.1 ROI Extraction

The first step in the proposed PAD scheme is the extraction of the region
of interest (ROI), i.e., the finger area and background removal. In order to
make an effective ROI extraction, we have developed an iOS mobile applic-
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Figure 9.2: Data capture screen with the transparent blue mask of the
developed iOS application. Fingers in the first row of the red box show the
background removed extracted fingers whereas the in the second row the
corresponding MFRs are shown.

ation for capturing the samples. We have added a transparent blue overlay
mask on the capture screen, where a rectangular region is shown so that
users can place their fingers in order to record the sample. The overlay
mask has two primary goals 1) to place the finger at the known guided loca-
tion and thus to increase the usability 2) to extract the ROI with minimalist
background information. Once, the region inside the rectangle cropped, it is
then processed to mask the background pixels. To remove the background
we first convert the cropped image from RGB to L*a*b* color space since
here, the colors are represented perceptually linear than other color spaces,
which help us to cluster the colors in foreground and background even with
finer details. Hence, we then apply K-means clustering [170] to classify these
pixels into the foreground and background information. Later the processed
image is used as an input to the Frangi filter for obtaining the MFR image.
In Figure 9.1, the region inside the dotted blue box shows the results at
the intermediate and final stages of ROI extraction step. Furthermore, the
Figure 9.2.a) presents the capture screen of the data capture application.
The images inside the red box show the sample input and output of the
Frangi filter for bona fide and all three attacks.

9.3.2 Maximum Filter Response

This step aims to enhance the fingerprint patterns (i.e., ridges) present
in the fingerphotos by suppressing the non-vessel-like structures. In this



88 Article 4: Presentation Attack Detection for Smartphone Based
Fingerphoto Recognition Using Second Order Local Structures

approach, the input image is convoluted with the second order derivatives of
the Gaussian kernel. The convolution can model the vessel-like structure i.e.,
the fingerprint structures such as ridges which are similar to thin vascular
structures. The convolution is performed at several different scales. The
scale which corresponds the most with the underlying fingerprint structures,
is assumed to give the highest response.

More specifically, at different scales the image 𝐼(𝑥) is convolved with nor-
malized second order Gaussian derivative to form Hessian Matrix (𝐻) of the
image 𝐼(𝑥). The Hessian matrix is matrix that contains the second order
derivatives of image. For 2D images, the matrix 𝐻 is always of size 2x2 at
any given point 𝑥. The properties Hessian matrix based on eigenvalues and
eigenvectors are very much useful for the enhancement fingerprint patterns
present in the input image 𝐼(𝑥).

Let 𝜆1 and 𝜆2 be the two eigenvalues of 𝐻 such that |𝜆1| ≤ |𝜆2| is always
true when sorted on their absolute value. Therefore, for any given pixel 𝑥,
the likelihood of the pixel belonging to the fingerprint pattern is given by
[48]:

𝑓𝑝(𝑥) =

⎧⎨⎩0 𝑖𝑓 𝜆2 > 0

exp

(︂
−𝒟2

𝛽

2𝛽2

)︂
(1− exp

(︁
− 𝐶2

2𝛼2

)︁
)

(9.1)

where 𝑓𝑝(𝑥)* is the probability of pixel 𝑥 belonging to the vessel-like struc-
ture, 𝒟𝛽 = 𝜆1

𝜆2
is the anisotropy† of the pixel and C =

√︀
𝜆2
1 + 𝜆2

2 is the

second order structureness‡ at the pixel 𝑥. The constants 𝛽 and 𝛼 mainly
control the sensitivity of 𝑓𝑝(𝑥). The Hessian Matrix 𝐻 is computed at every
pixel for different scales(𝑠) as per the defined range, and it is the standard
deviation of the second order derivatives of the Gaussian kernel. As recom-
mended in [48], the value of 𝛽 is set to 0.5 and value of 𝛼 is computed using
the gray pixel values of an input image. Finally, the maximum filter re-
sponse image is obtained by taking a maximum of the response of the filter
across all scales.

*This value is high only if anisotropy and structureness both are high.
†This ratio is mainly distinguishes the plate-like and line-like structures. Its high when

there is a high change in the image intensity in one direction and low in other direction
in the closed neighbourhood.

‡This value is high only if there is a big change in intensity in closed neighborhood of
pixel 𝑥.
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Modality PA name
PA source

Presentation Attack Instrument (PAI) Capture Sensor
Session Sensor Type

Finger
PA.1 Session 1 iPhone 6s rear camera images

Epson Expression Photo XP-860 Printer
Epson Photo Paper Glossy

iPhone 6s back camera (video)

PA.2 Session 1 iPhone 6s rear camera images iPhone 6s display iPhone 6s rear camera (video)
PA.3 Session 1 iPhone 6s rear camera videos iPad-Pro display iPhone 6s rear camera (video)

Table 9.1: Details of the PA Sources, Presentation Attack Instruments and
capturing sensor

9.3.3 Presentation Attack Detection

From Figure 9.2.b), we can see that there is a significant textural difference
in the MFR of the live presentation (bona fide) and an attack presentation
(artefact). Therefore, we can anticipate that the textural features extracted
from the MFRs of bona fide and artefact images can aid into robust and
accurate classification. Hence, we first extract the features using techniques
such as LBP, BSIF and HOG [122, 83, 28]. These extracted features are then
learned by the SVM classifier to categorize the input test images into bona
fide and artefacts. The final decision is obtained by applying the threshold 𝑡
on the predicted scores by the SVM classifier. We can obtain the threshold
𝑡 corresponding to the equal error rate (EER) or attack presentation clas-
sification error rate (APCER) at 5% or 10% acceptance. The final criteria
to accept an input image as a bona fide or an artefact can be given by:

𝑅𝑒𝑠𝑢𝑙𝑡 =

{︃
𝐵𝑜𝑛𝑎𝑓𝑖𝑑𝑒 𝐼𝑚𝑎𝑔𝑒 𝑖𝑓 𝑠 > 𝑡

𝐴𝑟𝑡𝑒𝑓𝑎𝑐𝑡 𝐼𝑚𝑎𝑔𝑒 𝑖𝑓 𝑠 < 𝑡
(9.2)

where 𝑠 is the output score predicted by an SVM classifier. Based on the
decision from PAD module, the image is further processed for verification
or an option for recapture/exit/alarm can be configured in the mobile ap-
plication.

9.4 Databases
As there are no publicly available Presentation Attacks (PA) databases, we
have constructed a PA database of 50 subjects consisting of three sessions
of bona fide data and three types of attacks. The PA database constructed
from the bona fide samples of Session 1 data and generated artefacts from
it.

9.4.1 Artefacts generation

The artefact generation is carried out using three different Presentation
Attack Instruments (PAI).
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1. Print artefacts are generated using the printer Epson Expression Photo
XP-860 and the high-quality photo paper which A4 size Epson Photo
Paper Glossy, whose basis weight is 200 g/m and thickness is 8.1 mm.

2. Electronic replay attack is conducted by displaying the bona fide im-
ages and video artefacts on the iPad-Pro screen.

3. Electronic display attack is executed by displaying the bona fide im-
ages and video artefacts on the iPhone 6s screen.

9.4.2 Data collection

Within the scope of this work, we have developed an application for the iOS
environment, i.e., for iPhone and iPad-Pro to capture the data. The data
collection consists of mainly 2 phases.

9.4.2.1 Bona fide Data Collection

During the recording of a session, the bona fide samples are captured in one
of the two scenarios. Session 1 & 2 are captured in the indoor scenario with
uniform illumination, and Session 3 is captured outside during the daylight
(sunlight) to have uncontrolled illumination. In each session we collected 5
images of 4K resolution and 5 second slow motion video of 1080p resolution
@ 240 fps. The recordings are collected from the left and right-hand index
and middle fingers of each subject. However, in this paper, we limit our
study to use the data from the left-hand index fingers only.

9.4.2.2 Artefact Data Collection

All the PA are generated using the samples from Session 1 data. In order
to have enough variability in artefacts, we have used a different source for
each PA and PAI. For example, for type PA.1 images captured using iPhone
6s rear camera is used as PA source and the PAI used is the Epson printer.
These photo prints are then presented to the biometric capture device, i.e.,
iPhone 6s back camera. Table 9.1 summarizes the PA data collection in
detail and Table 9.2 provides the particulars of the newly created PA data-
base. Further, in Figure 9.2.b) the binarized images depict the MFRs for
the bona fide and attack images.

9.5 Experiments and Results
To verify the effectiveness of the proposed PAD scheme we have carried out
two experiments 1) PAD with the proposed scheme 2) PAD without the pro-
posed multi-scale feature extraction i.e., PAD with Classical approach. The
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Type
No of
Subjects

Total
Images

Total
Videos

Usage

Bona fide Data

Session 1 50 250 50 Attack Gen

Session 2 50 250 50 Train (SVM)

Session 3 50 250 50 Test

Artefact Data

PA.1 50 0 50 Train (SVM), Test

PA.2 50 0 50 Train (SVM), Test

PA.3 50 0 50 Train (SVM), Test

Table 9.2: Statistics of newly created PA database.

Table 9.3: Performance of both approaches in terms of EER, BPCER @
APCER = 5% and BPCER @ APCER = 10%. In table the PA.1, PA.2 and
PA.3 indicates the Print-Photo Attack, Display Attack and Replay Attack
respectively.

Method
PA.1 PA.2 PA.3

EER BPCER@5 BPCER@10 EER BPCER@5 BPCER@10 EER BPCER@5 BPCER@10

PAD With Proposed Scheme

LBP 7.862 13.255 7.372 6.680 6.780 6.540 6.254 6.392 6.000

BSIF 6.352 18.353 1.803 0.490 0.000 0.000 4.431 3.764 0.667

HOG 8.921 17.176 7.411 6.600 7.640 4.150 6.941 28.07 5.921

PAD Without Proposed Scheme (Classical Approach)

LBP 10.19 13.56 10.27 3.312 3.335 2.940 5.0196 5.137 2.196

BSIF 5.902 5.882 5.882 5.882 5.882 5.882 5.882 5.882 5.882

HOG 21.41 53.52 29.33 5.459 6.784 2.940 11.09 52.07 23.60

performance of the PAD schemes is evaluated using metrics defined in the
International Standard ISO/IEC 30107-3 [68]. We mainly used two met-
rics 1) Attack Presentation Classification Error Rate (APCER), defined as
the proportion of artefact presentation incorrectly classified as bona fide
presentation (2) Bona Fide Presentation Classification Error Rate (BP-
CER), defined as a proportion of Bona Fide presentation miss-classified
as artefact presentation [68]. For a robust PAD scheme, the values of AP-
CER and BPCER metrics should be very low. Furthermore, it is common
practice to report the values of BPCER @ 5% APCER or @ 10% APCER.
We also report our results in terms of an equal error rate.

In order to evaluate the proposed scheme, we divided our database into
training and testing sets based on the number of subjects. We have ran-
domly picked 33 subjects data for training the SVM classifier, and the re-
maining 17 subjects’ data is considered for testing. Furthermore, to have
enough variability, we have chosen 150 frames from the bona fide and PA
recordings. This resulted in a total number of 4950x2 training and 2550x2
testing samples. In our experiments to train the SVM, we use the bona
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Figure 9.3: PAD score distribution for Classical method and proposed
method for BSIF feature extractor and display attack. The magenta dot-
ted lines denotes thresholds @APCER = 5% and red dotted lines indicates
thresholds @APCER = 10%.

fide data from Session 2, and the performance is evaluated on the data
from Session 3. This arrangement is made in order to verify the generalized
performance of the proposed scheme. Further, Figure 9.3 reports the distri-
bution of artefact and bona fide scores for both approaches. From Figure
9.3.b, we can see that there is no overlap between bona fide and artefact
scores for both the thresholds, resulting in BPCER of 0.0% whereas, in case
of classical approach, there is an overlap for both thresholds (See Figure
9.3.a) resulting in poor performance than proposed scheme.

Furthermore, Figure 9.4 presents the DET curves for both approaches. From
figure, we can see that the DET curve of the proposed method for display
attack shows the best performance whereas BPCER of classical approaches
remains constant around 6.0% for all three attacks. Summary of the ob-
tained results is tabulated in Table 9.3. From table, we can see that the
BSIF featured extractor outperforms the LBP and HOG in case of all three
attacks.

∙ For PA.1, the lowest error rate is achieved for classical approach with
EER of 5.90%, BPCER @ APCER = 5% of 5.7%. However, for BP-
CER @ APCER = 10% the proposed method shows best performance
with lowest BPCER of 1.80%.

∙ For PA.2, the proposed method shows best performance in case of
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Figure 9.4: DET curves for BSIF feature extractor. In the figure, letter C
indicates the Classical Approach whereas P indicates the Proposed Scheme.

all metrics with the values for EER, BPCER @ APCER = 5% and
BPCER @ APCER = 10% as 0.49%, 0.0% and 0.0% respectively.

∙ Similarly, for PA.3, the proposed PAD scheme shows higher perform-
ance in-terms of all three performance measures. The achieved per-
formance here is of EER = 4.43%, BPCER = 3.76% and 0.66% @ the
accepted APCER of 5 and 10% respectively.

9.6 Conclusion
Based on the experiments and obtained results, we conclude that the pro-
posed scheme with BSIF feature extractor shows the highest performance
in most of the cases. However, we can see that the classical approach has
outperformed the proposed method for the print-photo attack at low toler-
ated APCER, i.e., of 5.0%. Further, we observe that the proposed scheme
shows an improved PAD performance when compared to the state-of-art
methods [171, 178], where authors have achieved the best EER of 1.2% and
3.7% respectively. Moreover, if we observe the quality of MFR for bona fide
images, the fingerprint patterns are well extracted from the fingerphotos.
Hence, one can use these MFRs as an input to any fingerprint recognition
system to perform the user verification.
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An important point to consider in the future work is to evaluate the proposed
scheme for advanced attacks like images of 3D printed fingerprint artefacts.
One can also study the application of MFRs for verification purpose. We
anticipate that a unified fingerphoto verification system can be formulated,
with a single feature extraction technique which not only aids in the PAD
mechanism but also for the user verification. Also, it would be interesting to
examine the behavior of MFRs with advance features extraction techniques
such as transfer learning or deep learning.
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10.1 Abstract
Face recognition has certain impediments due to alignment, illumination,
facial expressions. Several techniques have been proposed to rectify these
challenges. In recent years, many researchers have addressed challenges due
to ageing, plastic surgery, twin identification, make-up and hairstyle. But,
the impact of weight variation on face recognition has not been explored
much. In contrary to other facial regions such as the cheek or chin area,
the region near the human eye is not much affected due to the body weight
changes. In this paper, we explore the use of eye region information to mit-

*All three authorshave contributed equally to this article.
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igate the effects and stabilize the performance of the biometric recognition
system. To this extent, we propose a multi-algorithmic and multimodal fu-
sion strategies to combine the information from eye region (left and right).
The experiments carried out on the publicly available eWIT database in-
dicates the improved recognition performance by 6.42% when benchmarked
with commercial face recognition system.

10.2 Introduction
Face Recognition Systems are known to provide better recognition perform-
ance under constrained environment than unconstrained environment. How-
ever, unconstrained or uncontrolled conditions can cause huge variations in
the captured data, which can significantly reduce the recognition perform-
ance [134] of the face recognition system. The biometric performance of
face systems has pushed even smartphones based system to explore 3D face
recognition [139]. At the same time, the challenges due to illumination
conditions, facial expressions and pose variations have attracted the atten-
tion of the research community resulting in various approaches proposed
to mitigate these problems [75, 57, 151, 140]. Further, use of glasses, hair-
style, make-up, weight effects are gaining the attention in face recognition
research.

The variations due to physiological changes which occur over time such as
ageing, weight (gain or loss) can directly affect the recognition performance.
The effects of ageing on the performance of the face recognition systems was
illustrated in [151]. In [99] authors have proposed the simulation of ageing
in facial images to understand it’s effects on face recognition. Furthermore,
the facial geometry changes significantly after plastic surgeries [167] and the
impact of this on recognition performance was demonstrated in [166].

Many works have experimentally shown how various surgeries affect different
conventional face recognition techniques. In [35] authors have evaluated
various face recognition techniques such as FARO (Face Recognition Against
Occlusions) and FACE (Face Analysis for Commercial Entities) to address
the challenges due to plastic surgery procedures by dividing the facial image
at different granule level. In similar terms, [11] proposed a model for face
recognition to overcome the non-linear variations due to plastic surgery.

Even though many of the face recognition challenges were predominantly
studied in the literature, there is still a limited work addressing the issues
due to body weight variations. As the facial appearance indicates a gain
or reduction of weight, it changes some of its geometrical properties and
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Figure 10.1: Sample images from the eWIT database and details of left and
right periocular regions.

may acquire new attributes such as big wrinkles or furrows in the facial
region. These changes may have an equivalent impact as the above described
changes due to plastic surgery. There are only very few works [117, 118,
196], which have attempted to address this challenge. In [117] authors have
used deep learning techniques to learn about good features using existing
regularization approaches like 𝑙1 norm, 𝑙2 norm and dropout to train the
classifier. Whereas, in [118] they have used three different neural networks to
train the main RDF classifier. Wen et al. [196] proposed a face recognition
technique using well-known methods i.e., LBP [122] and SIFT [75] feature
descriptors on a synthetic images database created using Photoshop. They
used the Partial Least Squares (PLS) method to reduce the effects of weight
changes and improve the accuracy of face recognition.

The state-of-art as mentioned above mainly concentrated towards the ma-
chine learning techniques and are designed to work with face characteristic
only. In this paper, we explore the possibility of utilizing the eye region
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Figure 10.2: eWIT sample images with age and weight variations

information along with holistic face information to address the problem of
weight variation effectively using multi-algorithmic and multimodal fusion
strategies. The region near the human eyes does not change as much as
other areas (e.g. cheek and chin) in the case of weight gain or loss [41]. Mo-
tivated by this, we utilize the eye region information along with the holistic
face. Thus the use of multi-biometrics is anticipated to improve the bio-
metric performance as the information provided by multiple characteristics
provides complementary information. To best of our knowledge, there are
now works in this direction to use fusion approaches to mitigate the effects
of body weight variations on face recognition systems. Further, the use
of distinctive features from ocular characteristics to improve the biometric
performance has been explored in different context [88].

In this work, we propose a novel fusion scheme based on score level fusion
of comparison scores obtained from different feature extraction algorithms
using multi-biometrics. Thus, given the captured face image, the proposed
method will first perform face and eye detection using Haar Cascade Classi-
fiers [187] to get the corresponding features. In the second stage, we extract
the feature vectors using four different algorithms. We then obtain compar-
ison scores using the (Sparse Representation Classification) (SRC) [200]. In
the last step, we propose a novel fusion scheme which computes the final
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comparison score. Extensive experiments are carried out on the images from
eWIT database.

The outline of the paper is as follows: Section 10.3 presents details of the
used dataset. Section 10.4 introduces the proposed multi-biometric, multi-
algorithmic score level fusion scheme, Section 10.5 presents the experimental
protocols and results. Section 6.6 draws the conclusion.

10.3 Database
In this paper, we have used the publicly available eWIT [117] database.
This database is the extension of the WIT (WhoIsIt) database, which is
also accessible to public [165], WIT contains publicly available images from
the internet with 110 subjects and has 1109 images whereas, eWIT database
is an extension of WIT. This database has 200 subjects with 2036 images and
it mainly contains the images of well-known celebrities which are available
on the internet. Each subject has at least 10 images with a clearly visible
frontal face with age and weight variations. The following Table 10.1 gives
particulars of the both databases.

For this paper we have used eWIT database and all images are marked
up with one of the three labels: Thin, Moderate and Heavy. There are
437 images labelled as thin, 1309 as moderate and 290 as heavy. These
images also contain age variation from 1 to 96 years. The average is 34.7
years, Further, the average difference between youngest and oldest image is
28.8 years. In this paper, we have used only 50 subjects from the database
to obtain the results as we could not generate the whole database with
200 subjects because many of the provided web-links were not working or
broken, since the authors [117] have provided only the set of web-links and
not the actual images from which many of the links were broken. Thus, we
had to consider only 50 subjects with 10 samples each. The average age of
considered subjects is 43.8 years with 23 and 73 as minimum and maximum
age. Fig. 10.2 shows the frontal face images of subjects with weight and
age variations.

10.4 Proposed scheme
In this section, we present the proposed multi-biometric score level fusion
scheme based on the fusion of comparison scores obtained using four dif-
ferent feature extraction techniques on multiple biometric characteristics.
Fig.10.4 shows the block diagram of the proposed scheme. It mainly con-
sists of following steps:
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Database
No of

Subjects
Labeling

Total no
of images

Thin Moderate Heavy
WIT 110 527 448 124 1109
eWIT 200 437 1309 290 2036

Table 10.1: Details of WIT and eWIT database

1. ROI Detection and Segmentation

2. Feature Extraction

3. Sparse Representation Classifier

4. Score Level Fusion Scheme.

Harr Cascade	
Classifier	
(Face)

Harr Cascade	
Classifier	
(Eye)

(a) (b) (c)
le

ft
rig

ht

Input Image Detected Face Detected eyes

Figure 10.3: ROI Extraction: (a) illustrates the input image (b) is the
detected face image (c) detected left and right eye images.

The following subsections describe each component of the proposed scheme.
The input image is preprocessed to get the region of interest, and then four
different feature extraction algorithms: Histogram of Oriented Gradients
(HOG), Local Binary Patterns (LPB), Local Phase Quantization (LPQ)
and Log-Gabor Filters (LGF) are used to generate the respective feature
vectors. The generated feature vectors are then given as input to SRC
(Sparse Representation Classifier) for obtaining the comparison score for
the recognition process.

10.4.1 ROI Detection And Extraction

The segmentation of the images is crucial part of this scheme as the images
are taken from the internet and captured in an unconstrained environment.
The proposed scheme extracts three segmented parts from the input image:
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Figure 10.4: Block diagram of proposed multibiometric score level fusion
approach

(1) Face Region (2) Left Eye Region and (3) Right Eye Region. Given the
input image 𝐼, we first perform the face detection and segmentation using
the Viola-Jones algorithm [187], which is extremely efficient for rapid object
detection and it is widely used. The segmented face image is further given as
input to the Viola-Jones algorithm trained for eye detection to localize the
left and right eye region. Fig. 10.3 gives the overview of the segmentation
process. Fig. 10.3(a) illustrates the input image, Fig. 10.3(b) is the detected
face image and the Fig. 10.3(c) shows the detected eye regions.

10.4.2 Feature Extraction

Feature extraction is employed using four techniques to evaluate the best
performing feature extraction algorithm to work with proposed fusion scheme.
Further, the best algorithm is utilized in the final fusion process. These
techniques are discussed in the subsequent sections:

10.4.2.1 Histogram of Oriented Gradients (HOG)

The appearance and shape of the local object can be well described by
the distribution of local intensity variations i.e. intensity gradients or edge
directions. This can be achieved by dividing the image into small spatial
regions (cells) in rectangles or radial. Where, each cell is accumulating a
weighted local 1-D histogram of gradient directions over the pixels of the
cell.

10.4.2.2 Local Binary Patterns (LBP)

The LBP operator is best suited for texture description. The image is
divided into several regions from which the LBP feature distributions are
extracted and accumulated into an enhanced feature vector, which can be
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used an object descriptor. The operator assigns a binary 0 or 1 by comparing
the center pixel with neighboring pixels. If the center pixel’s value is greater
than the neighboring pixel value, it assigns 0 otherwise 1. Finally, the
histogram of the accumulated labels can be used as a texture descriptor
[122].

10.4.2.3 Local Phase Quantization (LPQ)

The Local Phase Quantization (LPQ) method is mainly based on the blur
invariance property of the Fourier phase spectrum of the image. The LPQ
operator has to be applied to every pixel of the image can be used to identify
the textures. The resultant codes are accumulated in a histogram. Codes
and histograms are generated in same manner as for the LBP [122] operation
[123].

10.4.2.4 Log-Gabor Filters (LGF)

The Log-Gabor filter represents a signal in terms of the local frequency
responses. Feature vectors derived using Log-Gabor filters can be very useful
in these type of application as it contains the high information of the local
frequencies. In [152], the author has successfully used Log-Gabor filters for
facial expression recognition.

10.4.3 Sparse Representation Classifier

We consider each image as 𝐼(𝑥, 𝑦), where all images are labeled to their
respective 𝑝 class. The labeled training samples from 𝑃 |c distinct classes
will be used to determine the class of given test sample correctly. We have
considered 50 subjects with 9 samples of each for training purpose. We
arrange the features of given training samples from 𝑖th class as the columns
of matrix A and can be defined as:
𝐴𝑖 = [𝑣𝑖,1, 𝑣𝑖,2, . . . , 𝑣𝑖,𝑛𝑖 ]
where, ni = 9 i.e no. of samples, A is the dictionary of atoms and A∈Rmxni ,
𝑣𝑖 is feature vector or atoms in the sparse space of ith training sample, v∈Rm

and m = size of the feature vector. Thus, in general we can determine the
matrix A as:
𝐴 = [𝐴1, 𝐴2, . . . , 𝐴𝑛] = [𝑣1,1, 𝑣1,2, . . . , 𝑣𝑘,𝑛𝑘

] for all the subjects. The size of a
feature vector varies with feature extraction technique but one can consider
whole the image as a feature vector by stacking its columns together. In [9]
the authors have described that the images of the same class lie in a linear
span of the training samples. Then, any test sample y∈Rm from the class 𝑖
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can be represented as linear combination of the feature vectors of class i as:

𝑦 = 𝑎𝑖,1𝑣𝑖,1 + 𝑎𝑖,2𝑣𝑖,2 + · · ·+ 𝑎𝑖,𝑛𝑖𝑣𝑖,𝑛𝑖 (10.1)

From the above equation, 𝑦 can be defined as the linear system given by
Eq. (10.2)

𝑦 = 𝐴𝑥𝑟 ∈R (10.2)

Where, 𝑥𝑟 = [0, . . . , 0, 𝑎𝑖,1, 𝑎𝑖,2, . . . , 𝑎𝑖,𝑛𝑖 , 0, . . . , 0]T∈ 𝑅n is a coefficient vec-
tor whose entries are zero all over except the ones associated with the 𝑖th

class. Hence for 𝑖th class 𝑥𝑟 becomes:

𝑥𝑟 = [𝑎1, 𝑎2, . . . , 𝑎𝑛]𝑇 (10.3)

As the entries of the vector 𝑥𝑟 contain the identity of the test sample 𝑦, it
can be obtained by solving the linear system of equations 𝑦 = 𝐴𝑥𝑟. The
conventional techniques to solve the linear system will not be helpful as the
number of features 𝑚 need not to be equal to number of samples 𝑛. In
case of 𝑚 > 𝑛, the system will be overdetermined and in case of 𝑚 < 𝑛
it is underdetermined, in both cases the system will not have a unique
solution. Conventionally, this type of problem is resolved by choosing the
minimization ℓ-norm solution. Using the proposed technique in [40] we can
consider the system as a ℓ1 optimization problem to obtain the sparse vector
𝑥𝑟. Eq. (10.4) describes the ℓ1 optimization problem:

𝑥ℓ1 = arg𝑥 min ‖𝑥‖1, 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐴𝑥 = 𝑦 (10.4)

Where, ‖ · ‖ℓ1 is the ℓ1-norm indicating the sum of non-zero coefficients of
the operand vector. For a given test sample 𝑦 the using Eq. (10.2) and
(10.4), the identity can be found as :

𝑆(𝑦) = arg max
𝑖

‖𝛿𝑖(�̂�ℓ1)‖1
‖𝑥ℓ1‖1

(10.5)

Where, 𝑆(𝑦) is the classified label for the given sample 𝑦 and 𝛿𝑖(�̂�ℓ1) is
characteristic function that selects non zero coefficient from solution vector
𝑥𝑟 of the ith class.

10.4.4 Score Level Fusion Scheme

As defined in ISO/IEC TR 24722[71] a fusion of different biometric inform-
ation can be performed at various stages such as feature level, score level,
and decision level fusion on multimodal and other multi-biometric fusion.
This section of the paper describes the proposed score level fusion technique
to improve the recognition performance. The paper proposes three fusion
schemes:
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1. Multi-biometric Fusion

2. Multi-algorithmic Fusion

3. Multi-algorithmic and Multi-biometric Fusion

Following subsections describe each of the proposed fusion scheme in details.

10.4.4.1 Multibiometric Fusion

In this scheme, we extract the features from any given sample using four
different feature extraction techniques which are explained in Subsection
Feature Extraction. The extracted features are given as input to the Sparse
Representation Classifier (SRC) to get the comparison scores. Further, com-
parison scores of face, left eye, and right eye images are fused to formulate
the final decision. Eq. (10.6) represents the multi-biometric fusion score:

𝑆𝑓𝑢𝑠𝑒 = 𝑓(𝑆𝑓𝑎𝑐𝑒, 𝑆𝑙𝑒𝑓𝑡, 𝑆𝑟𝑖𝑔ℎ𝑡) (10.6)

Where 𝑓 is the fusion rule, 𝑆𝑓𝑢𝑠𝑒 represents the fused score, 𝑆𝑓𝑎𝑐𝑒, 𝑆𝑙𝑒𝑓𝑡, and
𝑆𝑟𝑖𝑔ℎ𝑡 are the comparison scores obtained using one of the above mentioned
feature extraction technique.

10.4.4.2 Multi-algorithmic Fusion

Here, the fusion score is determined using the comparison scores obtained by
application of different feature extraction algorithms on multiple biometrics.
Eq. (10.7) illustrates the multi-algorithm score level fusion:

𝑆𝑓𝑢𝑠𝑒 = 𝑓(𝑆𝑓𝑒1(𝑓𝑎𝑐𝑒), 𝑆𝑓𝑒2(𝑙𝑒𝑓𝑡), 𝑆𝑓𝑒3(𝑟𝑖𝑔ℎ𝑡)) (10.7)

Where, 𝑓 is the fusion rule, 𝑆𝑓𝑢𝑠𝑒 represents the fused score, 𝑆𝑓𝑒1(𝑓𝑎𝑐𝑒),
𝑆𝑓𝑒2(𝑓𝑎𝑐𝑒) and 𝑆𝑓𝑒3(𝑓𝑎𝑐𝑒) are the comparison scores obtained using 𝑓𝑒1, 𝑓𝑒2
and 𝑓𝑒3 feature extraction algorithms.

10.4.4.3 Multi-algorithmic and Multi-biometric Fusion

The feature extractors are applied on all biometric characteristics i.e., hol-
istic face sample, left eye sample and right eye sample. Then the compar-
ison scores are obtained using SRC classifier. The scores from the best-
performing algorithms for face, left and right eye samples are fused together
to get the final similarity scores. Eq. (10.8) illustrates the multi-algorithm
and multi-biometric score level fusion:

𝑆𝐹𝑢𝑠𝑒 = 𝑓((𝑆𝐹𝑎𝑐𝑒)𝑏𝑒𝑠𝑡, (𝑆𝑙𝑒𝑓𝑡)𝑏𝑒𝑠𝑡, (𝑆𝑟𝑖𝑔ℎ𝑡)𝑏𝑒𝑠𝑡) (10.8)
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Where 𝑓 is the fusion rule, 𝑆𝑓𝑢𝑠𝑒 represents the fused score, (𝑆𝑓𝑎𝑐𝑒)𝑏𝑒𝑠𝑡,
(𝑆𝑙𝑒𝑓𝑡)𝑏𝑒𝑠𝑡 and (𝑆𝑟𝑖𝑔ℎ𝑡)𝑏𝑒𝑠𝑡 are the comparison scores obtained using the
best performing feature extraction technique for the respective biometric
instance.

10.4.4.4 Fusion Rules

Following are the fusion rules applied on the comparison scores:

1. Weighted Summation:
Fusion score is obtained using weighted summation of the input com-
parison scores

𝑆𝑓𝑢𝑠𝑒 =
𝜔1 * (𝑆𝑓𝑎𝑐𝑒) + 𝜔1 * (𝑆𝑙𝑒𝑓𝑡) + 𝜔1 * (𝑆𝑟𝑖𝑔ℎ𝑡)

3
(10.9)

Where 𝜔1, 𝜔2 and 𝜔3 are the weights, such that 𝜔1 > 𝜔2 > 𝜔3 or
𝜔1 > 𝜔3 > 𝜔2

2. Summation:
Fusion score is obtained using summation of the input comparison
scores

𝑆𝑓𝑢𝑠𝑒 =
𝑆𝑓𝑎𝑐𝑒 + 𝑆𝑙𝑒𝑓𝑡 + 𝑆𝑟𝑖𝑔ℎ𝑡

3
(10.10)

3. Min:
Fusion score is obtained using minimum of input comparison scores

𝑆𝑓𝑢𝑠𝑒 = 𝑚𝑖𝑛(𝑆𝑓𝑎𝑐𝑒, 𝑆𝑙𝑒𝑓𝑡, 𝑆𝑟𝑖𝑔ℎ𝑡) (10.11)

4. Max:
Fusion score is obtained using maximum of input comparison scores

𝑆𝑓𝑢𝑠𝑒 = 𝑚𝑎𝑥(𝑆𝑓𝑎𝑐𝑒, 𝑆𝑙𝑒𝑓𝑡, 𝑆𝑟𝑖𝑔ℎ𝑡) (10.12)

5. Product:
Fuse score is obtained by multiplication of input comparison scores

𝑆𝑓𝑢𝑠𝑒 =
𝑆𝑓𝑎𝑐𝑒 * 𝑆𝑙𝑒𝑓𝑡 * 𝑆𝑟𝑖𝑔ℎ𝑡

3
(10.13)
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Where 𝑆𝑓𝑢𝑠𝑒 represents the fused score, 𝑆𝑓𝑎𝑐𝑒, 𝑆𝑙𝑒𝑓𝑡 and 𝑆𝑟𝑖𝑔ℎ𝑡 are the com-
parison scores for face, left eye and right eye biometric.

Instances
EER %

HOG LBP LPQ LG Neurotech

Face 10.02 18.08 22.00 16.00 13.91

Left Eye 17.81 28.02 26.02 19.83 NA

Right Eye 20.02 24.00 24.00 16.28 NA

Table 10.2: EER values of all feature extraction algorithms for individual
biometric instances
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Figure 10.5: DET curves for face with different FE techniques and COTS

From Table 10.3 it is clear that the unimodal multi-algorithmic fusion does
not give better results, this motivates us to perform the multi-modal fusion
scheme to improve the results. In Table 10.3 and Table 11.3 we consider,
F = face image, L = left eye image, R = right eye image, M-ALGO =
Multi-algorithmic and M-BIO = Multi-biometric.

10.5 Experiments & Results
This section details the experiments and quantitative results obtained using
proposed fusion scheme on the eWIT database images. The experiments
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Figure 10.6: DET curves for unimodal multi-algorithmic fusion scheme: a)
DET for face b) DET for left eye and c) DET for right eye

FE Algorithm
and

Biometric Fusion

Fusion Rule (EER % Values)
Weighted

Sum
Sum Min Max Product

M-ALGO F 10.02 13.87 12.00 10.00 13.46

M-ALGO L 15.97 16.00 23.91 18.00 16.00

M-ALGO R 16.00 16.00 22.00 18.00 15.97

Table 10.3: Unimodal score level fusion

were conducted on 50 subjects with 10 samples each. For all 50 subjects
face and eye, detection was performed using Viola-Jones object detection
algorithm [187]. Feature extraction was carried out using four different
techniques, and the classification is accomplished using sparse representation
classifier (SRC). The experiments resulted in 50 genuine comparisons and
2450 impostor comparisons. This paper presents the results in terms of
Equal Error Rate (ERR), False Acceptance Rate (FAR) and False Rejection
Rate (FRR). The lower values of EER signifies better performance of the
biometric system. Further, we present the Detection Error Trade-off (DET)
Curves as a performance report plotted as FRR versus FAR values.

Table 10.2 tabulates the quantitative performance of individual biometric
with different feature extraction algorithms benchmarked with a commercial-
off-the-shelf-system (COTS) from Neurotech VeryLook 5.7 SDK. Please
refer here [2] for more information about the VeryLook SDK. From Table
10.2, it can be perceived that the HOG feature extraction algorithm with
sparse representation classifier for face biometric outperforms the commer-
cial FRS with an EER = 10.02% where commercial FRS has EER = 13.91%.
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Figure 10.7: DET curves for multi-modal and multi-algorithmic fusion
scheme: a)DET for face, left and right eye score fusion using HOG and
Log-Gabor as feature extractors (multi-algorithms) b)DET for face, left and
right eye score fusion using HOG as feature extractors (single algorithm)
c)DET for left and right eye score fusion using Log-Gabor as feature ex-
tractors(single algorithm)

Further, from the table it can be understood that EER values for left and
right eye are not so competent since the images were taken in unconstrained
environment and in many of the images eyes are occluded due subject’s hair
(Ref. Fig. 10.8) illustrates this.

Table 11.3 indicates the quantitative performance of the proposed scheme
along with different score level fusion case-studies. Further, the overall per-
formance and results of the proposed system can be summarized in following
points:

∙ Multi-biometric and multi-algorithmic fusion scheme with weighted sum-
mation rule, gave the best result with EER = 7.48%.

∙ From Table 11.3, it is evident that the performance of the proposed system
is improved by 6.43% when compared with COTS.

∙ Another interesting thing can be observed from Table 11.3, the fusion
of comparison score of the left and right eye with Log-Gabor feature
extractor gave EER = 11.91% which is lesser that the COTS.

∙ The overall performance of the system was improved when HOG or Log-
Gabor filters were used as a feature extractor. We have obtained
5.94% and 3.94% improvement when used HOG and Log-Gabor fea-
ture extractors respectively.
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Figure 10.8: Occlusion due to hair

FE Algorithm
and

Fused Biometrics

Fusion Rule (EER % Values)
Weighted

Sum
Sum Min Max Product

(F,L,R) HOG 8.00 8.12 10.14 10.0 7.97

(F,L,R) LBP 15.97 16.0 23.87 16.0 17.81

(F,L,R) LPQ 18.44 16.38 20.00 19.57 15.97

(F,L,R) LGAB 10.00 12.00 17.91 15.89 12.00

(L,R) LGAB 11.91 14.00 20.02 14.26 16.12

M-BIO &M-ALGO 7.48 8.00 9.53 10.00 8.00

Table 10.4: Multimodal score level fusion

∙ The average EER obtained using HOG and Log-Gabor with all case stud-
ies for weighted summation rule is 9.34%.

∙ The average EER obtained using LBP and LPQ with multiple biometrics
for weighted summation rule is 17.20% which is not good as HOG and
Log-Gabor.

The following figures show the Detection Error Trade-off (DET) Curves as
a performance evaluation report for the proposed fusion scheme. From Fig.
10.6.b and 10.6.c, it can be interpreted that the proposed fusion scheme does
not perform well with for unimodal (with only left or right eye ) biometric.
Where the Fig. 10.7.a has the lowest FAR and FRR near the origin hence
it is the best system. Further, the Fig. 10.5 represents the comparison of
VeriLook 5.4 SDK COTS [2] with different feature extraction algorithms for
face biometric also we can see that HOG feature extraction algorithm with
sparse representation classifier outperforms COTS.
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10.6 Conclusion
The performance of biometric recognition drops when the subject gains
weight over a period of the time. In order to mitigate the effect due to the
variations in body weight, in this work, we explore multi-biometric char-
acteristics by employing both the holistic face and the periocular region.
This work shows that a multi-biometric score level fusion approach can sig-
nificantly improve the performance of face recognition systems for subjects
with body weight variations. Use of multiple biometric characteristics and
algorithms results in lower EER when compared with the COTS face recog-
nition system. The proposed scheme improved the recognition performance
by 6.42%. Thus, this study shows that the use of the eye region coupled
with face can mitigate the effects of the body weight variations for face
based biometrics. Future works shall include fusion of different biometric
information at various stages such as data level, feature level and, decision
level to improve the robustness of system to adapt it in real life scenarios.
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11.1 Abstract
Biometric systems are prone to random and systematic errors which are
typically attributed to the variations in terms of inter-session data capture
and intra-session variability. Furthermore, these errors cannot be defined
and modeled mathematically in many cases, but we can associate them
with uncertainty based on certain conditions. In such cases, one of the
possible approach to improve biometric system performance is to employ
multi-biometric fusion by incorporating the uncertainties. In the literature,
researchers have proposed many fusion techniques, but most of these tech-
niques do not take uncertainty into account while performing fusion. Since
the decision made by uni-modal biometric comparators do not consider the
uncertainty involved in such decisions, it is essential first to model the un-
certainty before combining the decision from multiple uni-modal biometric
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systems efficiently. To this end, we propose a score level multi-biometric
fusion scheme using Subjective Logic which incorporates the uncertainty of
the system’s information channels while fusing the scores. Extensive experi-
ments are carried out on the multi-biometric NIST BSSR1, and the proposed
scheme has indicated a superior performance with a genuine match rate of
99.02% at a false match rate fixed to 0.01%.

11.2 Introduction
The biometric systems are often affected due to random and systematic
errors [70]. Usually, it is difficult to quantify such type of errors; this in-
troduces an uncertainty in the output recognition score. In literature, re-
searchers have shown that biometric fusion can resolve such problems and
improve the recognition performance. Further, many of the limitations of
unimodal biometric systems are addressed by multi-modal systems and even
shows improved robustness against Failure-To-Enrol rate (FTE) [154].

In the earlier work, many biometric fusion methods have shown promising
performance, but very few of them consider an uncertainty while performing
the fusion [121]. Many researchers have proposed methods based on Demp-
ster Shafer Theory (DST) to incorporate factors like uncertainty by combin-
ing the evidence from multiple sources however they do not model the uncer-
tainty appropriately [185, 168, 7]. Furthermore, in a few other approaches,
authors do not propose a method to model the uncertainty, and few of them
even consider the uncertainty equal to zero [168, 185, 106, 92, 93]. In [148, 3]
authors have considered the uncertainty mass equal to the complement of
the genuine scores, while in [7, 113] authors consider the uncertainty as
some constant value. However, in [121] authors have proposed a method to
model the uncertainty in terms of quality and EER. They have used DST for
combining the scores from multiple biometric information channels. How-
ever, the DST has only one fusion rule to combine the evidence [163]. This
motivates us to explore the theories like Subjective Logic which formalizes
the probabilities and uncertainties associated with them as well as provides
different fusion rules [79, 81].

Subjective logic (SL) overcomes the limits of probabilistic calculus and bin-
ary logic by incorporating subjectivity and uncertainty. It provides an opin-
ion about a proposition by combining the belief, uncertainty mass and prior
knowledge about the proposition [79]. Subjective logic fusion (SLF) op-
erators mainly operate on the subjective opinions which are the function
of belief mass supporting the proposition, associated uncertainty mass and
the prior knowledge about the proposition [81]. The application of SL in



11.3. Proposed Fusion Scheme 113

Figure 11.1: The Barycentric representation of input biometric score as a
subjective opinion with low and high uncertainty masses.

the domain of biometrics was first introduced in [82], where an overview
of the underlying theory of different SLF operators is explained concern-
ing biometric fusion. Further, in [193], authors have proposed a method
to combine the outputs of the various classifiers using subjective logic for
smartphone-based gait recognition.

In this paper, we propose a fusion scheme based on subjective logic which
fuses the comparison scores from different biometric modalities such as the
face, with left and right index fingers using cumulative SLF operator. The
extensive experiments are carried out on the publicly available NIST BSSR1
database* to evaluate the performance of the proposed scheme. The rest
of the paper is divided into the sections describing the proposed fusion
scheme, database, and experiments, results, and a discussion followed by
the conclusions.

11.3 Proposed Fusion Scheme
This section describes an overview of the proposed fusion scheme using sub-
jective logic. Figure 11.2 illustrates the block-diagram of the steps involved
in the proposed scheme. The binomial subjective opinions can well define
the verification systems since they usually give two output states, i.e., either
the subject is genuine or an impostor. Therefore consider a random variable

*The BSSR1 database can be availed from: https://www.nist.gov/itl/iad/
image-group/nist-biometric-scores-set-bssr1
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Figure 11.2: Proposed fusion scheme based on cumulative subjective fusion
operation.

𝑋 over the domain X = {𝑥1, 𝑥2} ∈ R where R(X) is reduced powerset of X
such that all proper subsets of X are the element of R(X).

More specifically, let 𝑋 = {𝑥, �̄�} be the binomial opinion which repres-
ents the verification scores for the input sample, where 𝑥 represents a user
being genuine and �̄� that user being an impostor. Thus for each bio-
metric instance 𝑀 , we can represent a subjective opinion 𝜔𝑀 by a tuple
𝜔𝑀
𝑋 = (𝑏𝑀𝑋 , 𝑑𝑀𝑋 , 𝑢𝑀𝑋 , 𝑎𝑀𝑋 ), where 𝑏𝑀𝑋 , 𝑑𝑀𝑋 , 𝑢𝑀𝑋 , 𝑎𝑀𝑋 are the belief, disbelief,

uncertainty and base rate mass for the input scores. And 𝑀 denotes the
biometric instance, in this case it is face, left finger or right finger. For
any given subjective opinion, Equation 11.1 is always true [81] under the
following condition:

𝑏𝑥 + 𝑑𝑥 + 𝑢𝑥 = 1 (11.1)

For binomial opinions, the projected probability of 𝑥 can be expressed as
defined by Equation 11.2 which is the expected output value for any given
input verification score.

𝑃 (𝑥) = 𝑏𝑥 + 𝑢𝑥𝑎𝑥 (11.2)

The normalized verification scores are considered as belief mass 𝑏𝑥, as is
almost equal to the probability of the sample belonging to the genuine or
impostor class. The uncertainty of the system is obtained by quantifying
the errors of the verification system. We can define Equation 11.3 using all
the mislabeled samples to get the uncertainty of the system.
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𝑢𝑥 =

𝑛∑︀
𝑖=1

𝑥2𝑖 + 𝑝2 +
𝑛∑︀

𝑖=1
𝑦2𝑖

𝑛−1
𝑛

𝑛∑︀
𝑖=1

𝑦𝑖

,

𝑤ℎ𝑒𝑟𝑒 𝑝 =

𝑛∑︀
𝑖=1

𝑥𝑖

𝑛∑︀
𝑖=1

𝑦𝑖

(11.3)

where 𝑛 is the number of test subjects, 𝑦𝑖 is the number of attempts by 𝑖𝑡ℎ

subject, 𝑥𝑖 is the number of false-non matches for 𝑖𝑡ℎ subject and 𝑝 is the
observed false-non match rate. The term 𝑎𝑥 is nothing but the base prob-
ability and can be expressed as the classification accuracy of the verification
system. Thus, every verification score will produce a subjective opinion
i.e. 𝑆𝑖 → 𝜔𝑖. In this paper, we have used three biometric instances (i.e.
information channels) the face with left and right index finger.

We then convert comparison scores of these information channels (i.e. sources)
to individual subjective opinions based on the theory as mentioned above
(See Equation 11.1-11.3). In subjective logic, there are several fusion oper-
ators based on the scenario one can choose which operator to be used. In
this paper, we have focused on only one SLF operator called Cumulative
Subjective Fusion operator.

11.3.1 Cumulative Fusion:

The cumulative belief fusion is used when we want to increase an evidence for
any hypothesis by adding the evidences from different sources. In our case,
we have three different sources such as Face, Left, and Right Finger. The
discriminant frame of sources can be defined by M = {𝐹,𝐿,𝑅}. Let 𝑀 ∈M
denote be the specific biometric instance, and let 𝜔𝑀

𝑋 denote its opinion
about the variable 𝑋, hence we can assume that all of the three sources
produce independent opinions about the variable 𝑋. Consider the cumu-
lative fusion operator be the symbol ′◇′ and the cumulative fused opinion is

denoted as ◇(𝑀) = 𝜔
◇(𝑀)
𝑋 and can be expressed by the following equation:
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,

(11.4)

where ∃𝑢𝑀𝑋 ̸= 0 and for ∃𝑢𝑀𝑋 = 0, the fusion can be obtained as given below,⎧⎨⎩𝑏
◇(M)
𝑋 (𝑥) =

∑︀
𝑀∈M

𝛾𝑀𝑋 𝑏𝑀𝑋 (𝑥),

𝑢
◇(M)
𝑋 = 0

where 𝛾𝑀𝑋 = lim
𝑢M
𝑋→0

𝑢𝑀𝑋∑︀
𝑀𝑗∈M

𝑢
𝑀𝑗

𝑋

where, 𝑏
◇(M)
𝑋 , 𝑢

◇(M)
𝑋 are the fused belief and uncertainty which defines the

fused subjective opinion 𝜔
◇(𝑀)
𝑋 . We further obtain the final result by apply-

ing threshold 𝑡 to the 𝑏
◇(M)
𝑋 as:

𝑅𝑒𝑠𝑢𝑙𝑡 =

{︃
𝐴𝑐𝑐𝑒𝑝𝑡 𝑏

◇(M)
𝑋 > 𝑡

𝑅𝑒𝑗𝑒𝑐𝑡 𝑏
◇(M)
𝑋 < 𝑡

(11.5)

The threshold 𝑡 in the Equation 11.5, is obtained from the validation dataset
(See Section III) and applied on the testing dataset.

Additionally, we perform the biometric fusion using standard fusion rules
such as sum rule, weighted sum rule and product rule (with veto-power of
each contributing information channel) to evaluated the performance on the
proposed fusion scheme. The standard fusion rules are given by following
equation:

𝐹𝑢𝑠𝑒𝑑 𝑆𝑢𝑚 𝑆𝑐𝑜𝑟𝑒 =

𝑛∑︁
𝑖=1

𝑆𝑖/𝑛 (11.6)



11.4. Database and Experiments 117

𝐹𝑢𝑠𝑒𝑑 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑆𝑢𝑚 𝑆𝑐𝑜𝑟𝑒 =

𝑛∑︁
𝑖=1

𝑤𝑖𝑆𝑖/𝑛 (11.7)

where 𝑤𝑖 is the weight given to the 𝑖𝑡ℎ biometric instance. We further
assign higher weights to the better performing biometric instance as per the
baseline EER calculation i.e., 𝑤1 > 𝑤2 · · · > 𝑤𝑛.

𝐹𝑢𝑠𝑒𝑑 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑆𝑐𝑜𝑟𝑒 =

𝑛∏︁
𝑖=1

𝑆𝑖/𝑛 (11.8)

A benchmark of the SLF approach with other methods such as fuzzy logic,
Bayesian reasoning, and DST will make a better comparison than standard
fusion rules. However, in this paper we limit our work to compare the SLF
with standard fusion methods only.

11.4 Database and Experiments
This section describes the database in details along with the overview of
the experiments that we carried out. The performance of the proposed
scheme is validated using a subset of the well-known benchmark and publicly
available NIST Biometric Scores Set (BSSR1). The database mainly consists
of the verification scores of the face, left and right index finger obtained
from 517 individuals. The face scores consist of two sets obtained using
commercial comparators C and G whereas the fingerprint comparison scores
were generated using only one commercial fingerprint recognition system.
Table 11.1 tabulates the statistics of NIST BSSR1 score database. In total,
our score database consists of four such sets of 517 genuine and 266772
impostor scores. Based on the number of subjects, we divide the database
into three sets as development, validation, and testing set. The development
set consists of 311 subjects whereas validation, and testing set consists of
103 subjects each. The development dataset is mainly used to estimate the
uncertainty associated with the scores whereas validation dataset is used
to obtain the operating threshold of the system. The paper presents the
results obtained by applying the operating threshold on the testing dataset.

In the next section, we compare the results of both experiments to test the
effectiveness of the proposed fusion scheme. We have carefully designed
the fusion strategies to analyze the behavior of the fusion operations (See
Table 11.2). Each strategy shows the modalities and instances used in the
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Datasets
(BSSR1
Scores)

No of subjects
Genuine
Scores

Impostor
Scores

Face Comp C 517 517 266772

Face Comp G 517 517 266772

Left Finger 517 517 266772

Right Finger 517 517 266772

Table 11.1: Statistics of the NIST BSSR1 scores database

Strategy Biometric modalities

S1 Face and Left Finger(FL)

S2 Face and Right Finger(FR)

S3 Left and Right Finger(LR)

S4 Face, Left and Right Finger(FLR)

Table 11.2: Fusion strategies applied in case of both standard and subjective
logic fusion approaches

fusion operation. For both fusion techniques, i.e., standard fusion rules and
subjective logic fusion, we have used all of the four strategies given in Table
11.2.

Dataset % EER % GMR

Face Comparator C 4.36 83.60

Face Comparator G 5.80 77.49

Left Index Finger 8.51 85.53

Right Index Finger 5.04 90.35

Table 11.3: Baseline performance for all four biometric instances. Here,
GMR is calculated @ FMR = 10−3

11.5 Results and Discussion
This section presents the obtained results from the experiments that we
carried out. We present our results in terms of Detection Error Trade-
off (DET) curve, Receiver Operating Curves (ROC) and Equal Error Rate
(EER%), and Genuine Match Rate. We also analyze the score distributions
of baselines, standard and subjective logic fusion. Figure 11.3, presents the
score distribution for face comparator C and fusion strategy S4. From the
Figure 11.3, it is apparent that the genuine and impostor score distributions
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for subjective logic and weighted sum fusion rule show low overlapping area,
whereas the baseline system has a significant overlapping area.

0.4 0.5 0.6 0.7 0.8 0.9

Comparison Scores

0

2

4

6

8

10

12

14

S
c
o

re
 D

e
n

s
it
y

Score Distribution

gen
imp

a Baseline systems

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

Comparison Scores

0

10

20

30

40

50

60

70

S
c
o

re
 D

e
n

s
it
y

Score Distribution

gen
imp

b Weighted sum fusion

0.44 0.445 0.45 0.455 0.46 0.465 0.47 0.475

Comparison Scores

0

50

100

150

200

250

300

350

400

450

S
c
o

re
 D

e
n

s
it
y

Score Distribution

gen
imp

c Subjective logic fusion

Figure 11.3: Score distribution for face comparator C and fusion strategy
S4 (See Table 11.2).

The Figure 11.4, shows the score distributions for validation and testing
datasets for face comparator C and fusion strategy S4. The pink dotted line
in the figure shows the threshold obtained @ FMR = 10−3 for validation
dataset and the same threshold is applied whenever there is a new testing
sample. From the Figure 11.4b, we can see the score distributions after
application of threshold 𝑡 on testing dataset. It is evident that the 𝑡 is
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a Validation Scores b Testing Scores

Figure 11.4: Score distributions for validation and testing datasets for face
comparator C and fusion strategy S4, here the threshold (t) is determined
on validation dataset where FMR = 10−3

a well-generalized threshold since there are very few genuine scores miss-
classified as impostor scores.

Table 11.3 presents the performance of the baseline systems in terms of
EER and GMR @ FMR = 10−3. The EER of face recognition system with
comparator C gives the best baseline result of 4.46%, and similar obser-
vation can be drawn from the Figure 11.5a. However, in terms of GMR,
the fingerprint baseline system with right index finger data shows the best
performance of GMR of 90.35%.

The operating threshold for classifying the subject as genuine or impostor
is obtained on the validation dataset. Hence it is imperative to analyze the
validation performance of the system. The DET curve for both of the fusion
approaches for fusion strategy S4 is given in the Figure 11.5b. The DET
plots of proposed and weighted summation fusion are highly overlapping res-
ulting approximately similar performance in terms of an EER. Furthermore,
by comparing Figure 11.5a and 11.5b, we can say that the performance of
the system has improved significantly in terms of EER. The ROC plot is
given in Figure 11.6, it also validates this behavior of the system. From
the figure, it is evident that the GMR for proposed system with the face
comparator C achieved the highest performance in terms of GMR of 99.05%
at FMR = 10−3.
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a Baseline systems b Fusion approaches

Figure 11.5: DET curves for baselines systems , SLF and standard fusion
techniques for validation dataset

The evaluation performance of our proposed fusion scheme is presented in
the Table 11.4. The GMR values in Table 11.4 are obtained by applying
the operating threshold on the testing dataset. In case of standard fusion
methods, for both face comparators, the weighted averaging of scores of the
face, left and right index fingers achieved the highest performance of GMR
of 99.02%. Further, it is evident that not only fusion strategy S4 where
all biometric modalities are used shows better performance but also the
fusion of face and left index finger (S1) has shown the higher performance
in both fusion cases. Furthermore, the fusion strategy S3 has shown lowest
performance with the average GMR of 92.95%. Also, the product fusion
rule has achieved the lowest performance than other fusion rules.

11.6 Conclusion
From the experiments and results reported in this paper, we conclude that
the proposed fusion scheme based on subjective logic outperforms all of the
baselines, standard fusion techniques except for fusion strategy S2 for face
comparator G. Though the weighted averaging of scores has shown nearly
equal performance as that of the proposed system. However, these methods
do not take care of the irregularities of the system, moreover finding the
appropriate weights is also a challenging task. On the other hand, our pro-
posed system provides mathematical formulations to deal with such errors
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Figure 11.6: ROC curves for SLF and standard fusion techniques for valid-
ation dataset

Fusion
Rule

FLR
GMR(%)

FL
GMR(%)

FR
GMR(%)

LR
GMR(%)

Face Comparator C
Sum 99.02 99.02 98.05 93.20
W. Sum 99.02 98.05 98.05 92.23
Product 94.17 85.43 90.02 94.17
SLF 99.02 99.02 98.05 92.23

Face Comparator G
Sum 98.05 96.11 98.05 93.20
W. Sum 99.02 90.29 97.08 92.23
Product 94.17 83.49 89.32 94.17
SLF 99.02 97.08 97.08 92.23

Table 11.4: GMR calculated @ FMR = 10−3 for SLF and standard fusion
techniques with all four fusion strategies

logically, and it correctly handles the irregularities of the system. Further,
we conclude the SLF correctly handles the random and systematic errors
which are not taken into account by standard fusion techniques. Finally,
this work not only explores the application of subjective logic fusion but
also provides the experimental evidence supporting the SL as a better fu-
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sion technique to deal with uncertain probabilities.

For the future work, we would like to study the behavior of different SLF
operators in comparison with other methods such as fuzzy logic, Bayesian
reasoning, and DST. Approaches to define belief mass and uncertainty can
be explored to understand the biometric fusion with the subjective logic
point of view.
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iveness of local binary patterns in face anti-spoofing. In Biometrics
Special Interest Group (BIOSIG), 2012 BIOSIG-Proceedings of the
International Conference of the, pages 1–7. IEEE, 2012.

[24] François Chollet. Xception: Deep learning with depthwise separable
convolutions. arXiv preprint, 2016.

[25] K. Y. Chou, G. M. Huang, H. C. Tseng, and Y. P. Chen. Face re-
cognition based on sparse representation applied to mobile device. In
Automatic Control Conference (CACS), 2014 CACS International,
pages 81–86, Nov 2014.

[26] GSMArena Price Compare. ”https://www.gsmarena.com/compare.
php3?idPhone1=9343&idPhone2=8858&idPhone3=8966”, 2018.

[27] Artur Costa-Pazo, Sushil Bhattacharjee, Esteban Vazquez-Fernandez,
and Sebastien Marcel. The replay-mobile face presentation-attack
database. In Biometrics Special Interest Group (BIOSIG), 2016 In-
ternational Conference of the, pages 1–7. IEEE, 2016.



128 BIBLIOGRAPHY

[28] N. Dalal and B. Triggs. Histograms of oriented gradients for human
detection. In 2005 IEEE Computer Society Conference on Computer
Vision and Pattern Recognition (CVPR’05), volume 1, pages 886–893
vol. 1, June 2005.

[29] Abhijit Das, Chiara Galdi, Hu Han, Raghavendra Ramachandra,
Jean-Luc Dugelay, and Antitza Dantcheva. Recent advances in bio-
metric technology for mobile devices. In BTAS’18, 9th IEEE Interna-
tional Conference on Biometrics: Theory, Applications and Systems,
2018.

[30] NIST BSSR1 Database. https://www.nist.gov/itl/iad/image-group/
nist-biometric-scores-set-bssr1, 2010.

[31] Guillaume Dave, Xing Chao, and Kishore Sriadibhatla. Face recogni-
tion in mobile phones. Department of Electrical Engineering Stanford
University, USA, 2010.

[32] Tiago de Freitas Pereira, Jukka Komulainen, André Anjos, José Mario
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Michaël Mathieu, and Yann L Cun. Learning convolutional feature
hierarchies for visual recognition. In Advances in neural information
processing systems, pages 1090–1098, 2010.

[85] Elie Khoury, Bostjan Vesnicer, Javier Franco-Pedroso, Ricardo Viol-
ato, Z Boulkcnafet, LM Mazaira Fernández, Mireia Diez, Justina Kos-
mala, Houssemeddine Khemiri, Tomas Cipr, et al. The 2013 speaker
recognition evaluation in mobile environment. In Biometrics (ICB),
2013 International Conference on, pages 1–8. IEEE, 2013.

[86] Inhan Kim, Juhyun Ahn, and Daijin Kim. Face spoofing detection
with highlight removal effect and distortions. In Systems, Man, and
Cybernetics (SMC), 2016 IEEE International Conference on, pages
004299–004304. IEEE, 2016.

[87] Wonjun Kim, Sungjoo Suh, and Jae-Joon Han. Face liveness detection
from a single image via diffusion speed model. IEEE transactions on
Image processing, 24(8):2456–2465, 2015.

[88] Kiran B. Raja, R Raghavendra, and Christoph Busch. Binarized Stat-
istical Image Features for Robust Iris and Periocular Recognition in
Visible Spectrum. In In proceedings of IEEE conference on Interna-
tional Workshop on Forensics and Biometrics (IWBF), Malta. IEEE,
2014.

[89] Kiran B. Raja, R Raghavendra, and Christoph Busch. Presentation
attack detection using laplacian decomposed frequency response for
visible spectrum and near-infra-red iris systems. In The 7th IEEE
International Conference on Biometrics: Theory, Applications and
Systems (BTAS), September 2015.

[90] Kiran B Raja, R Raghavendra, and Christoph Busch. Presentation at-
tack detection using laplacian decomposed frequency response for vis-
ible spectrum and near-infra-red iris systems. In 2015 IEEE 7th Inter-
national Conference on Biometrics Theory, Applications and Systems
(BTAS), pages 1–8. IEEE, 2015.

[91] Kiran B. Raja, R Raghavendra, Martin Stokkenes, and Christoph
Busch. Multi-modal authentication system for smartphones using face,



134 BIBLIOGRAPHY

iris and periocular. In IEEE International Conf. Biometrics (ICB),
Phuket, Thailand, 2015.

[92] Dakshina R Kisku, Massimo Tistarelli, Jamuna Kanta Sing, and Phal-
guni Gupta. Face recognition by fusion of local and global matching
scores using ds theory: An evaluation with uni-classifier and multi-
classifier paradigm. In Computer Vision and Pattern Recognition
Workshops, 2009. CVPR Workshops 2009. IEEE Computer Society
Conference on, pages 60–65. IEEE, 2009.

[93] Dakshina Ranjan Kisku, Phalguni Gupta, Hunny Mehrotra, and
Jamuna Kanta Sing. Multimodal belief fusion for face and ear bio-
metrics. Intelligent Information Management, 1(03):166, 2009.

[94] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet
classification with deep convolutional neural networks. In Advances
in neural information processing systems, pages 1097–1105, 2012.

[95] Till Kroeger, Radu Timofte, Dengxin Dai, and Luc Van Gool. Fast
optical flow using dense inverse search. In European Conference on
Computer Vision, pages 471–488. Springer, 2016.

[96] Eric Krotkov and J-P Martin. Range from focus. In Robotics and
Automation. Proceedings. 1986 IEEE International Conference on,
volume 3, pages 1093–1098. IEEE, 1986.

[97] A. Kumar and C. Kwong. Towards contactless, low-cost and accurate
3d fingerprint identification. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 2015.

[98] R. Donida Labati, A. Genovese, V. Piuri, and F. Scotti. Toward
unconstrained fingerprint recognition: A fully touchless 3-d system
based on two views on the move. IEEE Transactions on Systems,
Man, and Cybernetics: Systems, 2016.

[99] A. Lanitis, C. J. Taylor, and T. F. Cootes. Toward automatic simu-
lation of aging effects on face images. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 24(4):442–455, 2002.

[100] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning.
Nature, 521(7553):436–444, 2015.

[101] K.C. Lee, J. Ho, and D. Kriegman. Acquiring linear subspaces for
face recognition under variable lighting. IEEE Trans. Pattern Anal.
Mach. Intelligence, 27(5):684–698, 2005.



BIBLIOGRAPHY 135

[102] Chang-Tsun Li. Source camera identification using enhanced sensor
pattern noise. IEEE Transactions on Information Forensics and Se-
curity, 5(2):280–287, 2010.

[103] Yan Li, Yingjiu Li, Qiang Yan, Hancong Kong, and Robert H Deng.
Seeing your face is not enough: An inertial sensor-based liveness de-
tection for face authentication. In Proceedings of the 22nd ACM SIG-
SAC Conference on Computer and Communications Security, pages
1558–1569. ACM, 2015.

[104] C. Lin and A. Kumar. Matching contactless and contact-based con-
ventional fingerprint images for biometrics identification. IEEE Trans-
actions on Image Processing, 2018.

[105] Jan Lukas, Jessica Fridrich, and Miroslav Goljan. Digital camera
identification from sensor pattern noise. IEEE Transactions on In-
formation Forensics and Security, 1(2):205–214, 2006.

[106] Mohammad H Mahoor and Mohamed Abdel-Mottaleb. A multimodal
approach for face modeling and recognition. IEEE Transactions on
Information Forensics and Security, 3(3):431–440, 2008.
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Chapter 12

Appendix A

This section provides details of the SWAN data capture application which
developed for the collection of subjects’ data participated in the SWAN data
collection.

12.1 Implementation Details
This application is developed on the iOS platform version 9 and intended
to use for the devices iPhone 6S and iPad Pro. These devices are used
throughout the SWAN project.

12.1.1 Setup

The application can be distributed in the form of a compiled installable
(.ipa) file for the iOS environment. The name of the application is DataCapt-
ureApp-vX.X.ipa, where X represents the digit used for specifying the ver-
sion of the application. For now, the data capture application can only be
installed on devices which are registered with the NTNU Apple developer li-
cense. Figure 12.1 shows the steps involved in the installation data capture
application and Figure 12.1d provides the details of transfer of captured
data from application.

12.1.2 Capture Settings

Once the user opens the SWAN data capture application, it is advised to
configure some settings related to a number of image and video recordings,
capture site where data is captured, and the length of videos. However,
these settings can be reset using the ”RESET TO DEFAULT VALUES”.
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a Adding item to iTunes b Finding the desired app version

c Installing app on device d Transferring data from device

Figure 12.1: Application setup using iTunes and data transfer from mobile
device to computer

12.1.3 Exporting Data Files

The acquired data can be exported by connecting the capture device to a
computer with iTunes installed. See Figure 12.1d. Following are the steps
involved:

1. Select the mobile/tablet device in iTunes menu bar and then select
the Apps tab shown on the left side.

2. Scroll down to the File Sharing option.

3. Select ”DataCaptureApp” under the Apps list.

4. Select all the files and click on ”Save to...” for exporting the selected
files to the computer.

12.1.4 Subject and Session Selection

The first step in the data capture process is to select the proper subject and
session IDs with the gender of the current subject. Using the -/+ buttons
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a Settings menu b Home menu c Capture setup menu

Figure 12.2: Main setup screens

or by tapping on the text field user can set the current subject ID and
session ID in use. Once the configuration is done, a user needs to click on
”CONTINUE” button to proceed. Figure 12.2b shows the setup for a male
subject with Subject ID 1 and Session 1.

12.1.5 Capture selection

This menu provides the capture setup where a user can select biometric
modality for which data will be collected. There are four options to capture
the data of face, voice, periocular and fingerphoto. Figure 12.2c shows the
setup for capturing the facial data of a subject in self-capture mode, i.e.,
using the front camera and indoors. One has to use the respective options, as
described in the SWAN project data collection protocols. Once the capture
setup is done, the data acquisition process is started by tapping the ”New
Recordings” button.

12.2 Capture GUI
Figure 12.3a shows the different elements in the recording mode. In case
of capturing of the face, eye, and finger an acquisition is started by double
tapping the screen as the single tap will focus the rear camera. For voice, a
single tap or pressing the ”START” button will start the data acquisition.
A progress bar is displayed at the top of the screen to show the recording
progress. The current recording session can be deleted by tapping the trash
bin icon in the top left corner. This will delete the recorded files for the
current acquisition. Figure 12.3b, shows the displayed alert message in case
of cancellation. Recapture of the sample is possible by tapping the ”UNDO”
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a GUI for recording
samples

b Abort current re-
cording session alert
message

c Undo alert mes-
sage

d Preview of last re-
corded sample

Figure 12.3: Capture GUI

button in the top right corner. To verify the captured recording, a preview
option is provided by tapping the icon in the middle of the top bar.

12.2.1 Face Capture

Figure 12.4a and 12.4c shows the capture setup used to acquire a face data
using front and rear camera. An overlay face mask is displayed on the screen
to guide the user for placing the face at the recommended location. The
users need to double tap the screen to start the recording. In the case of
data capture using rear camera, a single tap is used to focus the camera,
and double tap is used for recording the data. The user needs to tap the
DONE button when all samples are recorded.
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a Capture setup for
front camera face
capture

b Front camera face
capture screen

c Capture setup for
front camera face
capture

d Rear camera face
capture screen

Figure 12.4: Face capture setup and screens

12.2.2 Voice Capture

Figure 12.5a shows the setup which is used to capture voice data. The blue
circle is displayed on the screen to guide the user to place the face at the
appropriate location. Eight sentences are then displayed on the screen, and
the user needs to read out loud in order to record the data. There are two
parts in this recording, firstly, the 8 sentences are displayed in the English
language, and later they are displayed in the local language. Appropriate
labels and instructions are provided for users in order to simplify the data
capture.



154 Appendix A

a b

Figure 12.5: Voice capture setup and screen. In figure, from left to right
the captions are: a) Capture setup for voice capture and b) Voice capture
screen

12.2.3 Eye Capture

Figure 12.6a and 12.6c shows the selection to capture a periocular data using
the front and rear camera. The user needs to place the eyes in the visible
area of the blue screen. The actions required to capture the eye data are
similar to that of face capture mode.

a b c d

Figure 12.6: Eye capture setup and capture screens. In figure, from left to
right the captions are: a) Front camera setup b) Capture screen c) Rear
camera setup and d) Rear camera screen

12.2.4 Finger Capture

Figure 12.7a shows the option selected to capture a fingerphoto data. Cap-
turing of the fingerphotos is only available with the rear camera. At the
bottom of the screen, a label for correct finger is displayed. The user needs
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a b c

d e

Figure 12.7: Finger capture setup and capture screens. In figure, from left
to right the captions are: a) Capture setup screen for finger b) Capturing
left index finger c) Capturing left middle finger e) Capturing right index
finger and e) Capturing right middle finger

to place the finger in the guided area by transparent overlay mask. As sim-
ilar to the face and periocular data capture mode, the single tap is autofocus
the finger and double tap to start the recording. Figures 12.7b, 12.7c, 12.7d
and 12.7e shows capture of different fingers.
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Chapter 13

Appendix B

This section provides the details of the additional experiments and results
obtained during the course of this thesis. These results further strengthen
the motivation and effectiveness of proposed methods in Chapter 6 and 9.

13.1 Real-time on-device results
This section gives the details of the real-time on-device results of the best
performing framework proposed in Chapter 6. The experimental results
show that the FQAA based on the fine-tuning of Inception V3 network.

Figure 13.1: Results of the on-device experiments using Inception V3 [176]
and COTS [2]
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achieved high performance. Hence, in order to test the effectiveness of
the method, we implemented the proposed framework on a smartphone.
Figure 13.1 shows the output for three face inputs. The obtained results are
compared with the commercial mobile SDK from Neurotechnology which
was also executed alongside the proposed framework. From the figure, we
can observe that the performance of the proposed framework is better than
the COTS. This can be validated by observing the first figure where we can
see that there is a pose in the input image. Thus, the CNN outputs low
score whereas of COTS shows high-quality score which is not the expected
behaviour. Similarly, in the case of the rightmost figure, the output of the
CNN is low-quality value as there is an illumination present in the input
face image. However, COTS still outputs high-quality value which is not an
anticipated behaviour. In the end, we can also observe that in the case of an
input image with decent quality both of the algorithms show approximately
similar behaviour.

13.2 Vulnerability analysis of fingerphoto recognition system
In order to evaluate the vulnerability, we first formulated the fingerphoto
recognition system using the probabilistic collaborative representation based
approach for pattern classification (Pro-CRC) proposed in the recent work
[18]. We have used Histogram of Gradient (HoG) features to train the (Pro-
CRC) classifier. The database consisting of 48 subjects is used to obtain the
verification results. For training, we used ten randomly selected frames from
the videos of Session 1 data. Mainly, the dataset consists of data from the
left-hand index finger of a particular subject which is treated as a unique
identity. The gallery template features are extracted using HoG feature
extractor with a block size of 16×16 pixels which resulted in approximately
26000 features per frame. Finally, these 480 templates are used to train the
Pro-CRC classifier. The data from Session 2 is used as bona fide data. The
presentation attacks are generated using the Session 1 data. The mated and
non-mated comparison scores are generated using the trained classifier and
the Session 2 data.

Similarly, in order to get the mated comparison scores for the presentation
attacks randomly picked seven frames from the PA sample and compared
against the gallery samples. The vulnerability analysis of the fingerphoto
recognition system is shown in Figure 13.2. The green score distribution
depicts the mated comparison scores for the bona-fide samples. The blue
score distribution shows the zero-effort impostor, i.e., non-mated compar-
ison score. Similarly, the gray score distribution represents the mated com-
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Figure 13.2: Vulnerability analysis of the fingerphoto recognition system.
The reported IAPMR value corresponds to the equal error rate threshold.

parison score distribution of attempted presentation attack. Ideally, for a
robust fingerphoto recognition system, the zero-effort impostor and present-
ation attack scores should be lower compared to the mated comparisons.
However, from the Figure 13.2, we can observe that the score distribution
of presentation attacks largely overlaps with the mated score distribution
indicating the high vulnerability towards presentation attacks. Further-
more, our results show that the system is 89.7% vulnerable to the presented
attacks in terms of IAPMR.


