
IEEE TRANSACTIONS ON RELIABILITY, VOL. .., NO. .., MARCH 2019 1

A Comprehensive Survey of Prognostics and Health
Management based on Deep Learning for

Autonomous Ships
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Abstract—The maritime industry widely expects to have au-
tonomous and semi-autonomous ships (autoships) in the near
future. In order to operate and maintain complex and integrated
systems in a safe, efficient and cost-beneficial manner, autoships
will require intelligent Prognostics and Health Management
(PHM) systems. Deep learning (DL) is a potential area for this
development, as it is rapidly finding applications in a variety of
domains, including self-driving cars, smartphones, vision systems,
and more recently in PHM applications. This paper introduces
and reviews four well-established DL techniques recently applied
to various practical PHM problems. The purpose is to support
creativity and provide inspiration towards PHM based on DL
(PHMDL) in autoships and the maritime industry. This paper
discusses benefits, challenges, suggestions, existing problems, and
future research opportunities with respect to this significant new
technology.

Index Terms—Autonomous ships, deep learning, maritime indus-
try, prognostics and health management.
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RBMs Restricted Boltzmann Machines
RCM Reliability Centered Maintenance
ReLU Rectified-linear Unit
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RL Reinforcement Learning
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RNNs Recurrent Neural Networks
RUL Remaining Useful Life
RVM Relevance Vector Machine
SAE Sparse Autoencoder
SOM Self-organizing Maps
SVM Support Vector Machine
TDNNs Time-delay Neural Networks
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I. INTRODUCTION

AUTONOMOUS ships operate on the surface of the water
entirely by themselves. Semi-autonomous ships require

specialists and technicians who operate and monitor them
from an onshore location through a satellite data link [1]. The
industry as well as academics widely expect that autoships,
a term that encompasses both, will increase the performance
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of maritime operations, improving safety and profitability of
industries that use them [2]. Many projects are undertaking
to create such vessels [3]. Autoships will rely on complex
and integrated systems to perform their main functions, and
degradation of such systems during operation poses a serious
threat to operations. Thus, they will require intelligent main-
tenance decision support systems (DSSs), which has begun to
develop.

In general, maintenance in shipping follows either a re-
active maintenance (RM) or preventive maintenance (PM)
approach [4]. RM introduces high risks of unscheduled down-
time, while PM provides relatively high reliability, but at
unnecessary costs due to predetermined maintenance inter-
vals [5]. PM also will not detect random failures, which
are in fact the most common failure pattern in the maritime
industry [6]. Thus, a more predictive maintenance approach
is necessary in order to identify these kinds of failures. A
predictive system will considerably increase the operation
performance and drastically decrease unexpected system fail-
ures [7].

During the past decade, Prognostics and Health Management
(PHM) has emerged as a promising engineering discipline
for predictive maintenance decision support. It has enhanced
potential to detect, isolate, and identify precursor and/or incip-
ient faults of components and sub-components, monitors and
predicts the progression of the fault, and provide decision-
support or automation to develop maintenance schedules and
asset management procedures [8]. Indeed, recent studies have
confirmed that PHM is a positive alternative to traditional
Condition Based Maintenance (CBM) and has therefore gained
attention in both academia and the maritime industry [8]–[10].
However, DSSs with a high degree of decision automation
have continue to fail frequently in industrial applications [11].
Accordingly, intelligent PHM systems require more precise
and robust data-driven algorithms than systems to date have
used.

PHM systems thus far have depended on traditional data-
driven diagnostics and prognostics approaches [12]–[15] and
signal processing techniques [16]. With the development of
internet of things (IoT) and rise with big data, the traditional
approaches confront several challenges when processing the
increased volumes of data. Typically, they exploit human-
engineered feature extraction methods, supervised machine
learning algorithms, and shallow architectures. Thus, the tra-
ditional approaches are highly application-dependent, require
large quantities of labeled training data, and are simply not
designed for complex and large data sets in real-world appli-
cations [17], [18].

However, during the past decade with increased processing
power and great progress in graphics processors [19], DL
techniques have seen rapid developments. The areas of signal
and information processing [20], speech recognition [21]–[23],
images [24], [25], natural language processing [26], [27], and
visual tracking [28] have seen significant improvements. DL
techniques consist of several layers of non-linear process-
ing stages. They utilize supervised or unsupervised learning
strategies to automatically extract feature representations from
raw input data. As a result, they are able to capture com-

plicated, hierarchically statistical patterns in more complex,
high dimensional and noisy real-world data [29]. For this
reason, DL techniques are the most promising area of research
to overcome the limitations of traditional diagnostics and
prognostics approaches [30]. Nonetheless, issues remain that
make it difficult to apply DL techniques to practical PHM
problems.

Autoships requires intelligent PHM systems that must be
capable of providing reliable diagnostics and prognostics in-
formation in varying operating environments [31]. Addition-
ally, lack of onboard crew members and the introduction of
highly automated systems necessitate an end-to-end solution.
DL techniques are less application-dependent than traditional
machine learning algorithms because they are able to process
raw and varying sorts of input data. Consequently, human-
engineered feature extraction methods are not necessary. DL
techniques therefore require minimal human input in the data
processing stage and can be considered an end-to-end solution.
Nevertheless, DL techniques are still normally applied to per-
form supervised classification and/or regression tasks within
the PHM domain [32]–[34]. With respect to autoships and the
maritime industry generally, the lack of fault labels and run-
to-failure data of components and sub-components are major
issues towards successful implementation of PHM systems
based on current DL techniques [35].

This paper reviews and discusses both theoretical and
practical issues regarding DL techniques. The broad PHM
applications and extensive literature make it impossible for
one review to embrace all the work in the field. This review
aims to provide a summary of the most important advances in
DL techniques recently applied to PHM suitable for autoships
and the maritime industry. The important advances introduced
in this paper mainly took place from 2013 to 2018. The
current research status and issues, benefits, challenges, and
future research opportunities will be discussed. Although many
DL techniques can be used for PHM purposes, the focus
nonetheless is on Autoencoder (AE), Convolutional Neural
Network (CNN), Deep Belief Network (DBN) and Long-Short
Term Memory (LSTM). This is primarily because they are
well-established and show great promise for future work.

The overall organization of the paper is as follows. Sec-
tion II introduces the necessary background on PHM and DL.
Section III considers the main benefits in applying PHM based
on DL in autoships, as well as the most important challenges
that arise in the field. Section IV reviews DL applied to PHM
in other applications suitable for autoships and the maritime
industry. This section elaborates strengths and weaknesses in
a more theoretical and practical understanding. To the best of
the authors’ knowledge, the use of intelligent PHM systems
based on DL techniques in autoships have not yet been studied
comprehensively. Thus, section IV will provide inspiration to
obtain both knowledge and understanding. Section V provides
discussions regarding suitable solutions for autoships, con-
sisting of important open questions, existing problems, and
future research opportunities. Finally, Section VI concludes
the survey paper.
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Fig. 1: CBM flowchart adopted from [44].

II. BACKGROUND: PROGNOSTICS AND HEALTH
MANAGEMENT AND DEEP LEARNING

In this section, the necessary background on PHM and DL
will be introduced. First, PHM is defined in general. Next,
each step of PHM is explained and discussed. Finally, DL is
presented with its promising aspects.

A. Prognostics and Health Management

PHM is an emerging engineering discipline that strives to
decrease and ultimately eliminate inspections and time-based
maintenance intervals [36]. This will be achieved through
accurate condition monitoring (CM), precursor and/or incipient
fault-detection, -isolation and -identification, and prediction
of approaching failures. PHM amplifies and integrates the
principles of both CBM and Reliability Centered Maintenance
(RCM). It is designed to predict and protect the integrity
of complex systems, components, and sub-components by
avoiding unforeseen operational problems [37]. This creates
a robust system to optimize maintenance decision making
in order to increase the reliability and expected lifetime of
industrial systems. Industrial systems such as the automotive
industry [38], [39], the U.S Department of Defence [40], the
aerospace and aviation industries [41], [42], and manufacturing
systems [43] have recently integrated PHM with success.

PHM consists of seven steps initially defined from
CBM [44]. Figure 1 illustrates the steps. The following sub-
sections briefly discuss each step.

1) Data acquisition and processing: Data acquisition is
the process of accumulating and storing raw sensor data
related to the system condition. The data collected is usually
categorized as CM data and event-data. CM data is the sensor

measurements associated with the system health, while event-
data is the knowledge obtained from an event (e.g. what kind of
failure did occur, when and where did the failure take place,
who performed the maintenance procedure) [45]. Event-data
provides useful information as to the performance of current
features, as well as feedback in redesign or enhancement of
features [44]. Thus, it is as important as CM data, although
humans generally enter it manually, making it more fallible.
An optimal maintenance system should automatically collect
the event-data.

Data processing includes data cleaning and data analy-
sis. Cleaning isolates potential human and/or sensor faults
and eliminates data that reflects these errors. The data can
be a value type, a waveform type, or a multidimensional
type [44]. Waveform and multidimensional data may contain
noise. Therefore, cleaning also generally includes methods like
amplification, data compression, data validation, denoising,
and filtering to enhance the signal-to-noise ratio [46]. Data
analysis extracts condition indicators that represents incipient
and/or precursor failures or faults. The main purpose of those
features is to maximize diagnostics and prognostics accuracy
in order to decrease false alarms. The literature has described
processing techniques like wavelet transform, data denoising,
and data smoothing [47], [48]. [46], [49] describes signal
processing and feature extraction.

2) Diagnostics and prognostics: An effective PHM system
includes diagnostics and prognostics approaches in order to
provide ample and efficient decision support or automation.
Diagnostics identify, localize, and determine the severity of an
evolving fault condition [36]. It involves fault detection, fault
isolation, and fault identification [50]. Fault detection, also
called health/condition assessment [37], [45], compares sensor
data with expected operational performance, that is, expected
values of system parameters such as pressure, temperature, and
vibration, to identify irregular operating conditions. Fault iso-
lation involves pinpointing the component or sub-component
that is degraded. Fault identification determines fault- type and
dimension according to classes associated with specific values
of measured signals [51]. Normally, this classification process
uses a supervised classifier (e.g. machine learning algorithm)
to classify various faults.

Prognostics predict the progression of faults, and hence, esti-
mate the available time before a component or sub-component
loses its operational ability, namely, before a failure [52]. Be-
cause the large uncertainties involved, researchers have called
prognostics “the Achilles’ heel” of PHM [53], [54]. According
to [55], the technical definition of prognostics is the estimation
of time to failure (ETTF). However, in line with common usage
in the literature, this paper uses the technical term remaining
useful life (RUL). Any RUL estimation should include asso-
ciated confidence intervals, which will indicate the window in
which maintenance or repair must be conducted [53]. Such
intervals add assurance of continuous operation in spite of the
inherent uncertainty associated with the degradation process,
human errors, and flaws in both the diagnostics and prognostics
approach applied in the PHM system [56]. Maintenance de-
cisions based on prognostics information should be grounded
in confidence intervals instead of a particular RUL value. The
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Fig. 2: A hierarchy of the three main diagnostics and prognos-
tics approaches.

TABLE I: Recent PHM/CBM reviews based on traditional
diagnostics and prognostics approaches (the years between
2006 and 2017).

Author Refs. Year PHM application Approaches
Tahan et al. [60] 2017 Diagnostics and

prognostics:
Gas turbines

Data-driven
Model-based
Hybrid

Bailey et al. [61] 2015 Diagnostics and
prognostics:
Engineering systems

Data-driven

An et al. [62] 2015 Prognostics:
Fatigue crack growth

Data-driven
Model-based

Lee et al. [8] 2014 Diagnostics and
prognostics:
Rotary machinery systems

Data-driven
Model-based

Sikorska et al. [56] 2010 Prognostics:
Selection of RUL models

Data-driven
Model-based

Vachtsevanos et al. [50] 2006 Diagnostics:
Book chapter

Data-driven
Model-based

Vachtsevanos et al. [53] 2006 Prognostics:
Book chapter

Data-driven
Model-based

Roemer et al. [63] 2006 Prognostics:
Engines

Data-driven
Model-based

Jardine et al. [44] 2006 Diagnostics and
prognostics:
Machinery systems

Data-driven

confidence intervals increase the reliability of the PHM system.
Successful prognostics depend on accurate diagnostics [11],

[56], [57]. Diagnostics is necessary when prognostics fails and
can prevent future failures of similar characteristics [44]. Even
so, prognostics are considered more important than diagnostics
to the ultimate goal of zero-downtime performance. This is
because prognostics has the potential to prevent failures be-
fore they occur. Nevertheless, several challenges to successful
implementation still exist. Thus the challenges, which [58]
describes, should be addressed.

No common accepted prognostics methodology exists [43].
Figure 2 illustrates the three most common, however, which are
Data-driven, Model-based, and Hybrid. The hybrid approach
is a combination of data-driven and model-based approaches,
aiming to utilize strengths of both approaches while avoiding
their weaknesses [59]. Table I provides a summary of the
most comprehensive PHM/CBM reviews regarding traditional
diagnostics and prognostics approaches considered in this
survey paper.

3) Decision support and HMI: The final object of a PHM
system is to provide reliable decision support or automation

in order to enable effective maintenance scheduling. Decision
support should assist a decision maker (DM), while decision
automation uses software to provide entirely autonomous de-
cisions [64]. However, according to [11], the output of today’s
industrial PHM systems usually constitutes decision support,
as decision automation has not been integrated globally.
Normally, inputs from human experts (application-dependent
domain knowledge) and a DM who interprets the outputs
compose the system [65]. Nevertheless, the human expert-
generated input will fail when it encounters new conditions,
that the knowledge base does not define. In addition, the
most proficient DM has an insufficient cognitive capacity to
analyze and understand large quantities of information [66].
Hence, decision support in the age of big data is subjected
to uncertainties and does not always ensure good quality
decisions. The literature provides several excellent reviews
discussing this issue [11], [65], [66].

The advantages of a PHM system are highly connected to
the decision-making based on the accumulation and under-
standing of diagnostics and prognostics information. Making
the best decisions based on complex and large quantities of
information is difficult [66]. However, advanced and deep
signal processing and machine learning techniques are evolv-
ing rapidly [18]. These techniques provide automatic feature
extraction and unsupervised learning procedures. Thus, such
techniques minimize the human expert-generated input and
have the potential to contribute to more intelligent PHM
systems.

As [11] propose, the reliability of a fully autonomous (intel-
ligent) PHM system needs to be greater than 99%. This level
of reliability makes it possible for the PHM system to provide
directions for maintenance procedures transferring directly
from the system to the maintenance personnel, without the
involvement of a DM. Another important aspect of autonomous
PHM systems is that they must prove reliability in order
to utilize the “black-box” approach. PHM systems with low
reliability should enable user-access to the source code in order
to promote understanding and trust in the system [11].

The human machine interface (HMI) is also an important
perspective regarding understanding and trust since the screens
and displays heavily affect how a DM or the maintenance
personnel understand the PHM system. A web-based PHM
system, in which the user interacts using a thin-client web
browser, has several advantages. According to [67], this system
is powerful to retrieve, analyze, and visualize structured data
from high-dimensional databases. It can provide access to
unstructured data and promote communication and decision
making in distributed teams [67].

B. Deep Learning
In recent years, DL has turned into an extremely active sub-
field of machine learning. DL and big data are probably the
most significant trends in the fast-growing digital world [19].
According to the National Institute of Standards and Technol-
ogy (NIST) [68], big data is “the large amount of data in the
networked, digitized, sensor-laden, information-driven world.”
NIST goes on to note that big data “can overwhelm traditional
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technical approaches and the growth of data is outpacing
scientific and technological advances in data analytics.” Big
data forces a dramatic paradigm shift towards data-driven
approaches and discoveries within scientific research. [18],
[19] provide exceptional reviews regarding the relationship
between big data and DL. In addition, machine learning is now
a major technical field of the signal processing society [69].

The expansion of big data and IoT tends to make tradi-
tional machine learning algorithms like Hidden Markov Model
(HMM) [70], Support Vector Machine (SVM) [71], and Neural
Network (NN) with one hidden layer [61] vague, creating
several challenges. First, traditional algorithms utilize shallow
architectures, with only two stages of data-dependent compu-
tation elements. This means that shallow architectures contain
only a small number of non-linear processing transformations.
Previous analyzes of the boolean circuit complexity theory
literature [72], [73], have revealed that shallow circuits require
exponentially more elements than deeper circuits [74]. Accord-
ing to [75], this applies also to shallow and deep architectures
in machine learning algorithms when they are required to
process highly non-linear and varying functions. Consider the
parity function with d inputs. Gaussian SVM requires 2d

parameters, NN with one hidden layer requires d2 parameters,
while a deep architecture requires d parameters with log2 d
layers. As a result, shallow architectures are inefficient due
to the increased number of computational elements (e.g. hid-
den units), which require many examples [75]. Consequently,
Gaussian SVM and NN with one hidden layer suffer from
a decreased capacity to process more complex and high-
dimensional real-world data with accuracy [16], [29]. Second,
most traditional machine learning algorithms use supervised
learning procedures. This means they require large quantities
of high-quality labeled training data. However, in real-world
applications large amounts of the data are unlabeled, and
according to [76], most data collected in the age of big data
is heterogeneous and unstructured. Finally, traditional machine
learning algorithms lack the ability to extract and organize the
discriminative information from the data [77].

Over 60 years ago, Richard Bellman declared that learning
complexity grows exponentially with the linear increase in the
dimensionality of the data [17]. He named this phenomenon
“The curse of dimensionality” [78]. During the last decades,
researchers have applied human-engineered feature extraction
methods to the data processing stage to reduce the dimension-
ality of the data so that traditional machine learning algorithms
can process it [17]. As a consequence, much of the actual
work in using traditional machine learning algorithms goes
into the design of the features because the performance of the
algorithms relies heavily on the chosen method [77]. Hence,
human-engineered feature extraction methods require precise
engineering and substantial domain expertise, and the applied
algorithm becomes highly application-dependent [79].

Recent discoveries in neuroscience, increases in computing
power and an explosion of digital data have been the central
motivational factors for the emergence of DL. The discoveries
in [80], [81] clarify that the neocortex allows signals to propa-
gate through a complex hierarchy of units. In time, these units
will learn to represent observations based on the regularities

they express [17]. DL focus on similar characteristics as the
neocortex. Actually, DL is a three-decade-old technique and a
renewal of the even older NNs [82].

Great advances and innovations have been achieved in DL
since 2006 [75], [83]–[85]. At that time researchers, gathered
by the Canadian Institute for Advanced Research, introduced
unsupervised learning strategies that could extract features
without requiring labeled training data, that is, capture statisti-
cal patterns in the observed data [79], [86]. Unsupervised DL
techniques introduce hierarchical structures to automatically
extract important features, from low-level input observations to
high-level abstractions, using unsupervised pre-training where
all layers are initialized. After precise fine-tuning, the highest
level abstract features will normally be the input to a super-
vised classifier or regressor, minimizing the global training
requirement [87].

More specifically, a DL technique is a multilayer stack of
non-linear processing stages to compactly (with few param-
eters) represent highly non-linear and varying functions [75].
Most of the stages are subjected to supervised or unsupervised
learning and compute non-linear input-output mappings. Each
stage modifies its input in order to increase both the invariance
and selectivity of the representation [79]. Consequently, DL
techniques can often capture complex, hierarchically statis-
tical patterns in unstructured, high dimensional, and noisy
real-world data [29]. With multiple non-linear layers, DL
techniques make possible extremely involved functions of its
inputs that, at the same, are time-sensitive to small details and
insensitive to large irrelevant variations [79].

In the past decade, DL techniques have shown fast ad-
vancements with notable impacts on signal and information
processing [20], beaten records in image recognition [25]
and speech recognition [22], and outperformed traditional
machine learning algorithms in natural language understanding
[27], and diagnostics and prognostics purposes [32], [88]. In
addition, as [19] state, DL is going to play an important role
in prediction tasks due to increased processing power and the
advances in graphics processors. A great historical survey of
DL is given in [89]. It summarizes both current work and
work from the previous millennium, including the history of
supervised learning and back-propagation.

III. AUTONOMOUS SHIPS: BENEFITS AND CHALLENGES
IN APPLYING PHM BASED ON DL

Only three years ago, most people considered autoships as a
futuristic fantasy [3]. Today, however, this preconception has
changed drastically. In fact, autoships will almost certainly be
in commercial use by the end of this decade [3]. The first
vessels will require a few crew members, however, at least to
operate in challenging maritime areas. The transition to totally
human-free autoships will likely take place gradually over a
period of a few decades [3].

According to [3] and [31], securing regulatory approval,
support from the industry, and public acceptance for autoships
requires evidence they are at least as safe as traditional ships
used for similar operational tasks. As they will ultimately, have
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no maintenance personnel on board ready to perform unsys-
tematic maintenance, safety critical systems and components
must be more reliable than on traditional ships.

Autoships will transfer real-time diagnostics and prognostics
information to shore to permit analysis and prioritization of
issues of critical systems and components. Todays maritime
maintenance procedures, by contrast, typically follow an RM
or PM approach [4]. RM can be described as post-failure repair
of components or sub-components, while PM involves pre-
determined maintenance intervals based on constant intervals,
age-based or imperfect maintenance [5]. Traditional ships tend
to rely heavily on onboard maintenance personnel since it is
less costly to conduct RM and/or PM approaches while still
at sea [31].

RM would create large and unnecessary costs when critical
system/component failures occur during operation of auto-
ships. Both the process of dispatching maintenance personnel
while the autoship is still at sea and the process of guiding the
vessel back to shore in order to perform repairs would create
random and unplanned downtime, compromising efficiency.
On the other hand, the constant and experience based main-
tenance intervals utilized in PM could be scheduled around
predetermined port of calls. This will, of course, provide high
reliability, but it involves unneeded maintenance inspections
and procedures of completely functional systems. It also might
not prevent the random need for maintenance involved in
RM, since random failures are the most common type in the
maritime environment [6]. The need for predictive maintenance
approaches, such as intelligent PHM systems, is clear.

Based on the background information and brief discussion in
Section II, it is obvious that DL techniques have the potential
to overcome the limitations of traditional machine learning
algorithms applied to diagnostics and prognostics purposes.
For that reason, DL techniques are highly suitable to be applied
in intelligent PHM systems. The next step in this survey paper
is to introduce and discuss benefits and challenges in applying
Prognostics and Health Management based on deep learning
(PHMDL) in autoships.

A. Benefits
• Normally, critical systems on traditional ships are over-

engineered by built-in redundancy. In this way, traditional
ships complete their operational tasks even if a serious
functional failure occurs. This design philosophy is re-
lated to historical inaccessibility to shore [90]. However,
Inmarsat and Telenor have recently launched the data
transfer satellites Inmarsat-5 and Thor 7, respectively,
which will provide high-speed broadband connections to
ships at sea [1]. This will enable new design philoso-
phies, including online PHMDL systems, as alternatives
to the legacy redundancy policy. Real-time diagnostics
and prognostics of components and sub-components in
which online PHMDL systems are referred to an onboard
system that links to shore will make it possible to con-
tribute the most efficient operating conditions possible,
and enable future autoships without onboard maintenance
personnel [31].

• The ultimate goal of a PHMDL system is to achieve zero-
downtime performance. Real-time and reliable RUL esti-
mations, with associated confidence intervals, of different
components and sub-components, will have an enormous
impact on the maintenance procedure and safety concept
on autoships. When the RUL of a faulty component is
estimated, the maintenance procedure can be scheduled
to the next appropriate port of call, or if necessary,
dispatching maintenance personnel before a failure occurs
when the autoship is still in operation [1]. This will
significantly increase the operational performance, and
at the same time, drastically decrease unexpected system
failures. In addition, reliable estimations will provide trust
in safe behavior in offshore activities [7].

• According to [1], the insurance company Allianz reported
in 2012 that between 75% and 96% of marine accidents
are a result of human errors. This is mainly a result
of human exhaustion, but also because today’s maritime
activities require humans both to manage planned opera-
tional activities and make complicated decisions based on
the overall system conditions [7]. Autoships will reduce
both the number of crew members and the influence of
human DMs due to increased autonomous and intelligent
operational planning and decision making. In this way,
autoships will have the potential to decrease human errors
and the risk of injury to crew members [31]. PHMDL
systems have great potential to contribute to this human
error reduction since these systems are less dependent on
prior knowledge and human influence.

B. Challenges
• Autoships requires adaptation and integration within the

functioning of a business of an organization, and hence,
significant changes in the organizational culture [4]. The
introduction of autoships also involves confidence and
trust in “black-box” systems, such as a PHMDL system.
These systems are intelligent in that they transfer di-
rections for future maintenance procedures directly from
the autoship to the maintenance team on shore. In order
to act as a fully autonomous and intelligent system, the
PHMDL system must adapt to the varying operational and
environmental conditions that occur in the harsh maritime
environment [35].

• A further concern is the continuous flow of data to shore.
Autoships depend on heavily integrated and complex
systems to deliver their main functions. As a result,
the associated flow of sensor data becomes massive,
high-dimensional, heterogeneous, and unstructured. The
PHMDL system will have to provide automatic pre-
processing and dimensionality reduction schemes. This
massive flow of data also presents a cybersecurity chal-
lenge, as hackers would threaten safe maritime opera-
tions [1].

• A great challenge in the maritime industry is the
lack of run-to-failure data of components and sub-
components [35]. Traditional ships are often application-
designed and unique, or batch-produced in two to ten
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vessel series [4]. These short series creates a slow ac-
cumulation of relevant failure data compared to, for
instance, the aviation industry that produces hundreds of
the same aircraft in series [4]. In addition, traditional ships
are typically equipped with components from several
different manufacturers [91]. The resulting diversity of
uncoordinated monitoring systems increases the complex-
ity of the failure data. With respect to the introduction of
autoships and PHMDL systems, it would be advantageous
to build extensive databases regarding run-to-failure data
of critical and relevant components and sub-components.
This could be realized if stakeholders agreed to cooperate
to share data.

C. Summary
Reliable and real-time diagnostics and prognostics in auto-
ships have the potential to improve efficiency, maintenance
procedures, and safety aspects. Based on the above-mentioned
challenges, such as varying operational and environmental
conditions and massive data flows, DL techniques will be
superior to the combination of human-engineered feature ex-
traction methods and traditional machine learning algorithms.
This is because DL techniques utilize unsupervised learning
procedures to automatically extract key features and reduce
the dimensionality of raw unlabeled input data. Accordingly,
DL techniques do not require human-engineered feature ex-
traction methods, such as Mel-frequency Cepstrum Coefficient
(MFCC) or wavelet transform, in the data processing stage.
This means that the diagnostics and prognostics accuracy
of a PHMDL system is less application-dependent. For that
reason, PHMDL systems will have the potential to perform
diagnostics and prognostics under different environmental and
operational conditions. However, DL techniques are usually
used to perform supervised classification and/or regression
tasks. For that reason, available run-to-failure databases would
be advantageous. The next section reviews recent PHMDL ap-
plications. This is to fully elaborate strengths and weaknesses
in a more theoretical and practical understanding.

IV. APPLICATIONS OF DEEP LEARNING TO PROGNOSTICS
AND HEALTH MANAGEMENT

In recent years, DL has emerged as an innovative and encour-
aging research field for PHM [30]. This section introduces
and reviews well-established DL techniques like Autoencoder
(AE), Convolutional Neural Network (CNN), Deep Belief Net-
work (DBN) and Long-Short Term Memory (LSTM) based on
applications to PHM in the recent five years. This information
will support the need for creativity and inspiration in producing
PHMDL possibilities for autoships.

A. Deep Belief Network
1) Introduction: In 2006, Hinton et al. [83], introduced a

greedy layer-wise unsupervised learning algorithm. This was
the first valid algorithm for training fully-connected deep
architectures, and hence, marked the starting point for notable
progress in DL. The algorithm was originally introduced

for DBNs and improved previous optimization problems of
training deep architectures by initializing the weights in a
region near a good local minimum [75]. The algorithm makes it
possible to automatically learn internal representations of data.
These internal representations are high-level abstractions of the
input and allow a network to produce complex input-output
mappings directly from data [87]. In this way, the algorithm
is, in theory, not dependent on human-engineered features in
the data processing stage.

The fundamental ideas of the algorithm are as follow [75],
[87];

1) Pre-train one layer at a time in a greedy way. In other
words, layer n is kept fixed while the n − th layer is
trained using the output of n as the input.

2) Perform unsupervised learning at each layer in order to
maintain information from the input.

3) Fine-tune the whole network with respect to the global
training requirement.

DBNs consists of several layers of Restricted Boltzmann
Machines (RBMs) [92], and normally some additional layers
to conduct e.g. classification or regression tasks.

RBMs [29], [75], [86], [93], [94] are probabilistic gener-
ative models that learn a joint probability distribution from
unlabeled training data. They are a special type of Markov
random fields, typically with Bernoulli or Gaussian stochastic
visible units, v, in a single input layer and Bernoulli stochastic
hidden units, h, in a single hidden layer. Normally, as shown
in Figure 3, the visible and hidden units are fully connected
with bias vectors, b and c, respectively, and weight matrix,
w. In addition, units in the same layer have zero connections.
Consequently, RBMs can be defined as symmetrical bipartite
graphs. The hidden layer in the first RBM will serve as the
input layer for the second RBM.

The Bernoulli-Bernoulli RBM (BB-RBM) is the binary
version of RBMs. It is an energy-based model with the joint
probability distribution specified by its energy function [93]:

P (v, h) =
1

Z
e−E(v,h) (1)

The energy function is given by:

E(v, h) = −
V∑
i=1

bivi −
H∑
j=1

cjhj −
V∑
i=1

H∑
j=1

wijvihj (2)

where wij represents the weight between the binary states of
visible unit vi and hidden unit hj , bi and cj denotes the bias
terms, while V and H indicates the numbers of visible and
hidden units, respectively. The partition function, Z, is given
by summing all possible combinations of visible and hidden
vectors. It ensures that the distribution is normalized:

Z =
∑
v

∑
h

e−E(v,h) (3)

Due to the fact that RBMs are symmetrical bipartite graphs,
the conditional probabilities p(v|h) and p(h|v) are factorial,
and can be efficiently calculated as (see full derivation in [86],
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[93]):

P (vi = 1|h) = σ
(
bi +

H∑
j=1

wijhj

)
(4)

P (hj = 1|v) = σ
(
cj +

V∑
i=1

wijvi

)
(5)

where σ is the activation function. The logistic sigmoid func-
tion 1

1+e−x is a usual choice [29].
For real-value data applications, Gaussian-Bernoulli RBM

(GB-RBM) is normally used as the initial RBM to convert real-
valued stochastic variables to binary stochastic variables [95],
[96]. The second RBM can then be a BB-RBM with a rectified-
linear unit (ReLU) [97] transformation as the activation func-
tion for further processing. The energy function for GB-RBM
is given by [93]:

E(v, h) =

V∑
i=1

(vi − bi)2

2γ2i
−

H∑
j=1

cjhj −
V∑
i=1

H∑
j=1

vi
γi
hjwij (6)

where γi is the standard deviation of visible unit vi. The
corresponding conditional probabilities are expressed by:

P (vi = x|h) = 1
γi
√
2π
exp

(
−

(x−bi−γi
∑

j
hjwij)

2

2γ2
i

)
(7)

P (hj = 1|v) = σ
(
cj +

V∑
i=1

wij
vi
γi

)
(8)

where x is a real number. In practice, to make the model
implementation of GB-RBM more simple, the input data
should be normalized to have zero mean and unit variance [93].
It should be noted that a study conducted in 2010 has shown
that noisy ReLUs works better than Bernoulli stochastic units
in RBMs hidden layer [98].

The contrastive divergence (CD) [99] update rule is used to
train RBMs:

∆wij = ε
(
〈vihj〉data − 〈vihj〉recon

)
(9)

where ε is the learning rate and 〈∗〉 denotes expectations under
the distribution. The first expectation is with respect to the
data distribution and samples visible units based on hidden
units (Equation 7). The second expectation has to do with
the reconstructed input data distribution, generated by Gibbs
sampling, which samples hidden units based on visible units
(Equation 8). The reconstruction part of RBM training makes it
a generative model since it guesses the probability distribution
of the original input. The weights between the input layer
and the hidden layer are then updated using Equation 9. This
process will repeat until the parameters converge, that is, the
hidden layer is able to approximate the input layer. Thus,
RBMs model data distribution using hidden units without
the use of label knowledge. After the RBM training process,
the parameters are presented to the DBN. In the end, the
whole DBN architecture is fine-tuned using supervised back-
propagation with a much smaller data set of labeled training

Fig. 3: A simple DBN representation with two hidden layers.
Each visible and hidden unit are essentially nodes where
calculations take place.

data [100]. It should be noted that the training process of
RBMs is crucial in applying DBNs successfully to practical
problems. [93] includes a practical training guide by the
machine learning group at the University of Toronto.

2) Recent applications to PHM: DBNs are capable of
providing automatic feature extraction from unlabeled training
data and of performing supervised classification or regression
tasks by adding one or more additional layers. These properties
are well suited for PHM systems. The paragraphs below review
applications of DBNs to PHM in the years between 2013 and
2017.

Regardless of the well-proven applicability of traditional
data-driven diagnostic approaches, CM through multiple sen-
sors remains one of the major difficulties to be addressed in
the areas of classification and health diagnostics [14]. The
reason for this is that the complexity of the classification model
increases with multiple sensors and heterogeneity of sensor
signals, and hence, the data becomes highly dimensional.
Tamilselvan et al. [32] proposed a novel DBN approach for
use in multi-sensor health diagnostics state classification. The
proposed approach was demonstrated with the publicly avail-
able data set from the competition held at the 1st international
conference on Prognostics and Health Management in 2008
(PHM08) [101]. The data set was produced by the Commer-
cial Modular Aero-Propulsion System Simulation (C-MAPSS),
provided by NASA [102]. In addition, two case studies were
conducted for further demonstration. The DBN provided better
classification performance compared with four traditional data-
driven diagnostic algorithms; SVM, back-propagation Neural
Network (BP-NN), self-organizing maps (SOM), and Maha-
lanobis distance (MD). However, in this study, labeled training
data was used for different health states. Thus, this study
did not investigate DBNs full potential for automatic feature
extraction of unlabeled training data.

Tran et al. [103] also utilized DBN as the diagnostics
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approach. The proposed approach was validated with signals
from a two-stage reciprocating air compressor under different
valve conditions. The DBN was used to classify faults and
showed superior performance compared to traditional data-
driven diagnostic algorithms, such as Relevance Vector Ma-
chine (RVM) and BP-NN. However, in this study, the DBN
approach was only used for classification, and hence, it did
not examine the automatic feature extraction of unlabeled
training data aspect. On the other hand, the Teager-Kaiser
energy operation (TKEO) and wavelet transform were used
as the feature extraction methods.

Nevertheless, the automatic feature extraction aspect was
heavily explored in [100] and [104]. Yang Fu et al. [100]
demonstrated that the performance of the traditional data-
driven diagnostics algorithms SVM, Multilayer perceptron
(MLP) and k-means, strongly depends on the human-
engineered feature method selected. Three kinds of features
are included in this comparison: raw vibration data with nor-
malization, MFCC, and wavelet method. In this study, the DBN
consistently presented wonderful classification performance
in all three features. This shows that DBN is a promising
automatic feature extraction tool to be used on raw signals
without too much data preparation. [104] is a similar study.
Li et al. utilized a DBN as a statistical feature learning tool
for bearing and gearbox systems in time, frequency, and time-
frequency domains. The proposed approach indicated better
classification results compared to SVM and a single layer of
GB-RBM.

Various traditional data-driven prognostics approaches have
been proposed for different applications. Normally, they in-
volve human-engineered feature extraction methods in combi-
nation with a single traditional machine learning algorithm. As
a consequence, these traditional approaches can hardly main-
tain good generalization performance and adapt to different
prognostics applications. However, Zhang et al. [105] pro-
posed a multiobjective DBN ensemble (MODBNE) method.
MODBNE applies a multiobjective evolutionary ensemble
learning framework combined with the DBN training process.
In this way, the proposed method is able to create multiple
DBNs of varying accuracy and diversity, which in fact are two
conflicting objectives. The evolved DBNs are then combined to
perform RUL estimations. The proposed method was evaluated
by the publicly available C-MAPSS data set, the turbofan
engine degradation simulation data set [106] produced by the
C-MAPSS and provided by NASA. The big difference between
the PHM08 data set and the C-MAPSS data set is that only
the latter provides true RUL targets. The proposed approach
was compared with several traditional data-driven algorithms.

Deutsch et al. [107] introduced a deep architecture for RUL
estimations of rotating components using vibration sensors.
The proposed approach combines the automatic feature learn-
ing ability of DBN, and the predictive power of feed-forward
Neural Network (FNN). The approach is termed DBN-FNN
and has the opportunity to either utilize processed vibration
features or extract features from the vibration data to estimate
RUL. The RUL estimation includes confidence boundaries
obtained by the re-sampling technique jackknife. The pro-
posed approach overcomes the limitations of traditional data-

driven approaches by performing automatic feature extraction
and RUL estimations without human interference or prior
knowledge. Thus, the DBN-FNN approach confirms potential
towards the application of autoships.

To enable accurate RUL estimations, feature extraction is
a vital step. Liao et al. [108] proposed an enhanced single
layer RBM with a novel regularization term to automatically
generate features that are suitable for RUL estimations. The
main advantage of the regularization term is that it tries to
maximize the trend of the output features. Consequently, it has
the potential to make better representations of the degradation
patterns in the system. The proposed approach is compared
with traditional RBM and principal component analysis (PCA).
This method has the opportunity to be extended to a DBN
by stacking multiple enhanced RBMs. However, the proposed
approach is based on a Gaussian-Gaussian RBM (GG-RBM).
According to [75], DBNs containing only Gaussian units will
only be able to model Gaussian data. In addition, the mean-
field propagation through a Gaussian unit gives rise to a
purely linear transformation. Hence, the internal representa-
tions would be completely linear. In other words, Gaussian
transformations do not work well on RBMs’ hidden layers.

Jiang et al. [109] proposed a deep architecture involving
a DBN and a non-linear kernel-based parallel evolutionary
SVM. The objective was to predict evolution states of complex
systems in classification tasks. The goal of the algorithm is to
predict class labels of test data without any label information.
In two case studies, the proposed approach outperformed both
SVM and the traditional DBN.

DBNs have also been successfully and heavily applied in
time series forecasting [110]–[112].

B. Autoencoder
1) Introduction: The greedy layer-wise unsupervised learn-

ing algorithm introduced by Hinton et al. [83] and further
analyzed by Bengio et al. [75], can be applied not only to
RBMs but also to AEs. An original AE [29], [75], [77], [86],
[94] is an FNN, normally with one hidden layer, trained to
reproduce its input to its output by forcing the computations
to flow through a “bottleneck” representation [74], namely,
dimensionality reduction. The hidden layer, h, describes a code
used to represent the input, x. The network consists of two
parts: an encoder function h = fθe(x) and a decoder function
that produces a reconstruction r = gθd(h). If the AE learns the
identity function, gθd(fθe(x)) = x, it will not be effective to
extract meaningful features [113]. However, modern variations
of the original AE are normally restricted to only copy input
that is similar to the training data. Consequently, the AE is
forced to prioritize which characteristics of the input it should
copy. Thus, it often learns useful features of the data, and at
the same time, filters useless information [94]. In addition,
since the input vector is transformed into a lower dimension,
the efficiency of the learning process can be increased [20].
Figure 4 shows a simple AE. It should be noted that AE is
also called autoassociator in the literature.

The visible units, x, in the input layer, the hidden units,
h, in the hidden layer, and the reconstruction units, r, in the
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Fig. 4: Simple structure of an autoencoder. Three nodes in
the input and output layer and two nodes in the hidden layer
(bottleneck).

output layer are connected with weight matrices, w1 and w2.
The hidden layer and the output layer have bias vectors b and
c, respectively. As opposed to the parameterization of RBMs
(single weight matrix), the AE framework permits a different
matrix in the encoder, θe ={w1, b}, and in the decoder, θd
={w2, c}. Nevertheless, in practice it is common to use tied
weights, w2 = (w1)T , [77]. This provides the parameterizations
identical and serves as a regularizer since it constrains the
parameter space [29]. θe and θd are learned concurrently on
the task of reconstruction and compared to the original input
in order to obtain the lowest possible reconstruction error
L(x, r) [77]:

JAE(θe, θd) =
∑

L(x, gθd(fθe(x))) (10)

where L is a loss function such as the squared error L(x, r) =
||x− r||2. Basic AE training consists in finding values of the
weights and biases in order to minimize L(x, r). The most
normal encoder and decoder function are affine (feed-forward)
mappings, optionally followed by a non-linearity [77]:

fθe(x) = σf (bj +
∑
i

w1
jixi) (11)

gθd(h) = σg(ci +
∑
j

w2
ijhj) (12)

where σf and σg are the encoder and decoder activation
functions. It should be noted that the choice of activation
and loss function depends on the input domain range and
character. AEs can be stacked, like the RBM, to form a deep
architecture. Thus, the training procedure is equivalent to the
one introduced for DBNs [83], but using AEs rather than
RBMs. [74] presents a comparative study regarding AEs and
RBMs. This study suggests that DBNs have a slight edge over
stacked AEs. According to [86], this is probably because CD
is closer to the log-likelihood gradient than the reconstruction
error gradient. There exist several modern variations of the

original AE in the literature. In the following subsections, the
Denoising Autoencoder (DAE) and the Sparse Autoencoder
(SAE) will be introduced in relation to recent applications to
PHM.

2) Denoising Autoencoder: Vincent et al. [114], [115] pro-
posed the DAE in 2008. This extension of the original AE
was designed to learn more robust representations in a deep
architecture. DAEs are trained with corrupted data, x̃, by
adding noise into the training data through the stochastic
corruption process, x̃ ∼ q(x̃|x). The robustness is achieved
when the DAE reconstructs the clean version of the training
data through the training process. The objective function for
optimization in the DAE is given by:

JDAE(θe, θd) =
∑

IEq(x̃|x)[L(x, gθd(fθe(x̃)))] (13)

where IEq(x̃|x)[∗] represents the average value over x̃ drawn
from the stochastic corruption process x̃ ∼ q(x̃|x) [77]. The
major difference between AE and DAE is that, r is a determin-
istic function of x̃ rather than of x. Hence, DAE must undo
the corruption instead of simply copy the input [94]. DAEs can
also be stacked to form a deep architecture. The greedy layer-
wise training strategy is identical to the strategy for the original
AE and RBM. It should be noted that the stochastic input
corruption process is only applied in the training procedure in
order to learn more robust and valuable representations [116].
Thereafter, the reconstructed clean version is used as the input
to the next layer. Various corruption processes like additive
Gaussian noise, salt and pepper noise, and masking noise can
be considered [115].

3) Sparse Autoencoder: In 2006, Ranzato et al. [117] pro-
posed the learning algorithm for sparse representations. SAE is
also an extension of the original AE that aims to use sparse rep-
resentations in order to produce a simple understanding of the
input data by extracting the hidden structure of the data [20].
The training criterion involves a sparsity penalty term, Ω(h),
on the hidden layer, h, in addition to the reconstruction error
L(x, r) [94]:

JSAE(θe, θd) =
∑

L(x, gθd(fθe(x))) + Ω(h) (14)

The sparsity penalty term Ω(h) is added to the objective
function of the original AE (Equation 10) in order to constrain
the learned features. It controls the number of active neurons
in the hidden layer, h. A neuron is considered active if the
output is close to 1, and inactive otherwise [113]. The sparsity
penalty term is defined as:

Ω(h) = β

H∑
j=1

KL(ρ|ρj) (15)

where β controls the weight, H is the number of neurons
in the hidden layer and KL[∗] is the Kullback-Leibler diver-
gence [118]:

KL(ρ|ρj) = ρ log
ρ

ρj
+ (1− ρ) log

1− ρ
1− ρj

(16)
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where ρ is a hyperparameter (typically close to zero, e.g.
ρ = 0.05 [77]) and ρj is the average activation of the hidden
unit j. As seen from Equation 16, the sparsity penalty term is
zero if ρj = ρ. Thus, the sparsity penalty term will penalize ρj
if it deviates considerably from ρ. In other words, it promotes
partial activations of each hidden unit as specified by ρ [29].
By only activating a few hidden nodes at the same time, the
system robustness is improved. According to [94], SAEs are
typically used to learn features for classification tasks due to
its enhanced performance. After stacking several SAEs to form
a deep architecture, the greedy layer-wise training procedure
is also here identical as for the DAE, original AE, and RBM.

4) Recent Applications to PHM: AEs are, as with DBN,
capable of providing automatic feature extraction from unla-
beled training data, and in addition, performing supervised
classification or regression tasks by adding one or more
additional layers. The modern versions of AE, DAE, and
SAE seem particularly promising for PHM applications and
autoships. DAE is robust to noise and SAE has the potential
to increase the robustness of the system and the performance
of classification tasks. In the paragraphs below, applications
of AEs, DAEs, and SAEs to PHM are reviewed in the years
between 2014 and 2017.

Feature extraction is a crucial part of a PHM system
because it determines the performance of both diagnostics and
prognostics. Lu et al. [119] proposed a stacked AE, containing
two hidden layers, as the feature extraction method for rolling
bearing fault diagnostics. The results indicated that the second
hidden layer provided more precise and identifiable features
than the first hidden layer and the raw features in the visible
layer. Thus, a stacked AE is a promising tool to extract features
from bearing signal data.

Typically, in large industrial systems, the data is derived
from several platforms that could potentially involve different
data types. Based on this, Ma et al. [120] proposed an
architecture with multiple input modalities applied to fault
diagnostics. The proposed approach is using RBMs to obtain
a unified representation for both images and structured data.
Then, the unified representation is the input to a stacked AE
in order to reconstruct the images and the structured data
to obtain abstract features and remove useless information.
In the final layer, a supervised linear classifier is added to
classify the learned features and fine-tune the whole network.
Comparing the proposed approach with BP-NN showed lower
misjudgment rate for both normal and fault conditions.

Jia et al. [121] proposed a novel intelligent fault diag-
nostics method for rotary machinery in order to overcome
the limitations of traditional diagnostic approaches. The main
limitations highlighted in this study are shallow architec-
tures and the requirement of application-dependent human-
engineered feature extraction methods in the data processing
stage. To overcome these limitations, the proposed method
utilized a stacked AE to adaptively extract fault characteristics
(features) from measured signals in the frequency domain,
and automatically classify machinery health conditions. The
proposed method was validated using rolling element bearing-
and planetary gearbox data sets, and finally, compared with
the traditional BP-NN. The results indicated that the proposed

method overcomes the above-mentioned limitations.
Xia et al. [116] also addresses the limitations of tradi-

tional diagnostics approaches, specifically the need for prior
knowledge of features and the requirement of large quan-
tities of labeled condition data as the main limitations. In
addition, most traditional approaches need to be rebuilt or
retrained in order to diagnose new conditions. This procedure
is both computationally expensive and time-consuming. To
overcome these limitations, the proposed method in this study
utilized a stacked DAE with a softmax regression classifier
in the output layer. The results indicated that the proposed
approach is robust to noise, capable of automatically learning
representative features from unlabeled data, and achieves high
performance in fault classification. In addition, the proposed
method is capable of classifying new conditions by fine-tuning
the trained architecture applying small amounts of labeled
data from that new condition. This proves suitability towards
autoships which are subjected to varying environmental and
operating conditions. The proposed method was verified with
a standard data set of bearing faults and compared to SVM
and k-nearest neighbor algorithm.

Thirukovalluru et al. [122] also pointed out the importance
of the feature extraction process in diagnostics systems. This
study compares the classification performance of tradition-
ally human-engineered features and stacked denoising SAE
generated features. The human-engineered features extraction
methods used in this analysis are Fast Fourier Transform (FFT)
and Wavelet Packet Transform (WPT), and SVM and Random
Forest (RF) are used as the classifiers. The stacked denoising
SAE is a variation of the original AE that both utilize the
strengths from DAE and SAE, namely, the input corruption
process and the sparsity penalty term. The results of the
experiments showed that the stacked denoising SAE generated
features achieved higher classification performance than the
human-engineered features methods at least once. The results
were validated using five different data sets: air compressor
monitoring, drill bit monitoring, steel plate monitoring, and
two data sets of bearing fault-monitoring data.

High-quality labeled training data and expert knowledge
are not easily obtained regarding induction motors due to
environmental interference and inherent motor structure com-
plexity. For that reason, Sun et al. [113] also proposed a
stacked denoising SAE in order to improve induction motor
fault classification by reducing the dependency of labeled
data and expert knowledge. The input corruption process
enhances the robustness of the automatically extracted features
and the stability of the proposed architecture. The extracted
features are then used to train a classifier. Both SVM and
logistic regression (LR) are considered as the classifiers. The
“dropout” technique [123] is also introduced in this study.
This is a regularization technique invented in 2014, and it
was integrated into the whole architecture to reduce overfitting
in the training process. For verification, the effectiveness of
proposed architecture was compared with three different BP-
NNs.

C. Long-Short Term Memory
1) Introduction: Recurrent Neural Networks (RNNs) [26],
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Fig. 5: RNN unfolded in time, adopted from [79]. The same
weight matrices (U,V,W) are used at each time step.

[79], [94] are a group of neural networks used for tasks that
involve sequential data. The popularity of RNNs emerged
with the idea of connecting past information to the current
task. In order to do so, traditional RNNs share the same
weights (U,V,W) across several time steps, and this is the
main difference compared to FNN. Weight sharing is important
because a specific piece of information can occur at several
positions within the sequential data [94]. RNNs are usually
trained with the back-propagation algorithm to calculate the
derivative of a total error with respect to all states, St, and
all the parameters [79]. Figure 5 illustrates a simple model of
this.

However, during the early 1990s, [124], [125] discovered a
vanishing and exploding gradient problem. That is, when the
shared (fixed) weight, W , is multiplied by itself several times,
depend on magnitude, the product, W t, will either vanish or
explode [94]. Consequently, when the gap between previous
relevant information and the present task becomes large, the
information will be lost, and hence, the traditional RNN have
difficulties of learning long-term dependencies.

One of the most popular approaches to reduce the difficulty
of learning long-term dependencies is the LSTM. The original
LSTM is a special kind of RNN that was first introduced
by [126]. The initial idea of the LSTM architecture is to
introduce a memory cell. This memory cell contains non-linear
gating units in order to regulate the information flow in and
out of the cell. By this, the memory cell is able to maintain its
state over long durations, and the weights are conditioned on
the context and not fixed. Thus, the time scale of integration
can vary dynamically [94]. The literature provides several
modifications and variations of the original LSTM; see [127]
for a thorough review. Regarding recent applications to PHM,
the vanilla LSTM with no peephole connections, originally
described by [128], [129], is the most common choice. For
that reason, the paragraphs below will discuss vanilla LSTM
(hereinafter referred to as LSTM).

By introducing the memory cell, LSTMs are explicitly
designed to learn long-term dependencies. Inside the memory
cell, as illustrated in Figure 6, three non-linear gating units pro-
tect and regulate the cell state, St. The gating units introduce a
sigmoid layer, σ, in order to obtain an output value between 0
and 1, input weights W , recurrent weights R, and bias weights
b. The paragraphs below are based on a comprehensive blog
post regarding the understanding of LSTM networks, [130].

Fig. 6: Vanilla LSTM, adopted from [130]. The blue rectangle
represents the memory cell.

The first gating unit is called the forget layer, and is defined
as:

ft = σ(Wf xt + Rf ht−1 + bf ) (17)

The forget layer determines which historical information the
memory cell removes from the cell state. In this layer, an
output value of 0 means to completely remove it, while an
output value of 1 means to completely keep it. The second
gating unit consists of two parts. The first part is called the
input layer:

it = σ(Wi xt + Ri ht−1 + bi) (18)

The input layer decides which values the memory cell will
updated. The second part, is a tanh layer who creates a vector
of new candidate state values, S̃t:

S̃t = tanh(Ws xt + Rs ht−1 + bs) (19)

In this way, the second gating unit determines what new
information the memory cell is going to store in the cell state.
Obviously, the next step is to update the previous cell state,
St−1, into the new cell state, St:

St = ft ⊗ St−1 + it ⊗ S̃t (20)

where, ⊗, denotes element-wise multiplication of two vectors.
First, the previous state is multiplied by the output from forget
layer, and then the new candidate state values are added, scaled
by the output from the input layer, that is, how much each new
candidate state value will be updated. The third and final gating
unit decides the output. This also consists of two parts. The
first part is the output layer:

ot = σ(Wo xt + Ro ht−1 + bo) (21)

The output layer determines which parts of the cell state the
memory cell is going to output. Then, the second part will
create a filtered version of the cell state in order to push the
values between -1 and 1, and finally multiply it by the scaled
output value from the output layer:

ht = ot ⊗ tanh (St) (22)

Through this procedure, LSTMs have the ability to remove or
add information to the cell state. The traditional RNN lack this
ability, and hence, it will completely override cell states.
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TABLE II: The C-MAPSS data set [106].

Data set FD001 FD002 FD003 FD004
Timeseries training set 100 260 100 249
Timeseries test set 100 259 100 248
Operating conditions 1 6 1 6
Fault conditions 1 1 2 2

2) Recent Applications to PHM: LSTMs are highly capable
of learning long-term dependencies and specially designed for
sequential data. With respect to PHM applications, sequential
data is a standard format of the input data, e.g temperature
and vibration measurements [131]. For that reason, LSTMs are
good candidates for RUL estimations because LSTMs might
reveal hidden information in the data, as well as the past
dependencies that may influence future events. The paragraphs
below review applications of LSTM to PHM in the recent three
years.

Chen et al. [132] applied LSTM in mechanical state pre-
dictions. The proposed method was divided into two steps.
The first step, which had two parts, involved feature extraction
methods to obtain the mechanical state characteristics. The
empirical mode decomposition method was used to decompose
bearing data into stationary signals. Then, the intrinsic mode
function energy entropy was calculated based on the decom-
position. This calculation was to characterize the mechanical
state. The second step applied the LSTM network in order to
make predictions. The results indicated that the mean square
error index of the LSTM network was lower compared to
SVM.

Accurate and reliable RUL estimations play a vital role for
a PHM system. Traditional data-driven approaches, such as
HMMs and traditional RNNs, encounter difficulties when mod-
eling sequential data. Both approaches have issues with long-
term dependencies. In addition, CNNs do not fully account for
sequence information because of their segmented input. Based
on this, Zheng et al. [33] proposed an LSTM approach to
provide RUL estimations. The proposed architecture consists
of multiple layers of LSTMs combined with multiple layers of
FNN. The LSTM layers are good for temporal modeling and
can reveal hidden patterns in the sequential input data. The
FNN layers are then applied in order to map the LSTM features
and predict the RUL. Multiple layers are used to discover
the complex relationship within the sensor data. This study
used both the C-MAPSS data set [106] and the PHM08 data
set [102]. The results indicated that the proposed architecture
outperformed the above-mentioned approaches. The proposed
method was trained in a supervised manner by engineering
and utilizing piece-wise linear RUL targets, as recommended
by [133], for the training data sets.

A similar and more comprehensive study on the C-MAPSS
data set [106] was conducted in [134]. In this work Wu. et
al also proposed an LSTM approach for RUL estimations.
The C-MAPSS data set consists of four subsets as shown
in Table II. Both subset FD002 and FD004 involves several
operating conditions. Therefore, a dynamic difference method
was proposed in order to extract new features from inter-
frame dynamic changes before the training procedure. These

changes contain valuable degradation information, and hence,
enable the LSTM approach to better control the underlying
physical processes. The proposed method indicated improved
performance compared to traditional RNN and gated recurrent
unit LSTM (GRU-LSTM) [135].

Yuan et al. [136] proposed another LSTM approach to pro-
viding RUL estimations. However, the motivational factor in
this study was to utilize the LSTM approach to build a common
model for several different faults. In addition, the proposed
approach was able to get RUL estimations and the probability
of each fault at the same time. This feature makes it easy
to design confidence intervals. The proposed approach was
compared with traditional RNN and two variations of LSTM:
GRU-LSTM and AdaBoost-LSTM. However, in all cases, the
LSTM showed enhanced performance. The comparison used
the C-MAPSS data set [106]. In this study, an SVM was used
as an anomaly detector to create labels.

The majority of recent PHM applications based on DL
have been focusing on either automatic feature extraction,
classification, or regression. For that reason, Liao et al. [131]
proposed a novel end-to-end deep architecture by stacking
LSTM, FNN, and survival analysis. In this way, the proposed
method integrates feature extraction and prediction as a single
optimization task. This study utilized the LSTM as the first
feature extraction layer. The reason for this is that the LSTM
layer is able to handle the raw sequential input, and potentially
discover past information that may influence future events. The
extracted features will then be the input for the FNN layer,
which makes it possible to further improve learning of the
feature representation. Finally, the survival model learns the
features and predicts the failure probability to indicate health
conditions. Stochastic gradient descent is used as the learning
optimization method for all the parameters. The proposed
method showed promising results and was validated by a small
data set of fleet mining haul trucks and by a large open source
data set.

It should be noted that the proposed methods in the above
LSTM-studies are based on supervised learning. In other
words, trained on labeled training data. Nevertheless, in real-
world applications, e.g. the maritime industry, high-quality
labeled training data is hard to acquire, and large amounts
of the data are unlabeled. For that reason, the first feature
extraction layer, in any architecture, would have the advantage
of utilizing unsupervised learning strategies, like the above
mentioned DBNs or AEs. Gensler et al. [137] proposed an in-
teresting approach that combines AE and LSTM. Specifically,
the proposed approach combines automatic feature extraction
from unlabelled training data with the temporal context uti-
lization of the LSTM. The main idea is that after pre-training
the AE in an unsupervised manner, the network architecture
will be cut after the encoding side (bottleneck), and then the
learned encoding will act as the input for the LSTM. Finally,
the AE-LSTM architecture will be fine-tuned, where only the
LSTM weights are trained, to produce the desired output. The
proposed approach showed enhanced prediction performance
compared to MLP, LSTM, and DBN. Although this study is
targeting solar power forecasting, the proposed method has the
potential to provide inspiration towards future intelligent PHM
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systems applied to autoships.
Malhotra et al. [138] provides another interesting approach.

Prognostic approaches for RUL estimations are generally based
on the assumption that the health degradation curve follows a
specific shape, e.g. exponential or linear. In this study it was
observed that such assumptions are not well-suited for real-
world applications. In addition, most prognostic approaches
are application-dependent, meaning they are not robust towards
new conditions. Based on these observed limitations, this study
proposed an unsupervised approach, by utilizing an LSTM
encoder-decoder, to obtain a health index (HI) for a multi-
sensor time-series data system. The HI is then used to learn
a regression model for RUL estimations. Briefly explained,
the LSTM encoder learns a representation of the input time-
series. Then, the LSTM decoder applies this representation to
reconstruct the time-series using the current hidden state and
the predicted value of the previous time-step. See [27] for a
deeper understanding of the LSTM encoder-decoder method.
The study used the C-MAPSS data set [106] and a milling
machine data set, as well as a case study on real-world data,
for validation. Surprisingly, the proposed approach showed
improved performance compared to approaches that rely on
assumptions about health degradation.

D. Convolutional Neural Network

1) Introduction: CNNs [20], [79], [94], [139] are designed
for processing multiple arrays of 1D, 2D, or 3D grid-structured
topology data. Examples of 1D, 2D, and 3D grid are: time-
series data taking samples at systematic time intervals, pixels
in image data, and video or volumetric images, respectively.
CNNs have been inspired by earlier work on time-delay
neural networks (TDNNs) [140]. Primarily, TDNNs are one-
dimensional CNNs applied to time-series and use shared
weights in a temporal dimension in order to reduce learn-
ing computation requirements. In addition to shared weights,
convolution, pooling, and multi-layer architectures are the
important ideas of CNNs. In fact, CNNs are the first truly
DL technique to successfully train multiple layers [17].

A CNN can briefly be defined as a neural network that uses
the mathematical operation convolution instead of general ma-
trix multiplication in at least one of its layers [94]. With respect
to mathematical understanding, convolution is an operation to
combine two functions of a real-valued argument by measuring
the overlap of two functions when one proceeds over the other.
The discrete 1D convolution operation can be defined as:

S(t) = (I ·K)(t) =
∑
a

I(a)K(t− a) (23)

where t is the discretized time index, I is the input, K is
a kernel (filter), and a is the finite number of array elements.
The output, S(t), is usually referred to as the feature map.
Expanding Equation 23, the discrete 2D convolution operation
can be defined as:

S(i, j) = (I ·K)(i, j) =
∑
m

∑
n

I(m,n)K(i−m, j − n)

(24)

where i and j are the discretized time indexes, and m and
n are the finite number of array elements in each of the two
dimensions. However, in the context of CNNs in practice,
the standard discrete convolutional operations are moderately
different. The reason for this is that the operation consists of
several convolutions in parallel in order to extract many types
of features at several locations in the input data. In addition,
the input is normally a grid of vector-valued observations,
and not only a grid of real values. Full derivations of the
above equations, as well as practical variations of the standard
discrete convolutional operation, appear in [94].

The convolution operation exploits three prime features of
CNNs in the learning process [20], [94]. First, CNNs have
sparse interactions. This is realized by making the kernel
smaller than the input, and hence, CNNs needs to store fewer
parameters compared with traditional FNN. This is because
traditional FNN uses general matrix multiplication between
layers, that is, every output unit interacts with every input
unit. The sparse interaction feature reduces computational
and memory requirements, as well as increasing statistical
efficiency. Second, shared weights between several functions
in the architecture further reduce the memory requirement and
the complexity of the network. Finally, shared weights result
in equivariance in the layers. That is, the output will change
according to the input.

Researchers generally use one of two sets of terminology
for describing the conceptual structure of CNNs. The first is
the complex layer terminology [94], which this survey paper
employs. The second is the simple layer terminology where
every processing step is considered to be a separate layer. [17],
[20] further describes simple layer terminology.

Complex layer terminology understands each layer in a
CNN as having three processing steps, as illustrated in Fig-
ure 7. The first step, C1, executes several convolution op-
erations in parallel in order to produce feature maps with
linear activations. These activations are then processed by non-
linear activation functions, σ, in the second step. The sigmoid
activation function or the ReLU are common choices. In the
third step (usually called sub-sampling), a pooling function,
S1, is used to further adjust the output by calculating summary
statistics of the nearby outputs. Regular choices are max-
pooling [141] and average-pooling. Max-pooling calculates
the maximum output in a rectangular neighborhood, while
average-pooling calculates the average output. All pooling
functions further reduce the dimensionality of the represen-
tations, and at the same time, generates an invariance to small
translations of the input, namely, if the input to the pooling
function changes, most of the pooled outputs do not change
[79], [94]. This layer procedure repeats itself in the next layers.
Finally, the outputs from the last layer are rasterized and
presented as a single input vector to a traditional FNN in order
to perform functions such as classification or regression.

The training procedure of CNNs is introduced in [139].
It is similar to standard back-propagation training performed
on FNN, but the reduced number of parameters and shared
weights in CNNs improve the training efficiency. In addition,
CNNs are capable of handling raw input data, and hence, pre-
processing is rare. This means that CNNs are less dependent
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Fig. 7: Conceptual structure of CNN.

on prior knowledge and human-engineered feature extraction
methods which appears to be suitable towards future intelligent
PHM systems applied to autoships. The convolutional opera-
tions also enable CNNs to process inputs with varying spatial
extents [94].

2) Recent Applications to PHM: According to [94], CNNs
have been most successful on 2D and 3D grid-structured topol-
ogy data, like object recognition [142] and face recognition
[143], respectively. Nevertheless, recent applications to PHM
have applied 1D grid-structured topology for sequential data
and shown enhanced performance compared with traditional
machine learning algorithms. For that reason, CNN applica-
tions to PHM in the years between 2016 and 2018 will be
reviewed in the following paragraphs.

In order for CNNs to act as an effective feature extraction
method for raw industrial signals in PHM applications, the
successful applications of CNNs to 2D and 3D grid topology
data have to be modified. The reason for this is that raw
industrial signals are usually 1D time-series with hidden in-
formation behind strong intervals and deep correlations amid
various time points. Thus, to fully exploit all the information
in the signal, it is necessary to consider the relationship
between signals in diverse locations. Liu et al. [144] proposed
a novel dislocated time-series CNN (DTS-CNN) diagnostics
approach. The proposed approach utilizes a dislocated layer
as the initial layer in order to extract the relation between
periodic vibration signals with varying intervals. After the
initial dislocated layer, there are two layers with convolution-
and max-pooling steps, then a fully connected softmax clas-
sifier is used for classification. For verification, an electric
machine fault simulator with different operating conditions was
used in two experiments. The DTS-CNN showed improved
performance, compared to traditional CNN and wavelet packet
SVM, due to its robustness under different non-stationary
operating conditions. In addition, the proposed approach was
capable of automatically extracting features from raw input
data, and hence, less dependent on human-engineered feature
extraction methods and prior knowledge.

Jing et al. [145] proposed a CNN approach to provide
automatic feature extraction and fault diagnosis. The motiva-
tional factor in this study was three limitations of traditional

diagnostic algorithms: First, their inability to handle raw
input data. This requires human-engineered feature extrac-
tion methods, which means the diagnostics accuracy heavily
depends on domain expertise and prior knowledge. Second,
feature extraction methods are application-dependent. In this
way, the diagnostics results are sensitive to changes in the
mechanical system. Third and finally, traditional diagnostics
algorithms lack the ability to mine new features. In this study,
CNN was applied to automatically learn features from raw
vibration data in the time domain, frequency domain, and time-
frequency domain, and then conduct diagnostics of gearboxes.
1D segments are collected from the raw vibration data as the
input for the CNN. This study uses one layer with convolu-
tion and pooling steps because this approach showed higher
accuracy and more stable results than other configurations.
In the end, a fully connected softmax layer was used for
classification. The proposed approach was validated with a
publicly available data set for gearboxes. The comparison
uses manual feature extraction methods from each domain and
traditional diagnostics approaches such as FNN, SVM, and RF.
The results indicated that the proposed approach outperformed
the comparative methods.

Traditional prognostics algorithms are usually based on
shallow architectures. Consequently, they lack the ability to
capture more complex relationships between the sensory data
and RUL estimations. In addition, traditional algorithms do
not have the ability to automatically learn salient features.
Based on these restrictions, Babu et al. [88] proposed a novel
CNN-based regression approach for RUL estimations from
multi-variate time-series sensor signals. However, applying
CNN to multiple channels of time-series signals has two
main challenges that apply to the processing steps: they need
to be applied along temporal dimensions, and they need
to be shared among multiple sensors. To cope with these
challenges, this study adopted a sliding window strategy in
order to create segmented collections of the time-series signals.
Each segment is then fed into two layers with convolution-
and average-pooling steps. The first convolution step is two-
dimensional, while the second and the two pooling steps
are one-dimensional. These processing steps automatically
capture salient features of the sensor signals at different time
scales, and hence, the features extracted are task dependent
and not human-engineered. Finally, all salient features are
systematically unified and mapped into the RUL estimation of
a traditional FNN regressor. Both the PHM08 data set [101]
and the C-MAPSS data set [106] were used to validate the
results. The proposed approach showed enhanced performance
compared to MLP, SVM, and RVM. It should be noted that
a piece-wise linear RUL target function has been used in
this study. This means a supervised training procedure with
target run-to-failure data. However, Zheng et al. [33] claim
that LSTM outperformed the CNN approach in their study
because the RUL estimations in the CNN approach are built
based on independent sliding windows. Sliding windows are
in fact time-dependent with respect to RUL estimations, and
hence, the CNN approach does not fully consider sequence
information.

In 2018, Li et al. [34] proposed a new CNN approach
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that has shown improved RUL prediction performance on
the C-MAPSS data set [106] compared to both the CNN
approach in [88] and the LSTM approach in [33]. Similar to
[88], this CNN approach also prepares the input data in two
dimensions (sequence length × selected features) and utilize a
time-window strategy. However, in contrast to [88], this CNN
approach performs all the convolution steps in one dimension.
In this way, the CNN is able to learn high-level representations
of each raw feature from the very start rather than learning
the spatial relationship of several features and then extracting
information. Additionally, the proposed approach employs the
advanced regularization technique “dropout” [123] and the
adaptive learning rate method “Adam” [146], both invented
in 2014.

E. Discussion and Summary

Table III provides a structured summary of the recent PHM
applications based on DL reviewed in this survey paper. This
representative set of applications has been selected to pro-
vide insight into the current state-of-the-art and to encourage
important directions for future research towards intelligent
PHM systems suitable for autoships. DBNs, AEs, DAEs, SAE,
LSTMs, and CNNs have been explicitly chosen as the DL
techniques primarily because they are well-established and
show great promise for future developments.

With respect to autoships and the maritime industry more
generally, future intelligent PHM systems will have to adapt
to highly varying operational and environmental conditions,
as the maritime environment is harsh and uncertain. Addition-
ally, such systems needs to provide automatic pre-processing
and dimensionality reduction schemes in order to effectively
process massive data flows of high-dimensional and unstruc-
tured data. Based on the reviews this paper has discussed,
DBNs, AEs, DAEs, and SAEs seem like promising ways to
address these challenges since these DL techniques provide
an unsupervised learning procedure as an initial pre-training
step. This procedure will automatically capture abstract, im-
portant statistical structures and reduce dimensionality of raw
unlabeled input data. As a result, DL techniques minimize
the need for human-crafted feature extraction methods in the
data processing stage, reduce the need for large amounts of
high-quality labeled training data, and have the potential to
be applied to new conditions by fine-tuning the trained final
architecture using a much smaller labeled data set from that
new condition. [104], [107], [113], [116], [137] intensively
investigates the effectiveness of these qualities.

Another important concern is the fact that sensor data is
going to be the most common data type format for future
intelligent PHM systems used in autoships. LSTMs are highly
capable of learning long-term dependencies that may influence
future events, they are specially designed for sequential data,
and might discover hidden data information. [33], [134] sug-
gests the strengths of the LSTM. Furthermore, the CNN ap-
proach in [34] seems to be highly suitable for sequential data.
Actually, it outperformed both an equivalent CNN approach in
[88] and the LSTM approach in [33] on the C-MAPSS data
set [106].

TABLE III: Recent PHM applications based on DL (the years
between 2013 and 2018).

DL technique Author. Reference Year PHM application
DBN Deutsch et al. [107] 2017 Automatic feature extraction

and failure prognostics:
Rotating components

Li et al. [104] 2016 Automatic feature extraction
and fault diagnostics:
Rotary machinery

Zhang et al. [105] 2016 Automatic feature extraction
and failure prognostics:
C-MAPSS data set [106]

Liao et al. [108] 2016 Automatic feature extraction
and failure prognostics:
Rotating systems

Jiang et al. [109] 2016 Automatic feature extraction
and Time-series prediction:
Complex systems

Yang Fu et al. [100] 2015 Automatic feature extraction:
Cutting state monitoring

Tamilselvan et al. [32] 2013 Fault diagnostics:
PHM08 data set [101]
Electric power transformer

Tran et al. [103] 2013 Fault diagnostics:
Reciprocating
compressor valves

DAE Xia et al. [116] 2017 Automatic feature extraction
and fault diagnostics:
Motor bearings

SAE Sun et al. [113] 2016 Automatic feature extraction
and fault diagnostics:
Induction motor

DAE/SAE Thirukovalluru et al. [122] 2016 Automatic feature extraction
and fault diagnostics:
Air compressor monitoring
Drill bit monitoring
Steel plate monitoring
Bearing fault monitoring

AE Lu et al. [119] 2015 Automatic feature extraction
and fault diagnostics:
Rolling bearing data

AE Jia et al. [121] 2015 Automatic feature extraction
and fault diagnostics:
Rolling element bearing
Planetary gearbox

RBM/AE Ma et al. [120] 2014 Automatic feature extraction
and fault diagnostics:
Power transformers
Circuit breakers

LSTM Wu et al. [134] 2018 Failure prognostics:
C-MAPSS data set [106]

Chen et al. [132] 2017 Failure prognostics:
Bearings

Zheng et al. [33] 2017 Failure prognostics:
PHM08 data set [101]
C-MAPSS data set [106]

Yuan et al. [136] 2016 Failure prognostics:
C-MAPSS data set [106]

Liao et al. [131] 2016 Feature extraction and
failure prognostics:
Mining haul trucks

AE/LSTM Gensler et al [137] 2016 Automatic feature extraction
and failure prognostics:
Solar power plants

LSTM Malhotra et al. [138] 2016 Automatic feature extraction
and failure prognostics:
C-MAPSS data set [106]
Milling machine

CNN Li et al. [34] 2018 Automatic feature extraction
and failure prognostics:
C-MAPSS data set [106]

Liu et al. [144] 2017 Automatic feature extraction
and fault diagnostics:
Electric machine fault
simulator

Jing et al. [145] 2017 Automatic feature extraction
and fault diagnostics:
Gearbox

Babu et al. [88] 2016 Automatic feature extraction
and failure prognostics:
PHM08 data set [101]
C-MAPSS data set [106]
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V. DISCUSSION

The previous sections discuss the benefits and challenges of
applying PHMDL in autoships in addition to specific intro-
ductions and reviews of well-established DL techniques with
respect to recent applications to PHM. These sections are
intended to enlighten the reader with both opportunities and a
more theoretical and practical understanding on how PHMDL
can be applied to autoships. This section gives more general
discussions concerning suitable deep architectures in order to
address the challenges and exploit the benefits. Finally, existing
problems and future research opportunities are introduced.

A. Suitable Deep Architectures
The majority of the reviewed studies in Section IV, either
utilize DBN, AEs, LSTM, or CNN as the selected DL
technique. However, different DL techniques can be stacked
in order to further exploit the advantages and reduce the
drawbacks of each DL technique. Gensler et al. [137] combines
AE and LSTM to both make use of the automatic feature
extraction from unlabeled input data and the temporal context
utilization of LSTM. This approach has served as inspiration
for this paper’s proposed deep architecture for intelligent PHM
systems for autoships.

PHMDL systems in autoships demands automatic pre-
processing and dimensionality reduction schemes due to vary-
ing operational and environmental conditions and massive data
flows of high-dimensional and unstructured data. Thus, the
unsupervised DL techniques, DBN and the modern variations
of the original AE, DAE, and SAE, have great potential to
be applied as the first layer of a deep architecture. More
specifically, the stacked denoising SAE [113], [122] is an
encouraging opportunity. The reason for this is that both the
stochastic corruption process, x̃ ∼ q(x̃|x), in DAEs and the
sparsity penalty term, Ω(h), in SAEs appears particularly
suitable for autoships and the maritime environment. This
combination will give the first layer the potential to provide
robustness towards noisy sensor data and to control the number
of active hidden neurons. This will increase both the robustness
of the system and the efficiency of the automatic feature ex-
traction process. The increased efficiency reflects the reduced
number of active neurons in the hidden layers, as it costs
energy to activate neurons and to send signals between them.
Actually, human brains seem to minimize such computational
costs in a similar manner [89].

The lack of onboard crew members in autoships creates
higher demands for scheduling maintenance procedures to
the next appropriate port of call [31]. Consequently, PHMDL
systems have to provide reliable RUL estimations of relevant
components and sub-components. Additionally, sensor data
will be the most common data type format for PHMDL
systems in autoships. Thus, LSTM is a quite promising
candidate to act as the following layer or layers of a deep
architecture. LSTM is especially designed for sensor data and
was cpable of revealing hidden information and learning long-
term dependencies within sensor data with multiple operating
and fault conditions in [33]. This proves the potential to
enhance RUL estimations. Finally, a traditional FNN layer

can be applied in order to map all extracted features and
provide RUL estimations. However, it should be noted that any
RUL estimation should include associated confidence intervals
in order to provide reliable and trustworthy outputs. This is
necessary to help autoships to optimize maintenance planning.

The well-proven regularization technique, “dropout” [123],
extends the idea of the DAE. “Dropout” randomly drop units
during training, and hence, regularize a network by adding
noise to its hidden units. In this way, the network learns to
make generalized representations of the input data, which en-
hances the feature extraction ability. “Dropout” can be applied
to all hidden layers in both LSTMs and FNNs. Therefore, it
should be considered as part of the proposed deep architecture.
It should be noted that “dropout” should only be applied to
the non-recurrent connections in LSTMs.

B. Existing Problems and Future Research Opportunities
Even if unsupervised DL techniques are applied in the first
layer, the deep architecture will still require a reduced amount
of labeled training data in order to perform supervised classi-
fication or regression in the final layer. The labeled training
data is necessary to fine-tune the whole architecture with
respect to the final classification or regression task. As a
consequence, the supervised learning procedure assumes that
input events are independent of earlier output events [89]. As
a result, the DL techniques reviewed in this survey paper do
not involve learning to act in totally unknown environments.
We assume that this feature will be extremely useful in future
intelligent PHM systems applied to autoships due to the lack
of fault labels and run-to-failure data of components and sub-
components [35].

Additionally, according to [147], current DL techniques are
insufficient for fixed network architectures. This is because
recently introduced tri-traversal theory proves that DL tech-
niques will need to adapt at three levels of organization (T3-
structure), that is, be equipped with intelligent procedures that
rapidly adjust their network architectures, in order to deal with
the complexity of the maritime environment as well as other
contexts.

Solving this problem through a combination of DL and rein-
forcement learning (RL) where there is no supervised teacher
is an exciting research objective. Briefly explained, RL enables
learning from feedback received through interactions with an
external environment [18]. In the application of autoships,
we propose that this environment could involve several en-
vironmental and operating conditions. Assuming some typical
values of the sensor data in each condition, RL is able to
search for possible inputs and outputs in order to maximize a
reward [148], e.g. the performance of the deep architecture.
Based on the observed rewards, RL is able to obtain the
optimal, or nearly optimal, deep architecture structure for
each condition. Consequently, RL adaptively adjusts the hyper-
parameters in the deep architecture, e.g. learning rate, number
of hidden layers and nodes, “dropout” rate, etc. Its policy
requires RL to decide whether to use the hyper-parameters
that gave the highest reward last time for a specific condition
or to try out different hyper-parameters in hope of providing
even better performance [148].
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Another interesting research objective is the digital twin
(DT). Today, the concept of the DT is one of the most-sought
research objectives in the maritime industry [149]. A DT will
consist of a series of simulation models that are continuously
updated to mirror their real-life twins [150], e.g. an autoship.
In this way, a DT differs from a generic model because it
is specific to its physical counterpart. The DT model must
also reflect changes involving the physical autoship. A DT
will include a system and data information model, simulation
models and data analytics, and dependability and performance
models [35]. The DT concept allows new design paradigms
where different stakeholders will be able to contribute to the
creation of a DT with specific models and evaluate in advance
how the autoship will operate in different scenarios [90]. In
this way, the DT is able to collect highly important prior
knowledge, in addition to the knowledge acquired through
sensors etc. in the current state. The new design paradigms
enable DTs to build extensive databases regarding run-to-
failure data of critical and relevant components and sub-
components. This will be highly beneficial and necessary for
successful implementations of future intelligent PHM systems
on autoships.

According to [82], DL has the property that it gets better
as it receives more data. This property also applies to DTs
because, over time, they will be increasingly more detailed
and continuously updated with sensor data. This quality accel-
erates developments towards data-driven approaches suitable
for industrial big data, such as DL techniques.

VI. CONCLUSION

Autoships are a provident and rapidly expanding research field.
In order to operate and maintain complex and integrated sys-
tems in a safe, efficient, and cost-beneficial manner, autoships
are expected to include intelligent PHMDL systems. PHMDL
have the potential to reduce built-in redundancy and to provide
more robust and reliable maintenance scheduling.

In this survey paper, well-established DL techniques have
been introduced and reviewed with respect to recent PHM
applications. In these reviews, DL techniques have demon-
strated that they are a superior alternative to human-crafted
feature extraction methods combined with traditional machine
learning algorithms in many practical PHM problems. Hence,
DL techniques are highly suitable to be applied to diagnostics
and prognostics tasks in future intelligent PHM systems in
the age of big data. The main intention of this survey paper
is to support creativity and inspiration in explorations of
PHMDL possibilities in the maritime industry, particularly
autoships. To guide future researchers, this paper introduced
and discussed the benefits and challenges of implementation
of PHMDL in autoships, and the maritime industry in general.
In highly varying operational and environmental conditions
and massive data flow, DL techniques will be advantageous
due to unsupervised learning procedures that automatically
extract high-level abstract features and, at the same time,
reduce the dimensionality of raw unlabeled input data. In this
way, PHMDL is less application-dependent than traditional
approaches, and hence, has the potential to operate in different
conditions.

This paper has also provided more general discussions,
concerning suitable deep architectures, existing problems, and
future research opportunities It appears that DL, RL, and DT
all have the potential to push the development of autoships and
intelligent PHM systems to the next level.
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[135] K. Cho, B. Van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares,
H. Schwenk, and Y. Bengio, “Learning phrase representations using
rnn encoder-decoder for statistical machine translation,” arXiv preprint
arXiv:1406.1078, 2014.

[136] M. Yuan, Y. Wu, and L. Lin, “Fault diagnosis and remaining useful
life estimation of aero engine using lstm neural network,” in IEEE
International Conference on Aircraft Utility Systems (AUS). IEEE,
2016, pp. 135–140.

[137] A. Gensler, J. Henze, B. Sick, and N. Raabe, “Deep learning for
solar power forecastingan approach using autoencoder and lstm neural
networks,” in 2016 IEEE International Conference on Systems, Man,
and Cybernetics (SMC). IEEE, 2016, pp. 002 858–002 865.

[138] P. Malhotra, V. Tv, A. Ramakrishnan, G. Anand, L. Vig, P. Agarwal,
and G. Shroff, “Multi-sensor prognostics using an unsupervised health
index based on lstm encoder-decoder,” in 2016 Workshop on Machine
Learning for Prognostic and Health Management, 2016, Conference
Proceedings.

[139] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based
learning applied to document recognition,” Proceedings of the IEEE,
vol. 86, no. 11, pp. 2278–2324, Nov 1998.

[140] A. Waibel, T. Hanazawa, G. Hinton, K. Shikano, and K. J. Lang,
“Phoneme recognition using time-delay neural networks,” IEEE Trans-
actions on Acoustics, Speech, and Signal Processing, vol. 37, no. 3,
pp. 328–339, Mar 1989.

[141] Y. T. Zhou and R. Chellappa, “Computation of optical flow using a
neural network,” in IEEE 1988 International Conference on Neural
Networks, July 1988, pp. 71–78 vol.2.

[142] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification
with deep convolutional neural networks,” in Advances in Neural
Information Processing Systems 25, F. Pereira, C. J. C. Burges,
L. Bottou, and K. Q. Weinberger, Eds. Curran Associates, Inc., 2012,
pp. 1097–1105.

[143] Y. Taigman, M. Yang, M. Ranzato, and L. Wolf, “Deepface: Closing
the gap to human-level performance in face verification,” in 2014 IEEE

Conference on Computer Vision and Pattern Recognition, June 2014,
pp. 1701–1708.

[144] R. Liu, G. Meng, B. Yang, C. Sun, and X. Chen, “Dislocated time
series convolutional neural architecture: An intelligent fault diagnosis
approach for electric machine,” IEEE Transactions on Industrial
Informatics, vol. 13, no. 3, pp. 1310–1320, 2017.

[145] L. Jing, M. Zhao, P. Li, and X. Xu, “A convolutional neural network
based feature learning and fault diagnosis method for the condition
monitoring of gearbox,” Measurement, vol. 111, no. Supplement C,
pp. 1 – 10, 2017.

[146] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.

[147] D. Nikoli, “Why deep neural nets cannot ever match biological intel-
ligence and what to do about it?” International Journal of Automation
and Computing, 2017.

[148] S. Marsland, “Reinforcement learning,” in Machine learning: an
algorithmic perspective, R. Herbrich and T. Graepel, Eds. Chapman
& Hall/CRC, 2015, ch. 11, pp. 231–247.

[149] K. B. Ludvigsen, L. K. Jamt, N. Husteli, and . Smogeli, “Digital twins
for design, testing and verification throughout a vessel’s life cycle,”
in 15th International Conference on Computer and IT Applications
in the Maritime Industries (COMPIT), Lecce, Italy, 2016, Conference
Proceedings, pp. 448–457.

[150] R. Rosen, G. von Wichert, G. Lo, and K. D. Bettenhausen, “About
the importance of autonomy and digital twins for the future of
manufacturing,” IFAC-PapersOnLine, vol. 48, no. 3, pp. 567–572,
2015.
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