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ABSTRACT In recent years, the reliability and safety requirements of ship systems have increased
drastically. This has prompted a paradigm shift toward the development of prognostics and health manage-
ment (PHM) approaches for these systems’ critical maritime components. In light of harsh environmental
conditions with varying operational loads, and a lack of fault labels in the maritime industry generally, any
PHMsolution formaritime components should include independent and intelligent fault detection algorithms
that can report faults automatically. In this paper, we propose an unsupervised reconstruction-based fault
detection algorithm for maritime components. The advantages of the proposed algorithm are verified on five
different data sets of real operational run-to-failure data provided by a highly regarded industrial company.
Each data set is subject to a fault at an unknown time step. In addition, different magnitudes of random white
Gaussian noise are applied to each data set in order to create several real-life situations. The results suggest
that the algorithm is highly suitable to be included as part of a pure data-driven diagnostics approach in future
end-to-end PHM system solutions.

INDEX TERMS Automatic fault detection, deep learning, maritime industry, prognostics and health
management, unsupervised learning.

I. INTRODUCTION
Ship systems are more complex and integrated than ever
before. Thus, the degradation of critical maritime compo-
nents included in these systems poses a serious threat to
safe and profitable maritime operations [1]. In general, main-
tenance in shipping either follows a reactive maintenance
(RM) or preventive maintenance (PvM) approach [2]. RM
can be described as post-failure repair, and hence, it will
create large and unnecessary costs when critical maritime
component failures occur during operation. PvM involves
predetermined maintenance intervals based on constant inter-
vals or age-based or imperfect maintenance [3]. PvM will,
of course, provide high reliability, but it involves unneeded
maintenance inspections and procedures involving com-
pletely functional systems. Additionally, critical maritime
components are, in fact, subject to random failure patterns
due to different environmental conditions with varying oper-
ational loads [4]. Neither RM nor PvM is sufficient to
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identify these kinds of failures. The need for prognostics and
health management (PHM) approaches which incorporate
automatic fault detection and associated remaining useful life
(RUL) predictions is urgent. RUL predictions aim to obtain
the ideal maintenance policy through predictions of the avail-
able time until failure after a fault is detected within the com-
ponent [5]. In this way, PHM approaches have the potential
to prevent critical maritime component failures, and hence,
considerably enhance maritime operational performance and
safety [6].

Recently, deep learning (DL) has emerged as a potent
data-driven area for accurate RUL predictions for compo-
nent degradation [5], [7]. RUL-based DL techniques uti-
lize raw input sensor data and are less dependent on
prior domain knowledge of component mechanics. How-
ever, they depend on large, labeled run-to-failure data in
the training process. Thus, the RUL predictions strongly
depend on the accuracy of the fault detection algorithm,
that is, the process of separating normal operating data
from faulty degradation data in order to create run-to-failure
labels.
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In general, traditional fault detection algorithms based on
signal processing methods, such as Empirical Mode Decom-
position [8] and Wavelet Transform [9], are to some extent
application specific and need prior domain knowledge to
distinguish normal operating data from faulty degradation
data. Due to varying operational conditions, fault detection
algorithms for critical maritime components should not be
application specific. Additionally, with respect to the mar-
itime industry generally, there is a lack of fault labels of
critical maritime components [10]. This creates major issues
towards successful implementation of fault detection algo-
rithms that utilize a supervised classifier to separate nor-
mal operating data from faulty degradation data [11]. Thus,
maritime components require independent and intelligent
fault detection algorithms in order to detect and report faults
automatically.

This paper investigates the possibilities for automatic fault
detection within maritime components. In order to do so,
an unsupervised reconstruction-based fault detection algo-
rithm for maritime components is introduced. The algorithm
can be applied to several machine learning (ML) algorithms
and encoder-decoder (ED)-structured DL techniques. Thus,
it will be tested on four techniques: traditional Feed-forward
Neural Network with one hidden layer (1FNN), Autoencoder
(AE), Variational Autoencoder (VAE), and Long-Short Term
Memory (LSTM). Each technique is trained and evaluated
on five different data sets of real operational run-to-failure
data of the same maritime component collected from a highly
regarded industrial company. Each data set is subject to a fault
at an unknown time step. Additionally, different magnitudes
of randomwhite Gaussian noise are applied to each data set to
create several real-life situations in order to test the robustness
of the algorithm. First, the algorithm estimates an anomaly
score function by calculating a reconstruction error at each
time step in faulty degradation data. Then, the algorithm
detects a fault automatically by estimating the time step with
the highest acceleration in the anomaly score function. This
study’s main contributions are as follows:
• ED-structured DL techniques prove robustness towards
noisy real operational input data.

• The proposed algorithm is not application specific, that
is, the algorithm proves consistent high accuracy in
real operational input data when subjected to varying
operational conditions. Additionally, the algorithm is
considered more generic than fault indications based on
user-specified threshold values.

• The proposed algorithm reports faults automatically
with no prior knowledge of component degradation
mechanics.

The overall organization of the paper is as follows. Section II
introduces recent and related work on intelligent fault detec-
tion algorithms. Section III introduces the necessary back-
ground on traditional FNN and ED-structured DL techniques.
The experimental approach, results, and discussions are con-
sidered in section IV. Finally, Section V concludes and closes
the paper and provides directions for future work.

II. RELATED WORK
The development of intelligent fault detection algorithms
has exploded in the last two years. The majority is based
on reconstruction-based fault detection by applying a recon-
struction error as an anomaly score. The core idea is to train
a specific machine learning (ML) algorithm, in an unsuper-
vised manner, to reconstruct normal operating data. The ML
algorithm will then provide a higher reconstruction error on
unforeseen trends in faulty degradation data. Brandsæter et al.
[12]used Auto Associative Kernel Regression (AAKR) for
reconstruction and the Sequential Probability Ratio Test for
anomaly detection provided. In order to determine the fault
condition, a lower bound and upper bound threshold value
was used. Yang et al. [13] used Support Vector Regression
(SVR) for reconstruction and probability information based
on three statistical indexes for anomaly detection. However,
both AAKR and SVR are considered shallow ML algorithms
which might not reconstruct high-dimensional and noisy
operational data accurately. ED-structured DL techniques are
well-suited to first compress and then reconstruct such oper-
ational data. The compressed version of the input supports
the reconstruction process to extract information relevant to
the normal operating data. In this way, ED-structured DL
techniques cannot reconstruct unforeseen patterns in faulty
degradation data, which results in a larger reconstruction
error.

Recent studies have employed variations on the tradi-
tional AE for fault detection of rolling bearings, verified on
the data set provided by Case Western Reserve University
Bearing Data Center [14]. Lu et al. [15] demonstrated the
effectiveness of a Stacked Denoising Autoencoder (SDA).
The SDA showed improved accuracy for signals containing
ambient noise and different working loads compared to tradi-
tional fault detection algorithms. Nevertheless, the accuracy
indicated inconsistency between different working loads.
Liu et al. [16] used a Gated Recurrent Unit-based non-
linear predictive Denoising Autoencoder (GRU-NP-DAE)
provided. The proposed method showed improved accuracy
compared to several state-of-the-art methods, including the
SDA provided in [15]. Both the SDA and the GRU-NP-DAE
trained a supervised classifier to separate normal operating
data from faulty degradation data. Thus, both approaches
require fault labels in the training process. Additionally,
the approaches were trained under a de-noising criterion [17],
that is, the input was corrupted stochastically while the target
for reconstruction was kept as the original input. To make
full use of both acoustic and vibratory signals, Li et al. [18]
used a deep random forest fusion (DRFF) technique. The
proposed approach combined deep feature representations
and data fusion strategies to show improved performance of
gearbox fault diagnostics. Nevertheless, the DRFF technique
also trained a supervised classifier.

Although the above approaches have shown superior
fault detection accuracy compared to traditional fault detec-
tion algorithms, they are less suitable for maritime compo-
nents. First, maritime components are subjected to varying
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environmental and operating conditions. Thus, a suitable fault
detection algorithm should not rely on user-specified thresh-
old values. Second, supervised classifiers require fault labels
in the training process. This is a barrier given that there is a
common lack of fault labels in the maritime industry. Finally,
maritime components are subjected to random amounts of
noise in real operational input data. Thus the de-noising cri-
terion is not completely realistic, as in real-life situations the
target for reconstruction will also contain the noise. Hence,
maritime components require more independent and intelli-
gent fault detection algorithms.

In the last two years, independent and intelligent fault
detection algorithms have begun to develop. Park et al. [19]
introduced an LSTM based Variational Autoencoder (LSTM-
VAE) anomaly detector for robot-assisted feeding. The
LSTM-VAE reports an anomaly when a reconstruction-based
anomaly score is higher than a varying state-based threshold.
The threshold changes over the estimated state of a task
execution. Malhotra et al. [20] used an LSTM approach to
reconstruct time-series data. The reconstruction error was
used to compute a health index (HI) curve. Then, the HI curve
was used to create run-to-failure labels in order to predict the
RUL. The unsupervised reconstruction-based fault detection
algorithm for maritime components which we propose in this
work follows the idea of generic fault detection provided
in [19]. However, the main difference is the utilization of
the time step with the highest acceleration as varying fault
indications. Additionally, the proposed algorithm can be fur-
ther used to create run-to-failure labels in order to predict the
RUL, similar to the approach in [20].

III. BACKGROUND ON ED STRUCTURED DL TECHNIQUES
This section will introduce the necessary background on the
traditional FNN and the ED-structured DL techniques used
in this study. First, FNN, AE, VAE, and LSTM are defined.
Next, the configuration and performance evaluation of the
unsupervised reconstruction models are elaborated.

A. FEED-FORWARD NEURAL NETWORK
Traditional FNNs form the basis of the ED-structured DL
techniques used in this paper. FNNs aim to approximate some
function f ∗ by mapping an input x to a target y, that is,
y = f ∗(x). An FNN defines a mapping y = f (x; θ ) and learns
the value of the parameters θ , which consists of weights and
biases, through the back-propagation algorithm [21]. FNNs
are typically called networks because they are represented by
combining together several layers [22]. Each unit in layer l
computes its own activation value:

alj = σ (z
l
j) (1)

where σ is the activation function and the argument is the
weighted sum

zlj = blj +
∑
k

wljka
l−1
k (2)

of the output al−1k from unit k in the previous layer l − 1.
blj denotes the bias, while wljk represent the weight factors.
In the first hidden layer l = 1, the input is a0j = xj, where xj,
j = 1 . . . n, are the inputs to the FNN. As each layer is fully
connected, the weighted sum of the outputs of layer l − 1 is
over all units k .

B. AUTOENCODER
An AE is an FNN trained to reconstruct its input through
a ‘‘bottleneck’’ representation of latent variables (hidden
units) z [23]. As seen in Figure 1, the AE consists of an
encoder function z = fθe (x) and a decoder function that
produces a reconstruction r = gθd (z). The AE objective
function is as follows [23]:

JAE (θe, θd ) =
∑

L(x, r) (3)

The optimization of the parameters θe and θd , which con-
sist of weights and biases, are learned concurrently in the
reconstruction process and compared to the original input
data in order to obtain the lowest possible reconstruction error
L(x, r). In this work, L(x, r) is themean squared error (MSE),
and hence, the AE objective function becomes:

JAE (θe, θd ) =
1
m

m∑
i=1

||xi − gθd (fθe (xi))||
2 (4)

where m is the number of units in the input layer. AEs
can be stacked with several hidden layers, depending on the
dimensionality of the input data, and it is trained by the
back-propagation algorithm. Significantly, unsupervised pre-
training might be necessary for AEs with many hidden layers.

FIGURE 1. A simple illustration of an AE. m units in the input layer, l units
in the hidden layer (bottleneck), and k units in the output layer.

C. VARIATIONAL AUTOENCODER
The VAE is a modern variation of the traditional AE,
developed by Kingma and Welling [24]. Compared to the
traditional AE, the VAE models the underlying probability
distribution using Bayesian inference. Thus, the latent vari-
ables z are stochastic variables, and this improves general-
ization. As seen in Figure 2, the VAE consists of an encoder
function z = qθe (z|x) and a decoder function r = pθd (x|z).
The objective function of the VAE is to maximize the varia-
tional lower bound JVAE associated with data point x [22]:

JVAE (θe, θd ) = −DKL
(
qθe (z|x) || pθd (z)

)
+Eqθe (z|x)[log pθd (x|z)] (5)
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where DKL is the Kullback-Leibeler (KL) divergence. The
first term provides a regularization since it measures how
closely the latent variables match the encoder function
(latent loss), while the second term is the reconstruction
log-likelihood (generative loss). However, the reconstruction
error term in Eq. 5 requires a Monte Carlo estimate of the
expectation, and this is not easily differentiable [24]. A repa-
rameterization trick of z is applied to obtain the gradients
of the decoder in order to use the back-propagation algo-
rithm. The reparameterization trick introduces a deterministic
variable such that z = µ + σε, ε ∼ N (0, 1) [24]. Thus,
the encoder now generates a vector of means and a vector
of standard deviations instead of a vector of real values.
As seen in Figure 2, these vectors are then used as the latent
vector in the decoder. For real-valued input data, a Gaussian
reconstruction distribution is used in the decoding process.
Like AEs, the VAE can be stacked with several hidden layers
depending on the dimensionality of the input data. Also, pre-
training might be necessary with many hidden layers.

FIGURE 2. A simple illustration of a VAE. m units in the input layer, l and
k units in the hidden layers of the encoder and decoder, and j units in
latent vector.

D. LONG-SHORT TERM MEMORY
Today, modifications by [25]–[27] have been included in the
original LSTM [28], and the literature refers to this as the
‘‘vanilla LSTM’’. This study uses ‘‘vanilla LSTM’’ with no
peephole connections. As opposed to traditional Recurrent
Neural Networks, the LSTM introduces a memory cell that
regulates the information flow in and out of the cell. Thus,
the memory cell is able to preserve its state over time, such
that it learns long-term dependencies. As seen in Figure 3,
the memory cell consists of three non-linear gating units that
protect and regulate the cell state, St [29]:

f t = σ (W f xt + Rf ht−1 + bf ) (6)

it = σ (W i xt + Ri ht−1 + bi) (7)

ot = σ (Wo xt + Ro ht−1 + bo) (8)

where σ is the logistic sigmoid gate activation function,
σ (x) = 1

1+e−x , which provides a scaled value between 0 and
1.W is the input weight,R is the recurrent weight, and b is the
bias weight. The new candidate state values, S̃t , are created

FIGURE 3. A simple illustration of an LSTM. f t , it , and ot represents the
forget, input, and output gate, respectively.

by the tanh layer:

S̃t = tanh(W s xt + Rs ht−1 + bs) (9)

The previous cell state, St−1, is updated into the new cell
state, St , by

St = f t ⊗ St−1 + it ⊗ S̃t (10)

where⊗ denotes element-wise multiplication of two vectors.
First, f t determines which historical information the memory
cell should forget. Then, it decides what new information
in S̃t the memory cell will input and store in St . Finally, ot
determines which parts of St the memory cell will output:

ht = ot ⊗ tanh (St ) (11)

Through these equations, the LSTM has the ability to
remove or add information to St , which makes it highly
suitable to process time-series data. Like AEs and VAEs,
the LSTM is trained by the back-propagation algorithm and
can be stacked with several hidden layers depending on the
dimensionality of the input data.

E. UNSUPERVISED RECONSTRUCTION MODELS
In this study, 1FNN, AE, VAE, and LSTM are structured
as an ED in order to create several diverse reconstruction
models for comparison. The 1FNN is the simplest model and
configured by one hidden layer with 14 units in both the
encoder and decoder. In other words, the 1FNN is equal to
an AE with one hidden layer. The AE, VAE, and LSTM are
structured as deep models and configured by three hidden
layers with 17, 8, and 4 units in the encoder and three hidden
layers with 4, 8, and 17 units in the decoder, respectively. Let
xt = [x1 . . . xn]t denote the vector of input sensor measure-
ments at time step t . Each reconstruction model is trained in
an unsupervised manner, such that at each time step t the
input xt is also used as the target yt for the reconstruction,
yt = xt . A fully connected output layer is attached to
each reconstruction model to handle error calculations. The
selected loss function in the output layer is the MSE:

MSE =
1
n

n∑
i=1

||ŷi − yi||2 (12)
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where n is the number of sensors, and ŷi and yi are the ith
predicted and target sensor measurement, respectively.

IV. EXPERIMENTAL STUDY
In the following experimental study, each reconstruction
model is trained and evaluated on five different data sets
of real operational run-to-failure data of the same maritime
component collected from an industrial company. First, each
reconstruction model is trained on normal operating data.
Next, an anomaly score function is estimated for each model
by calculating the MSE, Eq. 12, at each time step in faulty
degradation data. Finally, a generic and intelligent fault detec-
tion algorithm is employed to detect an unknown fault auto-
matically. All experiments are run on NVIDIAGeForce GTX
1060 6 GB and the Microsoft Windows 10 operating system.
The programming language is Java 8 and the deep learning
library is ‘‘deeplearning4j’’ (DL4J) version 1.0.0-beta2 [30].

A. DATA SETS
The five data sets used in this study are provided by a highly
regarded industrial company and collected from the same
maritime component. A confidentiality agreement bars us
from stating the actual name of the maritime component,
fault types, and sensor measurements. The data sets start
with different operational loads and corresponding sensor
measurements. As seen in Table 1, each data set differs in
total time step length Ttotal . Data sets 1 and 4 are subjected to
fault type A, while data set 2, 3, and 5 are subjected to fault
type B. In each data set, the maritime component operates
in normal conditions at the start, then begin to degrade at
an unknown point during the time series. The degradation
grows in magnitude until failure. Thus, the main objective
is automatically to detect the time step where the degrada-
tion starts, that is, the fault time step ft . In order to train
the reconstruction models, the initial 25% of each data set
is considered normal operating data (training data) and the
remaining 75% is considered faulty degradation data (test
data). Thus, the total time step lengths in the training and
test data are Tnod = Ttotal · 0.25 and Tfdd = Ttotal · 0.75,
respectively. Each data set has 14 sensor measurements.

TABLE 1. Real operational run-to-failure data sets of a maritime
component.

B. DATA NORMALIZATION AND PREPARATION
Each sensor measurement xn in the input and target vector,
yt = xt = [x1 . . . xn]t , is normalized with zero mean and unit
variance (z-score) normalization:

x̂n =
xn − µ
σ

(13)

where µ and σ is the mean and the corresponding stan-
dard deviation of the population, respectively. Additionally,
maritime components are subjected to random amounts of
noise in real operational input data. Thus, to increase the
complexity of each training data set and create differentiated
real-life maritime situations, different magnitudes of random
white Gaussian noise, g, is added to each x̂n at each time
step t . We assume that the real world noise is random white
Gaussian noise. Psignal and Pnoise are the average power of
the signal and the noise in the training data, respectively, and
defined as follows:

Psignal =
1

Tnod

Tnod∑
t=1

(√
1
n

(
x̂21 + · · · + x̂

2
n
))

t
(14)

Pnoise =
1

Tnod

Tnod∑
t=1

(√
1
n

(
(x̂1 + g)2 + · · · + (x̂n + g)2

))
t

(15)

Then, the signal-to-noise-ratio (SNR) can be defined as:

SNR(%) =
Psignal
Pnoise

· 100 (16)

C. CONFIGURATION AND TRAINING
The reconstruction models are configured with joint hyper-
parameters in order to make reliable comparisons. Stochastic
gradient descent (SGD) is the selected optimization algorithm
and adaptive moment estimation (Adam) is the learning rate
method. The learning rate is lr = 10−3 and the l2 regulariza-
tion value is 10−4. Xavier weight initialization is applied to
all layers. The rectified linear unit (ReLU) activation function
is used in 1FNN, AE, and VAE. However, in the LSTM,
the tanh activation function is used in order to push the input
and output values between -1 and 1. The selected hyper-
parameters are summarized in Table 2. During the training
process of each reconstruction model, an early stopping (ES)
approach is used in order to reconstruct the normal operating
data as accurately as possible. The ES approach monitors the
total reconstruction error of all time stepsETnod for each epoch
in the training data:

ETnod =
Tnod∑
t=1

(
1
n

n∑
i=1

||ŷi − yi||2
)
t

(17)

If the number of epochs with no reduction on ETnod exceeds
four, the training process is terminated. Then, the reconstruc-
tion model, in the epoch with the lowest ETnod , is saved and
evaluated on the faulty degradation data.

TABLE 2. Joint hyper-parameters.
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D. PREDICTION OF FAULT TIME STEP IN FAULTY
DEGRADATION DATA
The anomaly score function is estimated by calculating the
MSE, Eq. 12, at each time step in the faulty degradation data.
Then, the calculations and the corresponding time steps are
saved in a score list Sl and a time step list Tl , respectively.
Next, a generic and intelligent fault detection algorithm is
employed in order to predict the fault time step f̂t . First,
the algorithm creates three sliding windows of length w =
Tfdd/35. Table 1 shows w for each data set. The value of 35 is
used for all data sets in order to keep the same percentage
level, that is (1/35) · 100 = 2.86%, on the faulty degradation
data. In this work, the value of 35 is based on trial and
error. However, w is a critical parameter and should be tuned
carefully for other practical applications. The value of w
will depend on the amount of noise in Sl . Second, the three
windows slide across Sl for each time step in Tl . A distance
equal to w is used between each sliding window. In order
to remove noise in Sl , the average reconstruction score Savg
is calculated in the three windows. Third, the velocity v
between windows 1 and 2 and between windows 2 and 3 are
calculated. Finally, the acceleration a and the corresponding
f̂t are estimated. The sliding window operation is illustrated
in Figure 4 and the proposed algorithm is elaborated in
Algorithm 1. Large sensor measurements deviations com-
pared to typical sensor measurements in normal operating
data is a valid indication of a fault. The aim of the pro-
posed algorithm is to detect the time step with the highest
acceleration amax in faulty degradation data. amax is used
as the fault criterion since this point indicates increasing v,
and hence, a rapid increase in Sl . This increase in v indi-
cates that one or several sensor measurements have started
to deviate from the normal operating data rapidly. Due to
latency in physical components, amax is a better indication
of a fault than the highest increase in v, since there is a time
delay before the fault will result in large sensor measure-
ments deviations. The proposed algorithm is considered more
generic than previous fault indications based on threshold
values.

FIGURE 4. Illustration of the sliding window operation. Three windows
(highlighted in orange) slide across Sl through time.

Algorithm 1 Algorithm for Calculating the Time Step With
the Highest Acceleration in Faulty Degradation Data
Input: w, Sl , Tl , Tfdd
Output: f̂t

Initialisation :
amax ← 0
w← Tfdd / 35
Creating three sliding windows of length w which slide
across Sl for each time step in Tl .
A distance equal to w is used between each sliding win-
dow.
Savg is calculated in each sliding window.
for i := 0 to Tfdd do
v1← Savg1 - Savg2
v2← Savg2 - Savg3
a← v1 - v2
if (a > amax) then
amax ← a
f̂t ← Tl[i] - (w · 2.5)
w is multiplied by 2.5 in order to find the center of
the sliding-window operation.

end if
end for
return f̂t

E. EXPERIMENTAL RESULTS AND DISCUSSION
The predicted fault time step f̂t for each reconstruction model
is shown in Table 3. In order to evaluate the results, valu-
able domain knowledge, provided by the industrial company,
is used to determine the true fault time step ft for each data
set. In Table 3, the predicted fault time step is highlighted
when f̂t = ft . Four different real-life situations are created by
applying 100%, 90%, 80%, and 70% SNRs to the training
data in order to test the robustness of each reconstruction
model. Additionally, to minimize any prediction performance
bias, the training and evaluation process for each real-life
situation is repeated five times for each reconstruction model.
Then, the average f̂t is calculated, as shown in Table 3. With
reduced SNR, the input and target vector for reconstruc-
tion are corrupted stochastically, meaning x̃t = xt = yt .
An alternative approach is to train the reconstruction models
under a de-noising criterion [17], that is, the input vector is
stochastically corrupted x̃t = xt while the target vector is kept
as the original input yt = xt . However, when trained in an
unsupervised manner, this criterion is considered unrealistic,
given the likelihood of noisy input data in real-life situations.

As seen in Table 4,ETnod increases alongwith reduced SNR
for the deep models, AE, VAE, and LSTM. To this extent,
reduced SNR is a regularization technique that reduces over-
fitting. Thus, the deep models achieve robust feature extrac-
tions and are forced to generalize on the trends in the training
data. Therefore, as seen in Table 3, the deep models actually
improve or maintain the same prediction performance on
the faulty degradation data even as the SNR on the training
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TABLE 3. Predicted fault time step f̂t compared to true fault time step ft
on the faulty degradation data for each reconstruction model.

TABLE 4. Total reconstruction error ETnod
on the training data for each

reconstruction model.

data reduces. Table 4 also shows that ETnod decreases along
with reduced SNR in data sets 1, 2, 3, and 5 for the 1FNN.
Thus, the 1FNN learns the noise rather than the trends in the
training data. This noise, obviously, is not part of the faulty
degradation data. Therefore, as seen in Table 3, the 1FNN
provides worse and less consistent prediction performance on
the faulty degradation data as the SNR on the training data
reduces. Nevertheless, ETnod increases with reduced SNR in
data set 4 for the 1FNN. This results in equal prediction per-
formance on the faulty degradation data as the deep models.

The accuracy evaluations on the faulty degradation data in
the four real-life situations for each reconstruction model are
shown in Tables 5, 6, 7, and 8, respectively. The accuracy is
defined as follows:

Accuracy (%) =
(
1−
||f̂t − ft ||
Tfdd

)
· 100 (18)

The 1FNN provides inconsistently average accuracy per-
formance in the four situations. The average accuracy
decreases along with reduced SNR, and hence, confirms the
influences of noise. As opposed to the 1FNN, the deepmodels

TABLE 5. Accuracy evaluation on the faulty degradation data with 100%
SNR applied to the training data for each reconstruction model.

TABLE 6. Accuracy evaluation on the faulty degradation data with 90%
SNR applied to the training data for each reconstruction model.

TABLE 7. Accuracy evaluation on the faulty degradation data with 80%
SNR applied to the training data for each reconstruction model.

TABLE 8. Accuracy evaluation on the faulty degradation data with 70%
SNR applied to the training data for each reconstruction model.

TABLE 9. Average training time per epoch TTavg for each reconstruction
model.

provide consistently average accuracy performance in all
situations. Thus, the deep models confirm robustness towards
noisy real operational input data. The VAE proves to be the
most reliable ED-structured reconstruction model since it
provides a slightly better overall accuracy performance than
the AE and LSTM. In addition to the accuracy, the average
training time per epoch TTavg needs to be considered for
each reconstruction model. Table 9 shows TTavg in the five
data sets. Both AE and VAE provides satisfactory training
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time. Compared to the AE and VAE, the LSTM provides
extremely slow training time in all data sets. This is due to the
internal cell structure of the LSTM, which results in a high
amount of trainable parameters when structured as an ED.
Thus, an ED structured LSTM is not recommended when it is
trained in an unsupervised reconstruction-based manner. The
total amount of trainable parameters for each reconstruction
model is shown in Table 10.

TABLE 10. Total amount of trainable parameters for each reconstruction
model.

As previously mentioned, each data set starts with different
operational conditions and corresponding sensor measure-
ments. The performance of the VAE range between 98.695%
and 100% accuracy throughout the five data sets in the four
different real-life situations. Thus, the proposed algorithm
proves high independence towards varying operational con-
ditions, which are expected in the maritime environment.
Overall, the algorithm has proven to be highly suitable
to automatically detect faults within maritime components.
By combining the algorithm with fault isolation based on
valuable human domain knowledge, it establishes perfor-
mance strong enough to be included as a pure data-driven
diagnostics approach in future end-to-end PHM system solu-
tions where the amax value could be used as the fault indicator.

V. CONCLUSION AND FUTURE WORK
This paper has investigated the possibilities for automatic
fault detection within maritime components. Due to differ-
ent environmental conditions with varying operational loads,
and the common lack of fault labels in the maritime indus-
try, maritime components require application-independent
and intelligent fault detection algorithms in order to detect
and report faults automatically. Therefore, an unsupervised
reconstruction-based fault detection algorithm has been pro-
posed in this paper. The algorithm has been applied to four
different ED structured reconstruction models. The exper-
iments were performed on five different data sets of real
operational run-to-failure data of the same maritime com-
ponent collected from a highly regarded industrial com-
pany. Each data set was subjected to a fault at an unknown
time step. Different magnitudes of random white Gaussian
noise have been applied to each data set in order to create
four real-life situations. First, each reconstruction model is
trained on normal operating data in an unsupervised manner.
Then, the algorithm estimates an anomaly score function
by calculating a reconstruction error at each time step in
faulty degradation data. Finally, the algorithm detects a fault
automatically by estimating the time step with the highest
acceleration in the anomaly score function. The acceleration
is chosen as the fault indicator due to latency in physical

components. Thus, there is an expected time delay before
a fault will result in large sensor measurements deviations.
By this approach, the algorithm is considered more generic
compared to previous user-specified threshold values. Addi-
tionally, the algorithm is independent of any prior domain
knowledge of component degradation mechanics.

The algorithm achieved an average accuracy between
99.393% and 99.531% when compared to the true fault time
step based on valuable human domain knowledge. Overall,
the algorithm has both proven to be robust towards noisy
real operational input data and independent of varying oper-
ational conditions. Thus, the algorithm, in combination with
fault isolation based on valuable human domain knowledge,
is highly suitable to be included as a pure data-driven diag-
nostics approach in future end-to-end PHM system solutions
for maritime applications. In such a system, the value of the
highest acceleration will be used as the fault indicator. Addi-
tionally, the corresponding time step to the fault indicator can
be further used to create run-to-failure labels for any data-
driven prognostics algorithm automatically. Future work will
address these issues.
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