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Abstract

Understanding the pipeline scour processes under the combined action of waves and current is

essential for adequate scour protection measures. This paper presents the numerical modelling

of pipeline scour under the co-directional combined action of waves and current including the

prediction of the unsteady free surface. The numerical modelling is performed with the open-

source CFD model REEF3D. The model solves the Reynolds-Averaged Navier-Stokes (RANS)

equations together with the k−ω turbulence model and a sediment transport algorithm. In order

to ensure the accuracy of the flow field, the model is thoroughly validated for the hydrodynamics

of co-directional combined waves and current. Results for the velocity profiles show a good

agreement with the experimental observations. The model is then applied to simulate the

different case scenarios of the scour under waves alone, current alone, and combined waves and

current. The numerical results for scour below the pipeline show good agreement with the

experimental data which confirms the applicability of the model to study pipeline scour under

the combined action of waves and current. A series of simulations are run for different values of

the non-dimensional parameter for the combined waves and current Ucm varying between 0 to

1.0 for the given KC number. The results demonstrate the correlation between values of Ucm

and (1) the flow field below the pipeline, (2) the scour depth, and (3) the temporal variation of

the scouring process. The findings highlight the variation of the maximum scour depth below

the pipeline with Ucm.
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1. Introduction

The pipelines in shallow water near the coastline are exposed to the combined action of waves

and current. This results in a scour hole with a bowl-shaped depression below the pipeline. When

the extent of the scour becomes larger, the pipeline starts to sag, resulting in lateral instability

and possible leakages. Therefore, it remains crucial to investigate pipeline scour to extend the

relevant knowledge and numerical scour modelling capabilities.

There are several experimental studies investigating pipeline scour in the current literature,

e.g. [1, 2, 3, 4, 5, 6]. The important aspects of pipeline scour, such as the critical condition for

the onset of scour, the tunnel scour, the lee-wake scour, the impact of the lee-wake on pipeline

scour due to steady current, the effect of Keulegan-Carpenter number (KC = UmT/D, where

Um is the maximum horizontal wave particle velocity at the bottom, and T is the wave period),

the influence of the Shields parameter, scour around multiple pipelines and the effect of the gap

between the seabed and the pipeline are presented as novel elements of the pipeline scouring

process. However, these studies have only focused on the pipeline scour under either waves or

steady current conditions. The scour below the pipeline under the combined action of waves

and current is further complicated and only a few studies have discussed the issue. Lucassen

[7] performed a series of experiments and found that the maximum scour depth below the

pipeline (S/D) increases with the non-dimensional parameter for the combined action of waves

and current Ucm = uc/(uc + um), where um is the maximum horizontal wave particle velocity

and uc is the steady current velocity. The term Ucm = 0 denotes waves alone and Ucm = 1 a

steady current condition. Sumer and Fredsøe [8] investigated pipeline scour under the combined

action of waves and current. In their experiments, they observed that for a given KC number,

S/D decreases for Ucm < 0.50 and shows an increase in S/D for Ucm > 0.50. Myrhaug et al.

[9] obtained an engineering approach based on existing experimental data by which the scour

depth below the pipeline for combined random waves and current, the second-order Stokes wave

theory is used for wave modelling by assuming the basic harmonic wave motion to be a stationary

Gaussian narrow-band random process. Also, the effects of second-order wave asymmetry are

included.

Various numerical investigations have been performed to study pipeline scour using numerical

models. Brørs [10] analyzed pipeline scour under a steady current by solving the incompressible

Reynolds-Averaged Navier-Stokes (RANS) equations with the k − ε turbulence model and a

morphological solver. The study focussed on steady flow around a pipeline and the resulting

scour with the free surface modelled as a rigid lid. Li and Cheng [11] investigated pipeline scour
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using large eddy simulations (LES) in terms of the bed shear stress. The equilibrium scour

profile was retrieved using an iterative method based on the assumption that the equilibrium

seabed shear stress is equal to the critical shear stress without using Exner’s continuity equation

for the bed changes. Liang et al. [12] studied numerical modelling of time-dependent local

scour below a pipeline subjected to a steady current. The numerical results showed scour in

the clear-water and live-bed scour regimes. In their follow-up study, Liang and Cheng [13]

presented numerical modelling of pipeline scour for waves alone. A source of uncertainty was

found in the representation of the wave motion, as a simplified oscillatory flow without free

surface calculation was used. Fuhrman et al. [14] investigated pipeline scour under waves with

a RANS-based numerical model and found that the backfilling process is characterized by an

initial re-distribution phase involving re-organization of sediments in the immediate vicinity

of the pipeline. In their study, the wave motion was specified as a simplified oscillatory flow

and the free surface was not resolved. Liu et al. [15] investigated wave-induced scour around

pipelines. Instead of simplified oscillatory flow, the wave motion was handled using a non-linear

wave model. The study concluded the necessity of utilising the free surface to study local scour

around pipelines using the Arbitrary Lagrangian-Eulerian (ALE) method.

Numerical modelling of scour below pipelines exposed to the combined action of waves and

current is limited to a few studies. Hansen [16] presented modelling of the scouring process

under the combined action of waves and current using a potential flow model. He concluded

that the scour depth decreases with an increasing steady current velocity. However, the study

is limited to lower values of Ucm in the range of 0 to 0.3. The usage of a potential flow model

is a limitation of the study, since it cannot resolve the lee-wake flow and consequently cannot

predict the lee-wake scour. Larsen et al. [17] studied pipeline scour under the combined action

of waves and current by modelling the wave motion as a simplified oscillatory flow with a steady

flow condition. The study investigated pipeline scour for different values of Ucm by scaling-

down the pipeline diameter and maintaining the Shields similarity parameter. In their study,

no free surface calculations were performed and the free surface was modelled as a rigid lid.

Despite the existing research, there is still a need for further discussion on pipeline scour under

the combined action of waves and current including (1) the representation of the wave motion

using higher-order non-linear wave motion, (2) validation of the hydrodynamics of the combined

action of waves and current prior to the sediment transport calculations and (3) the change in

the bed elevation including free surface capturing without scaling of the experimental data.

The main objective of the present paper is to investigate the scour below a pipeline exposed
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to the combined action of waves and current together with the simulation of the actual free

surface dynamics. The study discusses the accurate generation and propagation of the second-

order Stokes waves in the numerical wave tank (NWT). In order to ensure the quality of the wave

hydrodynamics in the NWT, the validation is performed for the combined action of waves and

current. The numerical results show a close match with the wave theory and the experimental

data from Umeyama [18]. The model is then validated for pipeline scour. Further simulations

are run to evaluate pipeline scour under waves and steady current conditions. The numerical

results show good agreement with the experimental data from Sumer and Fredsøe [8] and Mao [1]

for pipeline scour under waves and current conditions. Finally, the validated model is applied

to simulate the pipeline scour under the combined action of waves and current for different

values of Ucm for given KC numbers. The numerical results examine in depth how the change

in Ucm contributes to the flow hydrodynamics and consequently the scour below the pipeline

exposed to the combined action of waves and current. The present study gives new insight into

the mechanics of scour due to the combined effects of waves and current by including the free

surface.

2. Numerical Model

The open-source CFD model REEF3D [19, 20] is selected for the numerical modelling of scour

below pipelines. The model has been successfully used for wave-structure interaction problems

[21, 22, 23], wave-induced scour around vertical piles [24, 25], and local scour problems in coastal

areas [26]. An overview of the different modules and the governing equations used to simulate

the flow hydrodynamics, the free surface and the morphological development is given here.

2.1. Hydrodynamic model

The flow field in the NWT is calculated by solving the incompressible Reynolds-Averaged

Navier-Stokes (RANS) equations, along with the continuity equation as given in Eqs. (1) and

(2), respectively:
∂ui
∂xi

= 0 (1)

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+

∂

∂xj

[
(ν + νt)

(
∂ui
∂xj

+
∂uj
∂xi

)]
+ gi (2)

where ui is the fluid velocity, p is the pressure, ρ is the fluid density, ν is the fluid kinematic

viscosity, νt is the eddy-viscosity, and g is the gravitational acceleration. The k-ω model [27] is
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used as closure for the RANS equations to calculate the eddy-viscosity. Large velocity gradients

around the free surface cause overproduction of turbulence which can lead to artificial damping

of the free surface dynamics [28, 29, 30]. Close to the free surface, the components normal to the

free surface are supressed and the components parallel to the surface are enhanced as suggested

by Naot and Rodi [28]. By prescribing a specific turbulence dissipation term at the free surface

ωs, these physics can be accurately represented in the numerical model:

ωs =
c
− 1

4
µ

κ
k

1
2

(
1

y′
+

1

y∗

)
(3)

where cµ = 0.07, k = 0.40 is the von Karman constant, y′ = 0.07 * h, is the virtual origin of the

turbulent length scale [31], h is water depth, and y is the distance from the nearest wall to give

a smooth transition of ω from the free surface value to the rough-wall boundary. The damping

around the interface is activated by using the Dirac delta function δ(φ):

δ (φ) =


1
2ε

(
1 + cos

(
Πφ
ε

))
if |φ| < ε

0 else

(4)

where ε = 1.6dx is the width over which the delta function is applied and dx is the grid size. The

value of ε is chosen in such a way that minimum one grid cell is involved around the interface

in each direction. Further details of the governing equations can be found in Bihs et al. [19].

The spatial derivatives are approximated using advanced finite difference methods on a

Cartesian grid. The convective terms of the RANS equations are discretized with the fifth-order

accurate conservative Weighted Essential Non-Oscillatory (WENO) scheme [32]. The time step

for the transient flow is determined using the adaptive time stepping method. In this method,

the time step is controlled with the Courant-Friederichs-Lewy (CFL) number [33], which takes

the influence of the velocity, diffusion, and source terms such as the acceleration due to the

gravity into account. The pressure is treated with the projection method [34]. The BiCGStab

[35] solver from the high-performance solver package HYPRE with the semi-coarsening multi-

grid preconditioner PFMG [36] is implemented to solve the Poisson equation for the pressure.

2.2. Free surface model

The free surface is calculated with the level set method [37]. This method describes the

interface between two phases implicitly using a continuous signed distance function φ(~x, t). The

free surface is calculated as the zero level set of φ(~x, t), while phase 1 and phase 2 are defined
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as the positive and negative level set of φ(~x, t) as follows:

φ(~x, t)


> 0 if ~x is in phase 1

= 0 if ~x is at the interface

< 0 if ~x is in phase 2

(5)

The signed distance function φ(~x, t) satisfies the Eikonal equation, i.e., |∇φ(~x, t)| = 1 in the

whole domain. The evolution of the free surface over time is calculated with the convection

equation:
∂φ

∂t
+ uj

∂φ

∂xj
= 0 (6)

where uj is the fluid velocity calculated from the solution of the RANS-equations. The convective

terms of the level set function are discretized with the Hamilton-Jacobi formulation of the WENO

scheme [38]. A third-order TVD Runge-Kutta time scheme [39] is used for time treatment. As

the free surface evolves, the level set function φ(~x, t) loses its signed distance property and is

therefore reinitialised each time step [40].

2.3. Morphological model

The calculation of the scouring process is based on the fundamental theory of sediment

transport which states that water flowing over a sediment bed results in the incipient motion of

the sediment particles when the acting bed shear stress τ is higher than the critical bed shear

stress τc. The morphological model covers the calculation of the bed shear stress, the bed-load,

the suspended-load and the change of bed elevation. Details of the morphological model are

described in Ahmad et al. [25] and a short description of the relevant equations is presented

here. The bed shear stress τ due to the flow velocity is determined considering a logarithmic

velocity profile near the bed as:

τ = ρu2
∗ (7)

where u∗ = u κ/ln ( 30z
ks

) is the shear velocity, u is the velocity at a height z above the bed,

calculated from the RANS-equations, κ = 0.4 is the von Karman constant, ks = 3d50 is the

equivalent sand roughness and d50 is the median grain size. The bed-load transport rate qb,i

calculations are made with the formulation proposed by van Rijn [41]:

qb,i

d1.5
50

√
(s− 1)g

= 0.053
T 2.1

D0.3
∗

(8)

6



where T = τ−τcr
τcr

is the transport stage parameter, D∗ = d50

[
(s−1)g
ν2

]1/3

is the dimensionless

grain size, s = ρs/ρ is the specific density, ρs is the sediment density and ρ is the water density,

τcr = r τ0 is the modified critical bed shear stress, τ0 is the critical bed shear stress on a

horizontal bed which is calculated using the Shields diagram and r is the modification factor

to account for the effect of the sloping bed. The modification factor r is calculated using the

formulation suggested by Dey [42]. The effect of the sloping bed is accounted for by considering

the longitudinal bed slope θ, the transverse bed slope β, the angle of repose of the sediment ϕ

and the drag and lift forces as:

r =
1(

1− η tanϕ
)

tanϕ

{
−
(
sin θ + η tan2 ϕ

√
cos2 θ − sin2 β

)
+
[(

sin θ + η tan2 ϕ

√
cos2 θ − sin2 β

)2
+
(
1− η2 tan2 ϕ

)(
cos2 θ tan2 ϕ− sin2 β tan2 ϕ− sin2 θ − sin2 β

)]0.5}
(9)

where η is the ratio of the drag force to the inertia force. Thus, the value of the critical bed shear

stress τcr is calculated to be lower for downhill slopes and higher for uphill slopes compared to

τ0. The suspended sediment load is calculated using a convection-diffusion equation. Details

of the equations used for the suspended-load and numerical treatment can be found in Ahmad

et al. [25]. An important feature of the morphological bed changes is that the sides of the scour

hole fail when the bed slope exceeds the angle of repose (ϕ). This is accounted for by using a

sand slide algorithm in the sediment transport model. A correction factor of -2◦ is applied in

an iterative manner to redistribute excess sediment if the bed slope exceeds the angle of repose

(ϕ) [43, 44]. It is observed that the downhill bed slope is expected to be larger than the uphill

bed slope [45]. Therefore, for this study, the modified angle of repose for the downhill slope is

assumed to be ϕ = 45◦, and for the uphill bed slope, ϕ = 35◦, depending on the bed velocity

vector orientation relative to the bed slope [46]. The change in bed elevation is calculated with

Exner’s formula. The method is based on the conservation of sediment mass where the spatial

variation in the bed-load is conserved with the temporal change in the vertical bed elevation.

The morphological evolution occurs as a non-linear propagation of the bed-level deformation in

the direction of the sediment transport. The transient change in bed level is defined as follows:

∂zb
∂t

+
1

(1− n)

[
∂qb,x
∂x

]
+ E −D = 0 (10)

Here, zb is the bed-level, qb,x is the bed-load in the x-direction and n is the sediment porosity.
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The term (E−D) defines the net flux of sediment across the interface between the bed-load and

the suspended load and is calculated using the formula by Wu et al. [47]. The bed topography

is represented with the level set method, which implicitly defines the sediment bed as the zero

level set. The driving factor is ∂zb/∂t which transforms the interface in the vertical direction

due to erosion or deposition.

3. Results discussion

3.1. Hydrodynamic validation

This section describes the validation of the model to simulate the flow under the combined

action of waves and current. At first, the simulations are run without steady current, i.e.

waves alone for different values of wave steepness. The velocity profiles are compared with

the observations from the experiments [18]. The combined action of waves and current is then

simulated by adding the steady current component. The simulated velocity profiles are plotted

for different values of Ucm and are compared with the experimental data [18].

3.1.1. Computational setup and boundary conditions

The computational setup is similar to the experimental setup used by Umeyama [18]. The

experimental flume is 25.0 m long, 0.7 m wide and 1.0 m deep with a still water depth of h = 0.30

m and a wave period T = 1.0 s for all the experiments. The simulations are performed in an 8.8

m long and 1.0 m high 2D NWT without structures. Based on the incident wave characteristics,

second-order Stokes wave theory is chosen for the wave generation in the NWT corresponding

to the experiments. The boundary conditions of the NWT are as follows: The waves generation

from the inlet is based on the Dirichlet type inlet boundary condition where the free surface

elevation (η) and incident wave velocity (u,w) are prescribed based on the second-order Stokes

wave theory [48] as:

η(x, z, t) =
H

2
cos θ +

H2k

16

cosh kh

sinh3 kh
(2 + cosh 2kh) cos 2θ (11)

Φ(x, z, t) =
Hg

2ω

cosh k(h+ z)

cosh kh
sin θ +

3

32
H2ω

cosh 2k(h+ z)

sinh4 kh
sin 2θ (12)

u(x, z, t) =
∂Φ

∂x
; w(x, z, t) = −∂Φ

∂z
(13)

where η is the free surface elevation, Φ is the velocity potential, H is the incident wave height, T

is the wave period, k = 2π
λ is the deep water wave number, λ is the wave length, and θ = kx−ωt
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Figure 1: Numerical setup used for the hydrodynamic validation of the co-directional combined waves and

current. The flow is generated from right-to-left side of the NWT as in the experiments. Length of NWT is 8.8

m and a wave gauge is located at centre of NWT, x = 0 m. Source of the experimental data: Umeyama [18].

is the wave phase. The dispersion relation is defined as ω2 = gk tanh kh, where ω is the angular

wave frequency and z the vertical coordinate with the origin at the still water depth h. The

second-order term in the Eq. (11) and Eq. (12) are directly related to the wave steepness and

accounts for the asymmetric nature of the wave. The waves are absorbed at the outlet with the

active wave absorption (AWA) method [49]. In this method, the waves reaching the outlet are

handled by cancelling out the reflected waves and prescribing the velocity uo as:

uo = −
√
g

h
ηr (14)

where ηr is the reflected wave amplitude defined as:

ηr = ηm − h (15)

Here, ηm is the actual free surface elevation and h is the still water level. Thus the reflected

waves from the outlet are absorbed. The advantage of using the AWA method as an outlet

boundary condition is that instead of providing a long relaxation zone for wave dissipation, the

wave is absorbed directly at the outlet [25]. The other boundary conditions are as follows: The

bottom of the NWT is considered as a rough-wall. The sides and the top of the NWT are

considered as symmetry planes. The boundary of the pipeline and seabed is defined using the

immersed boundary method with the local directional ghost cell approach [50]. A Cartesian

grid with dx = dy = dz is used in all the simulations. An overview of the computational domain

and boundary conditions are given in Fig. 1. The details of the simulations are summarized in

Table 1.
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Test dx D CFL T H h ka um um/
√
gh uc uc/

√
gh Ucm θ KC S/D S/D

(m) (m) (s) (m) (m) (m/s) (m/s) (Num) (Exp)

Grid convergence study

A1 0.04 - 0.25 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

A2 0.03 - 0.25 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

A3 0.02 - 0.25 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

A4 0.01 - 0.25 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

A5 0.005 - 0.25 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

Time convergence study

B1 0.01 - 0.50 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

B2 0.01 - 0.40 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

B3 0.01 - 0.30 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

B4 0.01 - 0.20 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

B5 0.01 - 0.10 1.0 0.036 0.30 0.082 0.113 0.066 0 0 0 - - - -

Propagation of waves alone

C1 0.01 - 0.10 1.0 0.010 0.30 0.024 0.031 0.018 0 0 0 - - - -

C2 0.01 - 0.10 1.0 0.023 0.30 0.054 0.072 0.042 0 0 0 - - - -

C3 0.01 - 0.10 1.0 0.036 0.30 0.083 0.113 0.066 0 0 0 - - - -

Combined propagating waves and current

D1 0.01 - 0.10 1.0 0.009 0.30 0.020 0.028 0.016 0.08 0.047 0.74 - - - -

D2 0.01 - 0.10 1.0 0.020 0.30 0.046 0.063 0.037 0.08 0.047 0.56 - - - -

D3 0.01 - 0.10 1.0 0.030 0.30 0.070 0.094 0.055 0.08 0.047 0.46 - - - -

Pipeline scour under waves alone

E1 0.01 0.05 0.10 0.90 0.40 0.099 0.050 0.060 0.143 - - 0 0.06 2 0.18 0.14

E2 0.01 0.05 0.10 1.43 0.40 0.228 0.115 0.110 0.135 - - 0 0.11 7 0.32 0.26

E3 0.01 0.05 0.10 2.70 0.40 0.209 0.106 0.090 0.053 - - 0 0.035 11 0.33 0.37

E4 0.01 0.05 0.10 3.13 0.40 0.257 0.130 0.090 0.041 - - 0 0.06 16 0.36 0.40

E5 0.01 0.05 0.10 3.57 0.40 0.259 0.131 0.110 0.040 - - 0 0.06 19 0.52 0.43

Pipeline scour under steady current alone

F1 0.01 0.10 0.10 - - 0.35 - - - 0.350 0.189 1.0 0.06 ∞ 0.55 0.55

F2 0.01 0.10 0.10 - - 0.35 - - - 0.500 0.270 1.0 0.09 ∞ 0.70 0.70

Table 1: List of simulations performed for hydrodynamic and morphological validation for the co-directional

combined waves and current. Here, ka is the wave steepness, k = 2π
λ

is the wave number, a = H/2 is the wave

amplitude and λ is the wavelength. Test series A1-D3 corresponds to hydrodynamic validation. In these tests,

flow is generated from right-to-left as in the experiments from Umeyama [18]. The experimental data for test

(E1-E5) conducted for the pipeline scour under waves [3] and test F1-F2 is conducted for the pipeline scour

steady current [1]. For these simulations (E1-F2), the waves and current are generated from left-to-right as in

the experiments from Sumer and Fredsøe [3] and Mao [1].

3.1.2. Grid and time convergence study

At first, grid and time step convergence tests are performed. The purpose of the tests is to

ensure that the quality of the waves generated in the NWT is independent of the computational

mesh. One wave gauge WG1 is fixed at the center of the NWT, where the pipeline is located
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in the scour simulations. The simulations are carried out for the steepest wave analyzed in

the experiments [18], with wave steepness ka = 0.083. Five different grid sizes, dx = 0.04 m,

0.03 m, 0.02 m, 0.01 m, and 0.005 m are tested. For all values of dx, the CFL number is 0.25.

The simulations are run for t/T = 50. The accuracy of the simulated wave is analyzed by

a comparison between the simulated wave elevations and the wave theory. Figs. 2(a-e) show

sequences of the simulated wave free surface elevations versus t/T . It is found that the wave

Wave theory Numerical

η/
H

−0.5

0

0.5

t/T
31 32 33

(a) dx = 0.04 m

Wave theory Numerical

η/
H

−0.5

0

0.5

t/T
31 32 33

(b) dx = 0.03 m

Wave theory Numerical

η/
H

−0.5

0

0.5

t/T
31 32 33

(c) dx = 0.02 m

Wave theory Numerical

η/
H

−0.5

0

0.5

t/T
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(d) dx = 0.01 m

Wave theory Numerical

η/
H
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0

0.5

t/T
31 32 33

(e) dx = 0.005 m

δcr = 100*(ηmax,s - ηmax,t)/H
δtr = 100*(ηmin,s - ηmin,t)/H
δph = 100*(tp,s - tp,t)/T

|δ
(%

)|

0

6

12

18

24

dx (m)
00.010.020.030.04

(f) Wave accuracy plotted against dx

Figure 2: Grid convergence study of the wave field generated in a NWT without the pipeline. The total duration

of the simulation run is t/T = 50. Wave elevation is measured at WG1. The plots depict a comparison between

the simulated free surface elevations and the wave theory for different grid sizes. Test conditions are: The wave

steepness, ka = 0.082, the wave period T = 1.0 s, CFL = 0.25. Here δcr, δtr, and δph refers to the discrepancy

in wave crests, wave troughs, and wave phases, respectively. ηmax,s is the simulated wave crest, ηmax,t is the

theoretical wave crest, ηmin,s is the simulated wave trough, ηmax,t is the theoretical wave trough, tp,s is the

simulated wave crest time and tp,s is the theoretical wave crest time. The red solid line: numerical result; black

dotted line: Second-order Stokes wave theory.

elevations are over-predicted on coarser grids, but the agreement is seen to be improving with
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decreasing grid size dx. Fig. 2(f) shows the accuracy of the simulated wave, which is quantified

in terms of the difference (δ) of the simulated wave elevations and the wave phase from the

corresponding wave theory. The term δ is defined in Fig. 2(f). For the coarse grid dx = 0.04

m, the simulated crests and troughs of the wave show an about 13% over-prediction, which

decreases to δ = 2% when the grid size is reduced to dx = 0.005 m. The simulated wave phase

shows a relatively close agreement with the wave theory. The difference between the simulated

and theoretical wave phase is found to decrease from 4% to 1% as the grid size is reduced from

dx = 0.04 m to 0.005 m.

Fig. 3 shows the results of the time convergence study. In this case, the grid size is maintained
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Figure 3: Time convergence study of the wave field generated in a NWT. The total duration of the simulation

run is t/T = 50. The wave elevation is measured at WG1. The plots depict a comparison between the simulated

free surface elevations and the wave theory for different CFL numbers. Test conditions are: The wave steepness,

ka = 0.082, the wave period T = 1.0 s, dx = 0.01. The red solid line: numerical result; black dotted line:

Second-order Stokes wave theory.
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as dx = 0.01 m for all simulations. The calculation of the transient flow is based on adaptive

time stepping where the time step is calculated based on the CFL number. Therefore, instead of

testing a fixed time step, different values of the CFL number, i.e. CFL = 0.50, 0.40, 0.30, 0.20

and 0.10 are tested. The other test conditions are the same as used in the grid convergence study.

Figs. 3(a-e) show the simulated wave elevations for different CFL numbers. For CFL = 0.50,

the simulated crests of the wave are found to be 10% over-predicted. The difference between

the simulated wave and the wave theory is reduced to 0.5% when the CFL number is decreased

to CFL = 0.10. The simulated troughs and the phase of the wave are in close agreement with

the wave theory. For the CFL number range of 0.5 to 0.2, the difference between the simulated

result and wave theory range 3% to 0.5%. The accuracy of the numerical results is seen to be

the same when CFL is further reduced to 0.10. Thus, the solution is considered to be converged

at CFL = 0.10 with the grid size of dx = 0.01 m and is therefore maintained in the following

numerical simulations.

3.1.3. Kinematics of waves alone

The correct representation of the wave kinematics in the NWT is verified in this section.

The simulations are run for different values of wave steepness ka = 0.024, 0.054 and 0.083. The

steady current velocity is uc/
√
gh = 0 for all simulations, i.e., Ucm = 0 (waves alone).

Fig. 4 shows the sequence of the wave velocity profiles plotted at intervals of t/T = 0.25.

The velocity profiles are measured below the wave trough level. The wave interval t/T = 0

and t/T = 0.50 correspond to the wave trough and wave crest, respectively. Fig. 4(a) shows

the development of the velocity profile for the wave steepness ka =0.024. It is seen that the

velocity varies between u/
√
gh = -0.02 and 0.02 corresponding to the trough and crest of the

waves. Figs. 4(b-c) depict the velocity profiles when the wave steepness is increased to ka =

0.054 and ka =0.083, respectively. While the same pattern is seen, the velocity u/
√
gh varies

between -0.05 and 0.05 for ka = 0.054, and between -0.07 and 0.07 for ka = 0.083. It appears

that the predicted velocity profiles agree well with the experimental data [18].
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Figure 4: Simulated velocity profiles of the wave for different values of wave steepness ka = (a) 0.024, (b) 0.056,

(c) 0.083. The other test conditions are: Wave period T = 1.0 s, grid size dx = 0.01 m, CFL = 0.10 and the

wave gauge WG1 location is x = 0 m, see also Table 1. The red solid line: simulated result; black circles: the

experimental data from Umeyama [18].

3.1.4. Kinematics of the co-directional combined waves and current

Fig. 5 depicts the velocity profiles when the waves are combined with a steady current. The

simulations are run for different values of Ucm for the wave steepnesses ka = 0.020, 0.046, and
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0.070. The steady current velocity is uc/
√
gh = -0.047 for all simulations. The negative sign

of the steady current velocity indicates the flow direction from right-to-left. The waves also

advance in the same direction, this means the velocity under the wave crest and wave trough

are negative and positive, respectively as in the experiments [18]. The other test conditions are

the same as in the previous validation cases, see Table 1.

Fig. 5(a) shows the sequences of velocity profiles for Ucm = 0.74, when a wave of steepness ka

= 0.023 is combined with a steady current of uc/
√
gh = -0.047. It is found that the interaction

of the waves with a steady current leads to an asymmetric wave profile. In comparison to the

current velocity, the velocity decreases to u/
√
gh = -0.040 at t/T = 0 corresponding to the wave

trough. This is due to that the wave opposes the steady current. The velocity increases to u/
√
gh

= -0.06 beneath the wave crest at t/T = 0.50. This increase in the velocity is attributed to that

the steady current intensifies the wave motion beneath the wave crest. The simulated sequence

of the velocity profiles is consistent with the experiments [18]. Fig. 5(b) shows the sequence

of the velocity profiles for Ucm = 0.56, when the wave steepness is increased to ka = 0.046.

The velocity is seen to be almost zero close to the free surface at t/T=0. This corresponds

to the condition of wave blocking where the velocity beneath the wave trough matches the

current velocity and blocks the wave motion. However, the velocity close to the bottom is seen

to be u/
√
gh = -0.02 which indicates a flow in the current direction. The velocity increases

to u/
√
gh = -0.10 under the wave crest at t/T = 0.50. Fig. 5(c) shows the velocity profiles

for Ucm = 0.46 when the wave steepness is increased to ka = 0.083. It is seen that under the

wave trough, the velocity profile shows a reverse flow close to the free surface with the velocity

u/
√
gh = 0.02 and a decrease in the velocity to u/

√
gh = -0.02 close to the bottom. The velocity

decreases to u/
√
gh = -0.12 under the wave crest. The numerical results show that a successive

increase in wave steepness leads to an increase in the velocity magnitude under the wave crest

and decrease in velocity magnitude under the wave trough. Fig. 5(d) shows the error of the

simulated velocities compared to the experimental data. The error is presented in terms of the

mean absolute percentage error as: Er = 1
N

∑N
n=1

|un,exp−un,num|
|un,exp| x 100, where un,num is the

velocity predicted, uexp is the velocity measured, and N is the number of data points along the

water depth at t/T = 0.5. It is seen that in the case of waves alone, the error ranges between

Er = 3 - 4% for ka =0.024 - 0.083 and Ucm = 0 (Test C1 - C3). However, in case of combined

waves and current, the error increases to 3 - 7% for Ucm = 0.46 - 0.76, ka = 0.083 (Test D1 -

D3).
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Figure 5: Simulated velocity profiles of the combined action of waves and current for different values of Ucm =

(a) 0.74, (b) 0.56, (c) 0.46. Other test conditions: steady current velocity, uc/
√
gh = 0.046, wave period T =

1.0 s, grid size dx = 0.01 m, CFL = 0.10 and the wave gauge WG1 location is x = 0 m. The red solid line:

simulated result; black circles: experiment. (d) the mean absolute percentage error Er against Ucm at t/T =

0.50. The red square: Er for ka = 0.024, Ucm = 0 (Test C1); the red triangle: Er for ka = 0.054, Ucm = 0 (Test

C2); and the red circles with line: Er for ka = 0.083 and Ucm = 0− 0.74 (Test C3, Test D1 - D3); Source of the

experimental data: [18].
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Overall, the numerical results show that the simulated velocity profiles for the combined

action of waves and current are well represented and show a satisfactory agreement with the

experimental observations [18]. This confirms the validity of the model for an accurate repre-

sentation of the combined action of waves and current in the NWT.

3.2. Morphological validation

This section describes the morphological validation of the model for the calculation of the

scour below the pipeline with free surface. The simulations are run for pipeline scour under

waves and steady current conditions. Details of the simulations performed for morphological

validation are listed in Table 1.
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(a)

Figure 6: Numerical setup used for scour below the pipeline. The term D defines the pipeline diameter, S is

maximum scour depth below the pipeline, w = w1 + w2 is the length of the scour hole, w1 and w2 are the

horizontal extent of the scour on the upstream and the downstream side of the pipeline, respectively.

3.2.1. Pipeline scour under waves

This section describes the simulations performed to investigate scour below the pipeline

under waves. The test conditions are based on the benchmark experimental investigation from

Sumer and Fredsøe [3]. The NWT is the same as the one used for the hydrodynamic validation.

In addition, a pipeline of diameter D = 0.05 m is placed at the center of the NWT as in Fig.

6(a). For the initialisation of the simulations, a negligible gap between the sediment bed and the

pipeline, i.e. e = dx/2 is introduced for all calculations conducted for the pipeline scour. This

is because the onset of the pipeline scour due to the seepage and the piping is not accounted

for in the simulations. The water depth is h = 0.40 m, and the bottom of the NWT (z = -0.30

m) is filled with the sand. The density of the sand is 2700 kg/m3 and the median grain size

is d50 = 0.58 mm. The critical value of the Shields parameter is θc = 0.05. The sandy bed

is hydraulically rough with a roughness height ks = 3d50. The sediment porosity parameter is
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Figure 7: Scour below the pipeline exposed to waves. Test conditions: Pipeline diameter D = 0.05 m, KC = 7.0.

Red solid line: the numerical results; Red circles: Experimental data from Sumer and Fredsøe [3].

considered to be n = 0.40. For the numerical simulations, the size of the NWT is the same as

the one used for the hydrodynamic validation with second-order Stokes waves as input for the

wave generation. The selection of the wave theory is according to the chart for the applicability

of wave theory given by Le Méhauté [51].

Fig. 7 illustrates the scour below the pipeline exposed to wave action. The numerical results

provide the bed changes with the free surface, the temporal variation of the scouring process and

the change of the scour depth against the KC number. Fig. 7(a) shows the pipeline scour for

KC = 7.0. The interaction of the wave crest with the pipeline leads to an increase in the velocity

below the pipeline and results in the onset of scour. Fig. 7(b) shows a zoomed-in view of the

initial stage of scour below the pipeline at t = 0.20 minutes. At this stage, the scour below the

pipeline is rapidly initiated with the crest action of the first wave. The scour depth is found to

be S/D = 0.25 which is almost half of the maximum scour depth. The horizontal extent of the

scour (w) below the pipeline is -1.0 ≤ w/D ≤ +1.0. The simulated bed profile at shows a good
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agreement with the experimental observations [3]. Fig. 7(c) shows the scour profile below the

pipeline at t = 5.0 min. Here, the water jet effect in the gap between the pipeline and the bed

is seen which results in tunnel scour. The maximum scour depth is seen to be S/D = 0.45. The

horizontal extent of the scour is -1.5 ≤ w/D ≤ +1.5. The simulated scour depth and bed profile

show a satisfactory match with the experimental observations. The numerical results confirm

the ability of the model to simulate the tunnel scour process, which is considered to be a crucial

part of the pipeline scour as the maximum scour depth is reached during this stage [8, 14, 17].

Fig. 7(d) shows the scour profile at t = 55 min. This corresponds to the final stage of the scour.

There is almost no change in the maximum scour depth compared to the maximum scour depth

at t = 5.0 min. However, the horizontal extent of the scour increases to -1.5 ≤ w/D ≤ +2.0.

The horizontal extent of the scour on the downstream side of the pipeline is higher compared

to the upstream side. This is due to the relatively higher influence of the lee-wakes in the

wave propagation direction. The maximum scour depth below the pipeline agrees well with the

experimental data. However, the length of the scour hole is slightly over-predicted. Fig. 7(e)

shows the temporal variation of the scouring process for KC = 7.0. It is seen that the major

part of the maximum scour takes place within the first 10 min. The maximum scour depth

below the pipeline is then maintained with the scouring and refilling because of the wave crest

and wave trough, respectively, as seen from the fluctuations in the curve. Fig. 7(f) shows the

model performance for the calculation of the maximum scour below the pipeline for different

KC numbers. The pipeline scour for KC = 7 is already discussed in detail. The results of the

remaining tests show a similar scour profile with a change in the maximum scour depth and are

therefore presented as the variation of the scour depth (S/D) against the KC number. It is seen

that the maximum scour depth increases with the KC number. The results show a satisfactory

match with the formula S/D = 0.1
√
KC based on experimental observations from Sumer and

Fredsøe [3].

3.2.2. Pipeline scour under a steady current

This section investigates the pipeline scour under a steady current. For this purpose, two

simulations are performed based on the experiments by Mao [1]. The pipeline diameter is D =

0.10 m and is placed on a sandy bed with the median particle size d50 = 0.36 mm. The still

water depth is h = 0.35 m. For the first test, the inflow velocity is u/
√
gh = 0.189. The far-field

Shields parameter is θ = 0.048, which corresponds to a clear water scour regime. The second

test is run by increasing the inflow velocity to u/
√
gh = 0.27. The far-field Shields parameter
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for this case is θ = 0.09, resulting in a live-bed scour regime.

Fig. 8(a) shows the simulated clear-water scour profile with the free surface. The maximum

velocity below the pipeline is seen to be u/
√
gh = 0.38 which is almost two times higher than the

inflow velocity. This leads to a flow jet below the pipeline and consequently larger scour. The

eroded sediments are deposited on the downstream side of the pipeline. No scour is observed on

the downstream side of the pipeline. This is because a scour hole with a steep bed slope leads

to the flow exiting the scour below the pipeline almost vertically. This avoids the interaction

of the large vortices with the horizontal bed, which are considered to be a primary cause for

the scour at the downstream side of the pipeline [2]. Fig. 8(b) shows the zoomed-in view of

the scour profile below the pipeline. The maximum scour is about S/D = 0.50. The length

of the scour hole is -2.0 ≤ w/D ≤ +3.0. The scour profile depicts a good agreement with the

experimental data [1]. Fig. 8(c) shows the temporal variation of the scouring process for scour

in the clear-water scour regime. The scour depth is calculated to be S/D = 0.25 in the beginning

and attains the maximum scour depth S/D = 0.50 after about 30 minutes. The comparison of

the numerical results with the experiments [1] shows a satisfactory agreement.

Fig. 8(d) shows the simulated live-bed scour profile with the free surface. The simulation

is run by increasing the inflow velocity to u/
√
gh = 0.27. The maximum velocity below the

pipeline is seen to be u/
√
gh = 0.55 which is almost two times higher compared to the velocity

seen in the clear-water scour regime. The increase in the velocity below the pipeline leads to a

further larger scour depth below the pipeline. Also, the horizontal extent of the scour on the

downstream side of the pipeline is seen to be larger. Once the scour profile becomes less steep,

the flow exits close to the horizontal bed. This allows for the interaction of the large vortices

with the horizontal bed and results in larger scour at the downstream side of the pipeline. Fig.

8(e) shows a zoomed-in view of the scour profile. The maximum scour is found to be S/D =

0.75. The horizontal extent of the scour -3.0 ≤ w/D ≤ +4.0. Fig. 8(f) shows the temporal

variation of the scouring process in the live-bed regime. The scour depth is calculated to be

S/D = 0.50 in the beginning which is two times higher compared to the scour depth in the

clear-water regime and attains the maximum scour depth S/D = 0.75 within 15 minutes. The

numerical results are in good agreement with the experimental observations [1].
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(a) Simulated scour below the pipeline for clear-water regime (θ < θc) with free surface
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(d) Simulated scour below the pipeline for live-bed regime (θ > θc) with free surface
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Figure 8: The simulated pipeline scour with the free surface. (a-c) depict the scour with free surface for clear-

water scour. Test conditions: inflow velocity u/
√
gh = 0.189 and θ = 0.048 (< θc). (d-f) depict the scour with

free surface for the live-bed scour. Test conditions: Inflow velocity u/
√
gh = 0.270 and θ = 0.09 (> θc). The red

lines are simulated results and the black circles are the experiment. Source of experimental data: Mao [1].

4. Pipeline scour under combined waves and current

In this section, the validated model is used for scour under co-directional combined waves

and current. The flow conditions and sediment bed properties are based on the experimental

data from Sumer and Fredsøe [8]. The pipeline diameter is D = 0.07 m and the still water depth

21



Test f(1/s) T (s) h(m) um(m/s) um/
√
gh H(m) ka uc uc/

√
gh Ucm u/

√
gh θ S/D β w2/w1

KC = 5.5

G1 0.40 2.50 0.39 0.16 0.081 0.065 0.042 0.00 0.000 0.00 0.13 0.06 0.23 0.21 1.2

G2 0.40 2.50 0.39 0.16 0.081 0.065 0.042 0.09 0.044 0.35 0.17 0.10 0.28 0.30 1.7

G3 0.40 2.50 0.39 0.16 0.081 0.065 0.042 0.15 0.077 0.49 0.23 0.20 0.47 0.75 2.2

G4 0.40 2.50 0.39 0.16 0.081 0.065 0.042 0.26 0.131 0.62 0.32 0.20 0.75 1.12 3.0

KC = 10

H1 0.32 3.13 0.39 0.23 0.118 0.082 0.037 0.00 0.000 0.00 0.22 0.10 0.42 0.45 1.5

H2 0.32 3.13 0.39 0.23 0.118 0.082 0.037 0.13 0.064 0.35 0.30 0.20 0.46 0.70 2.1

H3 0.32 3.13 0.39 0.23 0.118 0.082 0.037 0.21 0.108 0.49 0.39 0.30 0.55 0.90 2.5

H4 0.32 3.13 0.39 0.23 0.118 0.082 0.037 0.37 0.190 0.62 0.48 0.40 0.77 1.20 3.0

KC = 18

I1 0.22 4.55 0.39 0.27 0.138 0.108 0.037 0.00 0.000 0.00 0.40 0.10 0.45 0.57 1.6

I2 0.22 4.55 0.39 0.27 0.138 0.108 0.037 0.14 0.072 0.34 0.45 0.20 0.55 0.77 2.3

I3 0.22 4.55 0.39 0.27 0.138 0.108 0.037 0.24 0.123 0.47 0.47 0.25 0.62 0.91 2.8

I4 - - 0.39 - - - - 0.37 0.190 1.00 0.32 0.20 0.80 0.91 3.1

Table 2: List of the simulations performed for the pipeline scour under the co-directional combined waves and

current. The flow is generated from left-to-right. Experimental data: Sumer and Fredsøe [8].

is h = 0.39 m. The bed material consists of sand with d50 = 0.16 mm. Three sets of simulations

are run for different values of Ucm corresponding to KC = 5.5, 10, 18 with Ucm varying between

0 and 1.0. The conditions of the simulations are summarised in Table 2.

4.1. Scour for different values of Ucm, KC = 5.5

Fig. 9 shows the scour below the pipeline with the free surface for the combined waves and

current. The incident wave conditions are kept constant (KC = 5.5) and the different values

of Ucm are obtained by increasing the steady current velocity. Fig. 9(a) shows the maximum

scour below the pipeline for Ucm = 0, corresponding to waves alone. The maximum velocity

below the pipeline during the wave crest is seen to be u/
√
gh = 0.13 (see Table 2). The scour

depth below the pipeline is seen to be S/D = 0.23. The horizontal extent of the scour on the

upstream and the downstream side (β) is found to be almost symmetrical.

Fig. 9(b) shows the scour below the pipeline for Ucm = 0.35. This case corresponds to

a steady current with the velocity uc/
√
gh = 0.044 combined with waves of KC = 5.5. The

velocity below the pipeline during the incidence of the wave crest is seen to be u/
√
gh = 0.17.

The maximum scour below the pipeline is S/D = 0.28. The scour is relatively deeper compared

to the waves alone condition. This is due to an increase in the velocity below the pipeline

when a steady current is combined with waves. In addition, the current represents an additional

transport mechanism for the sediment particles already in bed and suspended load in the vicinity
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(a)

(b)

(c)

(d)

Figure 9: Simulated scour profiles with free surface for different values of Ucm, KC = 5.5. (a) Ucm = 0, (b) Ucm

= 0.35, (c) Ucm = 0.49, (d) Ucm = 0.62.

of the pipeline. The result is an asymmetric scour geometry, extending further in the direction

of the steady current. Fig. 9(c) shows pipeline scour for Ucm = 0.49. This case corresponds

to the condition when the steady current velocity is increased to uc/
√
gh = 0.077. The scour

below the pipeline is found to be S/D = 0.47, which is almost two times the scour under waves

alone, and the horizontal extent of the scour is larger in wave direction. The simulated result

agrees with the previous explanation that the presence of the steady current leads to a larger

sediment mobilisation in the wave direction. Fig. 9(d) shows pipeline scour with free surface
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profile for Ucm = 0.62, when the steady current velocity is increased to uc/
√
gh = 0.131. The

maximum scour depth below the pipeline increases to S/D = 0.75, which is almost three times

larger than the scour under waves alone.

A correlation between the velocities and resulting scour below the pipeline with Ucm is evident

in Fig. 10. The numerical analysis examines the simulated scour against the experimental

observations from [8]. The term u/
√
gh is the maximum velocity measured below the pipeline

and S/D is the corresponding maximum scour depth. The term β is defined as an increase
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Figure 10: The velocity and resulting scour below the pipeline corresponding to an increasing Ucm, KC = 5.5.

The term Ucm = 0 represents waves alone and uwc = 0 means current alone. The velocity below the pipeline is

measured at point P1 x/D = 0, z/D = -0.10 (see Fig. 6(a)).
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in the velocity under the wave crest (um,cr) compared to that under the wave trough (um,tr)

as β = (um,cr − um,tr)/um,cr and w2/w1 is the relative scour extent, where w1 and w2 are

the horizontal extent of the scour on the upstream and the downstream side of the pipeline,

respectively. Figs. 10(a-b) show u/
√
gh and S/D versus Ucm for KC = 5.5, respectively. It

appears that u/
√
gh increases from 0.13 to 0.32 and S/D increases from 0.23 to 0.75 for Ucm in

the range 0 to 0.62 (see also Table 2, test (G1-G4)).

Figs. 10(c-d) show β and w2/w1 versus Ucm, respectively. As β increases from 0.21 to 1.12,

w2/w1 increases from 1.2 to 3.0, signifying a larger horizontal extent of the scour in the wave

direction as the steady current velocity increases. Figs. 10(e-f) show the temporal evolution of

the scour (S/D versus time) for Ucm = 0 and 0.62. The results for Ucm = 0.35 and 0.49, show a

similar pattern of S/D versus time with a change in the magnitude and are therefore presented

as the change in scour depth (S/D) against Ucm as in Fig. 10(b). For Ucm = 0 the equilibrium

scour depth is S/D = 0.23 and is attained within 10 minutes (Fig. 10(e)). For Ucm = 0.62 it is

seen that the initial scour development is rapid; the equilibrium scour depth is S/D = 0.75 and

is attained within 5 minutes.

4.2. Scour for different values of Ucm, KC = 10

Figs. 11(a-d) show S/D for Ucm = 0, 0.35, 0.49, 0.62 and the maximum scour depth below

the pipeline is seen to be S/D = 0.42, 0.46, 0.55, 0.77, respectively. The simulated maximum

scour depth S/D and the horizontal extent of the scour for Ucm = 0 are larger than for KC =

5.5, but follow the same pattern. As before, an increase in Ucm results in an increase in S/D

and a larger horizontal extent on the downstream side of the pipeline.
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(a)

(b)

(c)

(d)

Figure 11: Simulated scour profiles with free surface for different values of Ucm, KC = 10. (a) Ucm = 0, (b) Ucm

= 0.35, (c) Ucm = 0.49, (d) Ucm = 0.62.

Figs. 12(a-b) present u/
√
gh and S/D against Ucm, respectively, for KC = 10. It is seen

that u/
√
gh increases from 0.22 to 0.48 and S/D varies from 0.42 to 0.77, following the trend

measured in the experiment. At the same time, the curve in Fig. 12(b) is flatter than in Fig.

10 (b), where the difference between currents alone and waves alone is higher. Figs. 12(c-d)

show the variation for β and w2/w1; also here the curves are flatter than observed for KC =

5.5. This behavior, following the tendency of S/D in Fig. 12(b), is attributed to that the higher

KC number leads to higher scour than for Ucm = 0. Figs. 12(e-f) show the temporal evolution
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Figure 12: Variation in the velocity and resulting scour below the pipeline corresponding to an increasing Ucm,

KC = 10

of S/D for Ucm = 0 and 0.62, respectively. The simulated temporal variation of the process is

in good agreement with the experimental observation [8] for Ucm = 0 (waves alone).

4.3. Scour for different values of Ucm, KC = 18

In order to further investigate the effect of combined waves and current on the scour devel-

opment, four simulations are run for Ucm = 0, 0.34, 0.47 and 1.0 for KC = 18. Figs. 13(a-c)

show the scour profile for Ucm = 0, 0.34 and 0.47 and the maximum scour depth below the

pipeline is seen to be S/D = 0.45, 0.55 and 0.62, respectively. Fig. 13(d) shows the pipeline

scour for Ucm = 1.0, corresponding to scour for current alone. The maximum scour below the
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pipeline is S/D = 0.80. Figs. 14(a-d), showing the variation of u/
√
gh and S/D, depicts a

similar pattern as observed for increasing KC numbers in combination with a current: The flow

intensity and scour magnitude are overall increased, while showing a lesser difference between

Ucm = 0 (waves alone) and Ucm = 0.62. Overall, some small differences in the numerical results

for S/D are observed, while closely following the overall trend for increasing Ucm. The temporal

variation of the maximum scour for Ucm = 0 and 1.0 are given in Figs. 14(e-f), showing fairly

good agreement with the experimental data [8] for the waves alone situation.

(a)

(b)

(c)

(d)

Figure 13: Simulated scour profiles with free surface for different values of Ucm, KC = 18. (a) Ucm = 0, (b) Ucm

= 0.34, (c) Ucm = 0.47, (d) Ucm = 1.0.
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Figure 14: Variation in the velocity and resulting scour below the pipeline corresponding to an increasing Ucm,

KC = 18. The wave gauge location is x/D = 0, z/D = -0.30

5. Summary and conclusions

This paper presents numerical modelling of pipeline scour under combined waves and current

including the free surface. The open-source CFD model REEF3D is used to simulate the flow

hydrodynamics by solving the RANS equations with the k-ω turbulence model and a sediment

transport model. The RANS-equations are discretised with a finite difference method on a

staggered grid. The dynamic free surface is captured with the level set method. The simulated

wave hydrodynamics are coupled with sediment transport algorithms. The modified critical bed

shear stress is accounted for by calculating the critical bed shear stress on the sloping bed. In
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order to obtain a realistic representation of the scour hole geometry below the pipeline, a sand-

slide algorithm is incorporated to correct the bed slope when it exceeds the angle of repose ϕ.

The calculation of the bed changes is performed with the Exner equation, based on the sediment

continuity at the bed.

First, a thorough hydrodynamic validation is performed by using second-order Stokes waves

in numerical wave tank without the presence of the pipeline. The quality of the waves is tested

through grid and time step convergence studies. The model is applied to simulate flow under

co-directional combined action of second-order Stokes waves and current. Further, a series of

simulations are performed for different values of the non-dimensional parameter for combined

waves and current Ucm. The velocity profiles are compared with the experimental data from

[18] and a satisfactory agreement is found. A series of simulations are run to investigate the

scour below the pipeline under waves for different KC numbers. The maximum scour depth

below the pipeline is found to increase with the KC number, which confirms the experimental

observations from Sumer and Fredsøe [3]. Simulations are also performed to validate the pipeline

scour under steady current for clear-water and live-bed conditions. The scour profile and the

temporal variation of the scouring process correlate fairly well with the Mao [1] experimental

results.

The validated model is used to investigate pipeline scour under combined waves and current

while resolving the dynamic free surface motion. A series of simulations are run for different

values Ucm for KC = 5.5, 10 and 18. The wave hydrodynamics, the scour profiles below the

pipeline and the temporal variation of the scour process are successfully simulated. It is found

that the scour depth and the horizontal extent of the scour hole below the pipeline increase with

Ucm for a given KC number. At the same time, the relative difference in scour depth between

Ucm = 0 (waves alone) and Ucm = 1.0 (current alone) is reduced, as the KC number is increased.

Overall, the numerical model satisfactorily predicts pipeline scour under the combined waves

and current when compared with the experimental data by Sumer and Fredsøe [8]. The present

study represents an advance in the numerical scour modelling by including the dynamic free

surface and the ability to account for the combined effects of waves and current.
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6. Notations

The following symbols are used in this paper:

β = transverse bed slope;

ϕ = angle of repose;

η = ratio of the drag force to the inertia force;

τ = bed shear stress;

τ0 = Shields critical bed shear stress on horizontal bed;

τcr = modified critical bed stress;

τ̃ = critical bed shear stress ratio;

ρ = fluid density;

ρs = sediment density;

ν = fluid kinematic viscosity;

νt = eddy viscosity;

ω = specific turbulent dissipation;

φ(~x, t) = level set function;

κ = von Karman constant;

qb,i = bed-load transport rate;

Γ = sediment mixing coefficient;

θ = Shields parameter;

θc = critical Shields parameter;

λ = wavelength;

δ = wave discrepancy;

δcr = wave crests discrepancy;

δtr = wave troughs discrepancy;

δph = wave phase discrepancy;

a = reference level;

d50 = median grain size;

g = gravitational acceleration;
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i, j, k = indices representing directions along the x-, y- and z-axis;

ks = equivalent sand roughness;

k = turbulent kinetic energy;

h = still water level;

n = sediment porosity;

ηr = reflected wave amplitude;

ηm = actual free surface elevation;

p = pressure;

s = specific density;

t = time;

u = horizontal velocity;

v = vertical velocity;

z = bed-level;

D = pipeline diameter (m);

E = entrainment rate;

H = wave height;

KC = Keulegan-Carpenter number;

NWT = numerical wave tank;

S/D = normalised maximum scour depth;
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