Towards an API for EEG-Based Imagined Speech classification
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Abstract. In this paper, imagined speech classification is performed with an implementation in Python and using scikit-learn library, to create a toolbox intended for real-time classification. To this aim, the Discrete Wavelet Transform with the mother function Biorthogonal 2.2 is used to then compute the instantaneous and Teager energy distribution for feature extraction. Then, random forest is implemented as a classifier with 10-folds cross-validation. The set of experiments consists of imagined speech classification, linguistic activity and inactivity classification and subjects identification. The experiments were performed using a dataset of 27 subjects which imagined 33 repetitions of 5 words in Spanish up, down, left, right and select. The accuracy obtained with the models were 0.77, 0.78 and 0.98 respectively for each task. The high accuracy rates obtained as a result attest for the feasibility of the proposed method for subject identification.
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1 Introduction

In the last years, exploration into the identification of various brain activities has considerably increased, motivated by its potential use as a new way of communication, with applications ranging from games to medicine and in general to augmented human capabilities. A brain computer interface (BCI) is a communication system that monitors the brain activity and translates features, corresponding to the user’s intention/thoughts/movements into control commands.

When thoughts features are identified and extracted, this can become a new way of human-machine interaction that allows users to employ their thoughts to
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control/operate external devices. BCI techniques can be classified into invasive and non-invasive, the first one requiring surgical procedures for which very clear brain signals are obtained because the measurements are not attenuated by the skull and the scalp. Non-invasive BCI, does not require any surgery but signals obtained are weaker. Non-invasive BCI are the most used due to their relatively low cost and easy setup.

Neurophysiological exploration based on the bioelectrical brain activity (Oscillations of brain electric potentials, frequency spectrum in Hz) registered during unconstrained rest, sleep, or with different activation functions are called Electroencephalography (EEG). Electrophysiological sources refer to the neurological mechanisms (also known as neuro-paradigm) used by a BCI user to generate control signals [1]. Wolpaw et al. [2] and Bashati et al. [1] separated these electrophysiological sources into categories based on neuronal mechanisms and the recording technology they use. There are some invasive categories, but for the interest of this work the non-invasive categories are: sensory-motor activity, potential P300, visual evoked potentials (VEP), slow cortical potentials (SCP) and response to mental and multiple tasks neuromechanisms.

Later [3] added the imagined or internal speech; which refers to the internal or imagined pronunciation of words but without uttering sounds and without articulating gestures. Imagined speech as an electrophysiological source has advantages over others, because it needs little training. In this research, imagined speech from EEG signals are employed, the dataset consisting of EEG signals from 27 subjects captured while imagining 33 repetitions of five words in Spanish: up, down, left, right and select.

The state-of-the-art reports the use of imagined speech as Electrophysiological source, but in the majority of the cases they are limited to reduced vocabularies (yes or no, etc.) or limited to syllables/phonemes. However, the applications can be limited in these cases. If instead of syllables/phonemes are used complete words, the applications can range from medical to biometric systems. The work in this paper is aimed at a new way of communication in real-time between people who cannot produce sounds or with specific diseases like Amyotrophic Lateral Sclerosis [4,5].

Although the reported literature includes research employing imagined speech, the on-line/real-time process is not considered. For a real-time implementation it is first important to identify if the signals correspond to linguistic activity and once the linguistic segment is identified in a signal, another process using a multi-class classifier can determine the imagined word associated to the respective signal.

In this area, there is need for efforts to create a method for transfer learning [6], because in real applications people in need of BCI solutions may have some difficulties to train a model anew. The idea of transfer learning is to create a classifier with training from a group of subjects and use in a different group of subjects. In [7], the authors reported experiments and propose that a first stage of calibration is needed because the signals are sufficiently different between subjects and between sessions. Other experiments also suggest the use imagined
speech from EEG data as a biometric measurement for subject identification [8], and show experiments limited to syllables. Security systems used by organizations to manage access to facilities, equipment or resources and to protect against theft or espionage by denying unauthorized access, is one of the first applications envisioned by this BCI concept. Different types of safety measures have been proposed and used for a long time, ranging from the use of standard systems (security guards, smart cards, etc) to the use of biometric measurements (fingerprint, palm-print, etc.). A biometric recognition system is able to perform automatic recognition of subjects based on their physiological and/or behavioral features[9]. Any human physiological and/or behavioral characteristic can be used as a biometric characteristic as long as it satisfies the following requirements: universality, permanence, collectability, performance, acceptability and circumvention.

Biometric systems are advantageous compared to generic system, because they are more difficult to steal, compromise or duplicate, and can be more convenient for the users since a single biometric trait can be used for the access into several accounts. However, current biometric systems are vulnerable to attacks aimed at undermining the integrity of the authentication process [10]. For example, an intruder may fraudulently obtain the latent fingerprints of a user and later use it to construct a digital or physical artifact of the user’s finger [11].

Building on the above existing knowledge and on the need for inviolable methods for subject identification, this paper proposes to advance the research by employing imagined speech from EEG data to identify subjects in real-time. For the experiments, an on-line environment (simulated real-time) was used, as it is explained in the following sections.

The paper is organized as follow: first, the proposed method for different tasks are presented and explained in brief. Next, some experiments to show the application of the proposed method in imagined speech classification, linguistic distinction and subjects identification are described, to finally discuss the feasibility of the method in real application and possible future improvements.

2 Proposed method

In general, the method can be summarized in 3 fundamental steps: Pre-processing, feature extraction and classification, as described in the flowchart in figure 1. To ensure that instances in training data (off-line) are not used in Test data (on-line), 30% was first separated for Test Set and 70% for training and to create the model using 10-folds cross-validation.

To implement the proposed method and used it in real-time, it was created an Application Programming Interface (API) using Django with Python 2.7 and to store the models per each task and for all experiments a database in MySQL was used.
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In this version of the project the API⁴ consist of 2 EndPoints; `dwt/training` and `dwt/{model_id}` with the POST method according to HTTP methods [12].

Fig. 1. Flowchart summarizing the steps of the proposed method.

2.1 Dataset

The dataset consist of EEG signals from 27 subjects captured using EMOTIV EPOC while imagining 33 repetitions of five imagined words in Spanish; up, down, left, right and select (Corresponding to arriba, abajo, izquierda, derecha and seleccion). Each repetition of the imagined words was separated by a state of rest, as shown in figure 2 and described in [13].

EEG signals were recorded from 14 high resolution channels (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4; see figure 3) with a sample frequency of 128 Hz which were placed according to the 10-20 international system [14].

2.2 Pre-processing

In order to reduce the signal-to-noise ratio, the common average reference (CAR) method was used [15,16]. As we can see in the formula 1, the CAR method remove the common data in all electrodes recorded simultaneously.

---

⁴ For more information about this public project, visit: https://github.com/wavesresearch/eeg_api_dwt
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Fig. 2. Protocol designed in [13] for EEG signal acquisition using EMOTIV EPOC.

Fig. 3. 10-20 international system for 14 channels [14].

\[ V_{i}^{CAR} = V_{i}^{ER} - \frac{1}{n} \sum_{j=1}^{n} V_{j}^{ER} \]  \hspace{1cm} (1)

Where \( V_{i}^{ER} \) is the potential between the \( i \)th electrode and the reference, and \( n \) is the number of electrodes.

2.3 Feature extraction

The EEG signals are usually non-stationary, they change rapidly over time and patterns of brain activity contain information related to specific variations over time. A representation of the signal that considers this behavior is necessary for a proper feature extraction.

When the DWT is applied to a signals \( S \) with a decomposition level \( j=4 \), it will give a structure with vectors of approximation \( cA_{j} \) and detail \( cD_{j} \) coefficients: \( [cA_{4}, cD_{4}, cD_{3}, cD_{2}, cD_{1}] \), as shown in the figure 4 and the table 1 shows the related frequencies per level of decomposition.

According to the average size of the dataset, 4 decomposition levels were applied. However, the wavelet coefficients for each decomposition level will vary depending on the signal size (the duration of imagined pronunciation of the word,
Fig. 4. Coefficient vectors in the 4th decomposition level of DWT for a signal $S$.

Table 1. DWT with 4 decomposition levels, frequencies ranges and related brain rhythms.

<table>
<thead>
<tr>
<th>Level</th>
<th>Frequency range</th>
<th>Brain rhythm</th>
</tr>
</thead>
<tbody>
<tr>
<td>cD1</td>
<td>32-64</td>
<td>Gamma</td>
</tr>
<tr>
<td>cD2</td>
<td>16-32</td>
<td>Beta (16-30 Hz) and Gamma (30-32 Hz)</td>
</tr>
<tr>
<td>cD3</td>
<td>8-16</td>
<td>Alpha (8-12 Hz) and Beta (12-16 Hz)</td>
</tr>
<tr>
<td>cD4</td>
<td>4-8</td>
<td>Theta</td>
</tr>
<tr>
<td>cA4</td>
<td>0-4</td>
<td>Delta</td>
</tr>
</tbody>
</table>

between imagined words from the same subject and between imagined words from different subjects).

To deal with this problem the instantaneous and teager energy distribution was calculated [17]. These energy distributions were used since they have shown the best results related to imagined speech [18,7]. When energy coefficients are calculated, it is possible to have the same number of features for all instances.

In this work, the feature vector for each instance was represented with energy coefficients that were calculated for each decomposition level of the DWT biorthogonal 2.2(bior2.2) and for each channel which were then concatenated in order to have a single feature vector. The expressions for these energy distributions are shown below:

- Instantaneous: gives the energy distribution in each band [17]:

$$f_j = \log_{10} \left( \frac{1}{N_j} \sum_{r=1}^{N_j} (w_j(r))^2 \right)$$  \hspace{1cm} (2)

- Teager: This energy operator reflects variations in both amplitude and frequency of the signal and it is a robust parameter for speech recognition as it attenuates auditory noise [19,17]:

$$f_j = \log_{10} \left( \frac{1}{N_j} \sum_{r=1}^{N_j-1} |(w_j(r))^2 - w_j(r-1) \ast w_j(r+1)| \right)$$  \hspace{1cm} (3)
At this point, instead of having a features vector for each decomposition level we have a single value for each one, and the process is repeated for each channel. After this process, we have 5 values per channel ($CA_4, CD_4, CD_3, CD_2, CD_1$) and then all 14 channels are concatenated in order to have a single feature vector with 70 coefficients to represent each instance of the EEG signal.

2.4 Classification

Once feature vectors are compute and obtained for each instance of the EEG signal, random forest was used for automatic classification with an implementation in Python 2.7 using the library scikit-learn [20]. For all experiments, the parameters for random forest in scikit-learn were: $max\_depth = 5, random\_state = 0, criterion = gini$, that were selected after tested all possibilities. This classifier was selected because of the good results reported in the authors’ previous work on imagined speech classification using EEG signals [13,18].

To evaluate the classifier performance with 10-folds cross-validation, an accuracy index was defined and calculated.

3 Experiments and results

In this paper an implementation of the proposed method towards on-line BCI for identification of imagined speech from EEG signals is developed.

The results from several experiments using DWT bior2.2 with Instantaneous and Teager energy distribution are reported here. For all described experiments the models were created off-line and tested on-line, using the API created. The experiments were separated in 3 different groups. First we present the result of using the proposed method for imagined speech classification. Then, we separate the imagined speech into a class named linguistic activity and the states of rest into a class named linguistic inactivity, in order to check if the proposed method can distinguish the imagined speech from others activities (rest). In addition the signals were separated and tagged with a subject ID (S1, S2, .. S27) to create a machine learning model for subjects identification and them use it in real-time. It were made with subject-level analysis and subject-word-level analysis as shown in the next experiments.

3.1 Imagined speech classification

Once the feature extraction was applied to the EEG signals, a classifier for each subject using random forest was created. For each subject, the classifier consists of 5 classes corresponding to the 5 imagined words (up, down, left, right and select), and for each imagined word 23 instances were used.

The average accuracy for imagined speech classification task is presented in figure 5, where it can be noted that when the Teager energy distribution was used, the highest accuracy was reached (0.77).
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Fig. 5. Average accuracy and standard deviation obtained with 27 subjects for imagined speech classification.

Fig. 6. Procedure to separate instances into linguistic activity and inactivity.

Fig. 7. Average accuracy and standard deviation obtained with 27 subjects for linguistic activity and inactivity distinction.

In this case, the model saved in the database to use it in real-time was with instantaneous energy values. Using the trained model in on-line environment with the 30% of the instances, the average accuracy obtained was 0.85, it can be noted that the accuracy is highly related to the accuracy of the model.

3.2 Linguistic activity and linguistic inactivity

In a complete real-time application (in a continuous recording without restrictions) it is necessary to distinguish the brain activity generated by the subject when imagining a word (linguistic activity) from any other brain activity (non-linguistic activity or inactivity). In this part the “complete real-time application” refer to identify the linguistic activity segment and then use another classifier to detect the specific imagined word.

In this experiment the EEG signals were separated into 2 classes, a set of imagined words considering the class of linguistic activity; and states of rest (unconstrained rest) as examples of other brain activity. In this work, the latter are called linguistic inactivity. The process to separate the instances into 2 classes is shown in the figure 6, where $R_{up}$, $R_{Down}$, $R_{Left}$, $R_{Right}$, $R_{Select}$ correspond to rest states between each repetitions.
The model saved in the database was with the instantaneous energy distribution, and in the test stage the average accuracy obtained was 0.78.

3.3 Subjects identification

This experiment was carried out to check if there are sufficient information in the EEG data for this task and to create a model for subject identification. For this, the 115 instances of imagined words per subject (corresponding to 23 repetitions per each of 5 imagined words) were considered as a single class, tagged it with a subject ID (S1, S2, ..., S27).

This experiment was performed with 27 subjects using Instantaneous and Teager energy distribution based on the DWT bior2.2. The results obtained in the classification step with 10-fold cross-validation with random forest are shown in the table 8.

In figure 8 it can be observed that when using instantaneous energy distribution the best accuracy obtained is 0.95. However using the Teager energy the accuracy is similar and we can use them both. However, the saved model was with instantaneous energy, and after the use of Test Set the average accuracy obtained was 0.92.

This result suggests that it is possible to identify subjects regardless of the word that the subject is imagining. This means that a subject can be identified using different words. This brings up the question whether there a specific word that is best suited for subjects identification.

To answer this question, the following experiment was carried out, which consists of testing the classification with random forest with all 27 subjects but with a classifier per imagined word. For this, the 23 repetitions of each imagined word were used separately and the experiment was repeated for the 5 words from the dataset of EEG signals. The classification for each of the imagined words was done with the two feature extraction ways used in the previous experiment (Instantaneous and Teager) in order to compare their strengths. The results obtained in the classification step with 10-fold cross-validation using random forest are shown in figure 9.
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Figure 9 again shows that when using instantaneous energy, the accuracy is higher. The highest accuracy is obtained when using the imagined word *Down*. From this, it can preliminarily be asserted that the most suitable word for the task of subjects identification is the imagined word *Down*. However, when using the other imagined words, the results are not much different and in all cases they are above 0.92 of accuracy.

For subjects identification task, the models saved for each imagined word was when the instantaneous energy distribution was used in all cases. As in the proposed was described, for the test stage was used the 30% of the instances (In this case 270 instances per experiment; corresponding to 10 imagined words per each of 27 subjects) for on-line environment. The average accuracy per imagined word was 0.92, 0.91, 0.92, 0.95 and 0.90 respectively.

4 Discussion and Conclusions

In this work, EEG-recorded dataset using the neurological source *imagined speech* were used to create machine learning-based models. To use the method in real-time, an API using Django in Python was designed and created.

The accuracy obtained for on-line environment, is highly related to the model created. In the best-case the average accuracy obtained with the *Test Set* was 0.95. This accuracy level was obtained in the subjects identification task using the imagined word *Down*.

The time for training and saving a machine learning model is not important since it is an off-line process. Using the API for real-time classification, the time
to process a new unlabeled entry depends on the size of the signal and the DWT computational complexity ($O(N \log_2 N)$) [21], however for fast responses it is necessary to implement techniques to distribute the memory/work.

In general, as the experiments in this paper report, EEG signal as a new way of communication can be possible and the work to process new signals can be separated using an API (useful for several predictions at the same time). In addition, EEG signals can be used as a password or as a measure for a biometric security system for several environments. The first experiment for subjects identification shows that subjects can be identified independent of the imagined word. This suggests that it is possible to use a classifier to detect subjects and then use the classified imagined word as a control command (using the API only with other model_id corresponding to the application) in a real application. For example, it can be used as a 2-step verification or to send 2 or more commands at the same time (i.e. Give access and call the police, Give access and turn on the lights, etc), in summary, for domestic security applications.

Distributing the work in an API has benefits and will contribute to the use of a single machine learning model for several applications, for example, for subjects identification, the same model could be used to manage the access in 2 or more places and for several users and different tasks. In addition, it could accelerate the process of classification because there are lower restrictions when using computers (Le High Performance Servers and Supercomputers).

Future research efforts will be dedicated to explore the extent to which specific channels can provide more information for these task in order to reduce the number of channels for real-time applications and decrease the time for a new unlabeled entry. In addition, implementation in a real environment (with additional noise) and with new feature extraction techniques will be tested.
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