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Constrained Phase Noise Estimation in OFDM
Using Scattered Pilots Without Decision Feedback
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Abstract—In this paper, we consider an OFDM radio link
corrupted by oscillator phase noise in the receiver, namelythe
problem of estimating and compensating for the impairment.
To lessen the computational burden and delay incurred onto
the receiver, we estimate phase noise using only scattered pilot
subcarriers, i.e., no tentative symbol decisions are used in
obtaining and improving the phase noise estimate. In particular,
the phase noise estimation problem is posed as an unconstrained
optimization problem whose minimizer suffers from the so-called
amplitude and phase estimation error. These errors arise due to
receiver noise, estimation from limited scattered pilot subcarriers
and estimation using a dimensionality reduction model. It is
empirically shown that, at high signal-to-noise-ratios, the phase
estimation error is small. To reduce the amplitude estimation
error, we restrict the minimizer to be drawn from the so-called
phase noise geometry set when minimizing the cost function.
The resulting optimization problem is a non-convex program.
However, using theS-procedure for quadratic equalities, we show
that the optimal solution can be obtained by solving the convex
dual problem. We also consider a less complex heuristic scheme
that achieves the same objective of restricting the minimizer to
the phase noise geometry set. Through simulations, we demon-
strate improved coded bit-error-rate and phase noise estimation
error performance when enforcing the phase noise geometry.For
example, at high signal-to-noise-ratios, the probabilitydensity
function of the phase noise estimation error exhibitsthinner tails
which results in lower bit-error-rate.

I. I NTRODUCTION

I N this paper, we focus on the phase noise problem in
orthogonal frequency division multiplexing (OFDM) which

falls in the category of RF-impairments. It is well known that
the OFDM waveform is sensitive to RF-impairments which
also include power amplifier non-linearities, IQ-imbalance and
jitter noise [1]. Phase noise refers to random fluctuations in
the phase of the carrier signal that is used for transmissionand
reception of the baseband information-bearing signal. It arises
due to imperfections in the local oscillators that generatethe
carrier signals. These imperfections exist, simply, due tothe
inherent physical nature of these devices but, however, it can
be controlled by judicious choice of oscillator design [2].
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In the area of performance analysis, plethora of studies
demonstrate a performance drop for an OFDM system cor-
rupted by phase noise [3]–[8]. The performance metrics typi-
cally used are: signal-to-noise-plus-interference-ratio (SINR),
bit-error-rate (BER) and channel capacity. The trade-off is
typically between the OFDM subcarrier spacing and3-dB
bandwidth of oscillator power spectral density (PSD) which
in turn can be related to the oscillator topology and circuit
parameters [9]. A small ratio of subcarrier spacing and3-
dB PSD bandwidth results in lower SINR, lower capacity
and higher BER. These performance studies were indeed
extended to include other kinds of RF-impairments which are
mainly IQ-imbalance, power amplifier non-linearities and jitter
noise [10]. Numerous algorithms are available that remove
phase noise from the received OFDM signal. These methods
typically require knowledge of the channel. Some of the state-
of-the-art methods on channel estimation in the presence of
phase noise can be found in [11]–[16].

The phase noise estimation algorithms can be broadly
classified into three types: decision-feedback-based schemes
also known as decision-directed algorithms [14], [16]–[21];
pilot-based schemes that use the scattered pilot structure
provided in LTE [12], [22], [23]; and, finally, blind estimation
schemes [24], [25]. Decision-feedback schemes estimate phase
noise using tentative decisions on the transmitted symbols.
Using the obtained estimate, phase noise is removed and new
decisions on the transmitted symbols are taken which are
again used to refine the phase noise estimate. The process
is iterated over a certain number of times, thus, resulting in
a feedback loop. Because of this iteration procedure, these
schemes can impose a significant computational burden onto
the receiver. The primary goal in blind estimation schemes is
to jointly estimate phase noise and transmitted symbols. These
approaches typically use Bayesian filtering methods to jointly
estimate the desired parameters [26]. For example, in [25],
variational-inferenceis used, whileMonte-Carlomethods are
used in [24]. These methods, although statistically optimal, are
computationally intensive and may not be suitable in delay-
sensitive wireless systems.

Pilot-based schemes that utilize scattered pilot subcarri-
ers are a computationally attractive alternative to decision-
feedback and blind estimation schemes. There exists plethora
of work where, using scattered pilot subcarriers, only the
common phase error(CPE) is estimated while the higher-order
frequency components of phase noise, also known byinter-
carrier-interference(ICI), are assumed to be small and, hence,
not estimated [27]–[29]. It is well known that, for satisfactory
performance, the ICI must also be estimated. To the best of our
knowledge, [12], [22] and [23] are the only available works
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that, using only scattered pilot subcarriers, estimate both CPE
and ICI terms. One of the goals of this paper is to contribute
towards scattered pilot-based phase noise estimation schemes
that estimate both CPE and ICI with high degree of accuracy.

In this paper, for phase noise estimation, we use two new
aspects of phase noise that have been recently discovered:
the first is the so-calledphase noise spectral geometry; and
second is a new dimensionality reduction model that preserves
this geometry when moving from lower to higher dimensional
spaces. These two aspects of phase noise were originally
proposed in [17], however, used in developing a decision-
feedback phase noise estimation scheme which has high com-
plexity. We build upon these ideas to develop a novel scattered
pilot-based estimation scheme without any decision feedback
loop. We show in this work that utilizing the phase noise
spectral geometry in conjunction with this new dimensionality
reduction model improves the estimation performance and,
hence, the BER.

The main contributions of this paper are as follows:

• As our starting point, we use the least-squares (LS) ap-
proach of [23] to estimate the desired phase noise spectral
vector using scattered pilot subcarriers. We show that
the minimizer of the resulting unconstrained optimizaton
problem suffers fromamplitude and phase estimation
errors which arises due to receiver noise, estimation from
limited scattered pilot subcarriers and estimation using
a dimensionality reduction model. We empirically show
that, at high SNRs, the phase estimation error is small
and the critical factor is the amplitude estimation error.

• To eliminate the amplitude estimation error, we impose
the phase noise geometry as constraints when minimizing
our cost function. The resulting optimization problem is a
non-convex program, and we show using the so-calledS-
procedurethat the optimization problem can be solved
equivalently using the convex dual problem. We also
present a heuristic scheme with reduced computational
complexity that achieves the same objective of enforcing
the estimate to satisfy the phase noise geometry.

• We provide conditions for the S-procedure to be lossless
for generic quadratic equalities. In [17], the authors
present the S-procedure for quadratic equalities specific
to their problem. In this paper, we build upon the ideas
presented in [17] and generalize the S-procedure for
generic quadratic equalities. We use the S-procedure to
prove optimality of our proposed optimization problem.

The paper is structured as follows: In Section II, we present
the OFDM system model impaired by phase noise. This shall
serve as the foundation for the rest of the paper. Section III
covers two particular aspects: The first aspect summarizes the
findings of [17] which are the phase noise spectral geometry
and the phase noise geometry-based dimensionality reduction
model. The second aspect dwells on the topic of S-procedure
for generic quadratic equalities. We use the S-procedure in
later sections to prove optimality of the proposed phase
noise optimization problem. Section IV presents the proposed
scattered pilot-based phase noise estimation schemes. Specif-
ically, two new schemes are proposed with the first being the

optimal scheme while the second scheme is heuristic in nature,
however, with reduced computational complexity. In Section
V, we present numerical results of these schemes.

II. SYSTEM MODEL

In an OFDM system, an information symbol vector, denoted
by s = [s0 s1 . . . sNc−1]

T, is transmitted usingNc orthogonal
subcarriers [30]. These subcarriers pass through a frequency-
selective channel whose discrete-time impulse response is
denoted byh[n]. At the receiver side, the signal gets corrupted
by the receiver additive noise and phase noise. Assuming
sufficient timing synchronization, the received symbol vector
is given by

r = VHs+ n, (1)

where H is a diagonal matrix composed of elements
{Hk}Nc−1

k=0 which are the discrete Fourier transform (DFT)
of h[n], i.e.,

Hk =

Nc−1
∑

n=0

h[n]e−(2πkn)/Nc , k = 0, 1, . . . , Nc − 1. (2)

The vectorn denotes the additive receiver noise which is
Gaussian with diagonal covariance matrix whose diagonal
values are equal toσ2

n. The effect of phase noise is represented
by the unitary matrixV which is row-wise circulant with the
first row vector beingδ† which denotes Hermitian transpose
of the column vectorδ. The elements ofδ are given by

δk =

Nc−1
∑

n=0

e−θ[n]

Nc
e−(2πkn)/Nc , k = 0, 1 . . . , Nc − 1, (3)

whereθ[n] is the receiver phase noise. In this paper, we refer
to δ as thephase noise spectral vector.

Ideally, in the absence of phase noise ( i.e., whenθ[n] = 0)
and after using (3), we haveδ = [1, 0, . . . , 0]T and, hence,
V = INc , whereINc denotes theNc × Nc identity matrix.
Equation (1), thus, reduces tor = Hs+n which is the standard
OFDM system model with no phase noise. In practice, phase
noise is always present which rendersV to constitute non-zero
off-diagonal elements.

III. B ACKGROUND: PHASE NOISE SPECTRAL GEOMETRY,
DIMENSIONALITY REDUCTION AND S-PROCEDURE

In this section, we dwell on three particular topics which
shall be used in later sections to develop phase noise esti-
mation schemes. In Section III-A, we present the geometry
of δ, while in Section III-B, we present a new dimensionality
reduction model that takes into account this geometrical aspect
of δ. Finally in Section III-C, we present the S-procedure for
quadratic equalities which shall be used to prove optimality
of one of our phase noise estimation schemes. The results in
Sections III-A and III-B were originally derived in [17] and,
hence, we summarize the main points. The S-procedure for
quadratic equalities in Section III-C is a generalization of the
approach used in [17] which was limited to quadratic equations
specific to their application.
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A. Geometry ofδ

From (3), we see thatδk is the DFT of e−θ[n]

Nc
which

hasconstant-magnitudetime-domain samples. Intuitively, we
could expect this time-domain property to manifest in the
frequency domain in some equivalent form. This is indeed the
case which is easy to show and derived in [17]. Specifically,
it is shown thatδ always satisfies

δ†Plδ = Λl, l = 0, 1 . . . , Nc − 1, (4)

whereΛl is the Kronecker delta function, i.e.,Λ0 = 1 and
Λl = 0, l = 1, 2, . . . , Nc − 1. The matrixPl = (P1)

l is a
permutation matrix defined by theNc×Nc matrixP1. The first
column ofP1 is given by theNc×1 vector[0, 1, 0, . . . , 0]T and
the j-th column is obtained by circularly shifting the vector
j − 1 times to the bottom. Forl = 0, we get the unit-norm
property, whereP0 = INc .

Equation (1) provides the relation betweenr and s for
any OFDM symbol. For different OFDM symbols, we obtain
different realizations of the channel matrixH, V andn. Thus,
althoughV or δ vary from one OFDM symbol to another,
from (4), we see thatδ is always drawn from a particular set.
This is useful from an estimation point of view because we
now knowwhereto look for δ.

B. Dimensionality Reduction

The effect of phase noise can becompensatedstraightfor-
wardly if we have knowledge ofδ. We can then form the
matrix V and performV†r = Hs + V†n to remove phase
noise (we use the fact thatV†V = INc ). Thus, the critical
task ofestimationis to obtain this knowledge as accurately as
possible using which phase noise can be compensated.

1) The Conventional Model:From the point of view of
estimation, estimating the entire vectorδ may not be feasible
since the dimensionality ofδ, equal toNc, can be large. For
example, in LTE,Nc > 100, and it can be as large as2048. In
practice, system specifications enforce stringent requirements
on oscillator performance which effectively result in tolerable
and slow-varying phase noise processes. This has the effectof
larger concentration of power in the low frequency components
represented by the top and bottom components ofδ, while the
high frequency terms represented by the middle components
of δ constitute only a small fraction of total power. We can,
thus,modelδ as follows:

δ =





Im×m 0k×k

0Nc−(m+k)×m 0Nc−(m+k)×k

0k×m Ik×k



γ = Lγ, (5)

where 0 is the matrix of zeros of appropriate dimensions.
The matrixL is of dimensionNc × N , N = m + k, andγ

comprises of theN low-frequency components. Thus, rather
than estimatingδ, we estimate the smallerN -dimensional
vector γ and then use (5) to finally obtain our estimate of
δ. Note that from (5), we set the high-frequency components
to zero. The model in (5) is commonly used in the literature
related to phase noise estimation. We shall also refer toL

as low frequency transformation matrix or LFT. It is useful

and practical especially when the phase noise process is slow-
varying. Unfortunately, the model of (5) does not guarantee
that δ obtained from (5) will satisfy (4).

2) The Geometry-preserving Model:In [17], a new model
relating δ and γ is proposed. This is given as follows: The
vector δ acquires itsproperties from a smaller dimensional
phase noise spectral vectorγ that satisfies theN -dimensional
equivalent of (4), i.e.,

γ†P̃lγ = Λ̃l, l = 0, 1, . . . , N − 1, (6)

whereP̃l andΛ̃l are theN -dimensional equivalents ofPl and
Λl, respectively. The vectorsδ andγ are linearly related as

δ = Tγ, (7)

where theNc ×N matrix T is of the form

T = FT̃F̃†, (8)

where the respectivẽF andF are theN × N andNc × Nc

DFT matrices and the columns̃ti of the Nc × N matrix T̃

must satisfy, for alll = 1, 2, . . . , Nc − 1,

T̃†T̃ = Ĩ, t̃
†
iDlt̃j = 0 for i 6= j,

N−1
∑

i=0

t̃
†
iDlt̃i = 0, (9)

where the diagonalDl = F†PlF. In comparison with the
conventional model of (5), the geometrical model imposes
restrictions onγ and the transformation matrixT. The role of
T is to preserve the phase noise geometry when moving from
lower to higher dimensional spaces. Because of the geometry
preserving nature ofT, we shall refer to it as thephase noise
geometry preserving transformationor PPT. In reality, many
possible choices of PPT exists and in the following paragraph,
we provide one such example that we shall later use.

a) Piecewise constant PPT (PC-PPT):The transforma-
tion δ = FT̃F̃†γ can be interpreted as follows:̃F†γ is a
N -dimensional time-domain vector which is interpolated (by
T̃) to a higher dimensional vector and then transformed to
the Fourier domain. Such an interpretation is valid for phase
noise since, in general, it is a low-pass process. One of the
simplest interpolators is to simply repeat the elements of the
time-domain vector, i.e.,

T̃pc =

√

Nc

N















1Nc
N

0 . . . 0

0 1Nc
N

. . .
...

...
. . .

. . .
...

0 . . . 0 1Nc
N















, (10)

where1Nc
N

is anNc

N ×1 vector of ones and0 is the vector with
elements equal to zero. We assume without loss of generality
that Nc

N is even. It can be easily verified thatT̃pc satisfies the
conditions of (9) and, hence,Tpc = FT̃pcF̃

† is a PPT.

C. S-procedure for Quadratic Equalities

The S-procedure is a method of replacing a set of quadratic
inequalities or equalities with alinear matrix inequality(LMI).
It is typically used when solving primal and dual optimization
problems [31]. In this paper, we concern ourselves with
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only quadratic equalities. A good overview of the topic for
quadratic inequalities can be found in [32].

Consider the following quadratic forms:

ql(x) = x†
(

Al dl

d
†
l cl

)

x, l = 0, 1, . . . , L− 1, (11)

wherex ∈ CN+1. Define the sets:

Q =
{(

q0(x), q1(x), . . . , qL−1(x)
)T

: x ∈ CN+1
}

, (12)

N =
{

(

g,0T
L−1

)T
s.t g < 0

}

, (13)

where0L−1 is aL− 1× 1 vector of zeros. Now consider the
following two statements:

• S1: q0(x) ≥ 0 wheneverql(x) = 0 for all l > 0. This is
equivalent toQ ∩ N = ∅, where∩ denotes intersection
and∅ denotes the empty set.

• S2: There exists constantsρl, l = 1, 2, . . . , L − 1 such
that

Ã =

( )

A0 +
∑L−1

l=1 ρlAl d0 +
∑L−1

l=1 ρldl

(d0 +
∑L−1

l=1 ρldl)
† c0 +

∑L−1
l=1 ρlcl � 0.

(14)

We say that the S-procedure is lossless if the statements S1
and S2 are equivalent, i.e., S1 implies S2 and S2 implies S1.
We now have the following Lemma:

Lemma 1. S2 always implies S1.

Proof: S2 implies that, for allx ∈ CN+1, x†Ãx ≥ 0 and
after using the expression of̃A,

q0(x) +

L−1
∑

l=1

ρlql(x) ≥ 0 (15)

ρTy ≥ 0, for y ∈ Q, (16)

whereρ = [1, ρ1, ρ2, . . . , ρL−1]
T. For such aρ, we also have

ρTy = g < 0, for y ∈ N , (17)

which results from the definition ofN . Thus, from (17) and
(16), we see thatQ∩N = ∅ which is equivalent to S1.

Unfortunately, S1 does not necessarily imply S2, and only
depending upon the type of the setQ it may imply S2. By
imposing a certain type of structure onQ, the implication of
S1 to S2 can be achieved. The followingregularity condition
imposes such a structure onQ. First, define the set

Q̃ =
{

q(x) =
(

q1(x), q2(x), . . . , qL−1(x)
)T

: x ∈ CN+1
}

.

(18)

We form a matrix

Q = [q(x1) q(x2) q(x3) . . .q(xM )] , (19)

for some{xi}Mi=1.

Regularity condition 1. There exists vectors{xi}Mi=1 6= 0,
whereM > L− 1, and constants{pi}Mi=1 > 0 such that

rank
(

Q
)

= L− 1, (20)

M
∑

i=1

piq(xi) = 0. (21)

Remark 1. The regularity condition implies that there does
not exist any hyperplane passing through the origin such that
all points {q(xi)}Mi=1 lie on one side of the hyperplane. This
is seen as follows: For any non-zerõa ∈ RL−1, taking
the inner product w.r.t.̃a on both sides of(21), we have
∑M

i=1 pi(ã
Tq(xi)) = 0 which implies thatãTq(xi) ≥ 0

or ãTq(xi) ≤ 0 for all i = 1, 2, . . . ,M is not possible
since{pi}Mi=1 > 0. The special case of̃aTq(xi) = 0 for all
i = 1, 2, . . . ,M impliesrank (Q) < L− 1 which contradicts
with (20). Hence, for any non-zerõa, we must have

ãTq(xi) < 0, ãTq(xj) > 0 for some i and j, i 6= j. (22)

Remark 2. The regularity condition also implies that the conic
hull of Q̃ is equal toRL−1. This follows from Remark 1.

We now have the following theorem on the losslessness of
the S-procedure.

Theorem 1. AssumeQ̃ satisfies the regularity condition. Let
cov (Q) denote the convex hull ofQ. If Q ∩ N = ∅ implies
cov (Q) ∩N = ∅ then the S-procedure is lossless.

Proof: First, we note thatQ∩N = ∅ implies the sets are
disjoint. Also, the setsN arecov (Q) are convex sets. Thus,
if Q ∩ N = ∅ implies cov (Q) ∩ N = ∅ then there exists a
hyperplanepassing through the originthat separatescov (Q)
andN [31], [33], i.e., there exists constantsal such that

aTy ≤ 0, y ∈ N , (23)

aTy ≥ 0, y ∈ cov(Q), (24)

wherea = [a0, a1, . . . , aL−1]
T. From (23) and definition of

N , we must havea0 ≥ 0. Now a0 = 0 is impossible because
of the regularity condition assumption. This is seen as fol-
lows: First, define the vector̃a with components as{ai}L−1

i=1 .
Assumea0 = 0 is true. Then at points[q0(xi) q(xi)

T]T ∈
cov(Q) with {xi}Mi=1 as defined in the regularity condition,
(24) becomes

ãTq(xi) ≥ 0, for all i = 1, 2, . . . ,M. (25)

Equation (25) contradicts with (22) of Remark 1 which is sat-
isfied because of the regularity condition assumption. Hence,
a0 > 0 is necessary. Hence,for all x ∈ CN+1, (24) implies

q0(x) +
L−1
∑

l=1

al
a0

q1(x) ≥ 0. (26)

Writing ρl = al

a0
, and after substituting the expressions of

ql(x) we obtain (14), i.e., S1 implies S2. After using Lemma
1, we have S1 equivalent to S2.

IV. PHASE NOISE ESTIMATION SCHEMES

In this section, we present scattered pilot-based phase noise
estimation schemes that take into account the phase noise
spectral geometry. In [23], the authors estimatee−θ[n] from
scattered pilots using the LS approach. We can equivalently
apply the same approach in the frequency domain for estima-
tion of δ. Through error analysis, we show that the derived LS
estimator suffers from amplitude and phase estimation errors.
We improve the scheme by enforcing the phase noise geometry
as constraints when minimizing the LS cost function.
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A. Unconstrained LS (ULS) Estimation of [23]

From (1), the desired quantity is the termHs, whereH is
the true channel matrix. What we know are the following: an
estimate ofH denoted byĤ; and a subset of elements ofs
which are the scattered pilot-subcarriers denoted by theK×1
vectorsp. The channel estimatêH = H+Ech, whereEch is
the channel estimation error. Thus, we have knowledge of

wp = Ĥpsp, (27)

where theK × K diagonal matrixĤp = KĤK† contains
as elements the diagonal values ofĤ corresponding to the
pilot-subcarrier indices. This selection of diagonal values from
Ĥ is performed using theK × Nc matrix K, where its
rows are orthogonal and given by the unit-vectorseTj =
[0, . . . , 0, 1, 0, . . . , 0] , j ∈ {1, 2, . . . , Nc}. The choice ofej
determines the pilot-subcarrier indices used.

Let V̂ denote our estimate of theV in (1). SinceV is
unitary circulant with row vectorδ†, we also assumêV to be

unitary and row-wise circulant with the row vectorδ̂
†
, where

δ̂ denotes our estimate ofδ. Then the value (or estimate) of
wp that is observed fromr of (1) is given by

ŵp = KV̂†r = KRδ̂, (28)

whereR is column-wise circulant with first column vectorr.
Thej-th column ofR is obtained by circularly shiftingr j−1
times to the bottom. In the above equation, we have rewritten
V̂†r asRδ̂ sinceV̂† is unitary circulant withδ̂. The vector
δ̂ can now be estimated by minimizing the LS error between
ŵp and the knownwp of (27) which is given by

J (δ̂) = ‖KRδ̂ −wp‖22. (29)

The minimizer to (29) is not unique since the number of
unknowns equal toNc is greater than the number of equations
equal toK. A unique solution can be obtained by reducing
the dimensionality of̂δ. To do so, we use the dimensionality
reduction model of Section III-B, where we modelδ̂ as

δ̂ = Tγ̂, (30)

whereT is a Nc × N known transformation matrix withN
orthogonal basis vectors and̂γ is the unknownN × 1 vector
with N ≪ Nc. To see the relation between (30) and our
desiredδ, let us representδ using a basis setB as follows

δ = Bα = Tγ +Uβ, (31)

whereNc×Nc matrixB = [T U] with U of dimensionNc×
Nc−N andT , as defined below (30), are disjoint subspaces

with respect to each other. TheNc×1 vectorα =
[

γT βT
]T

with γ andβ of dimensionN×1 andNc−N×1, respectively.
The first term in (31) represents that part ofδ that lies in the
subspace spanned by the columns ofT, while Uβ represents
the part that lies in the subspace spanned by columns ofU.
Comparing (31) with (30), we see that using (30), we only
estimate the first term in (31), wherêγ represents our estimate
of γ. The second term in (31) is not estimated using the model
in (30). The estimator in (30) is a good estimate when most of
the power ofδ is in the subspace spanned by the basis vectors

of T. For example, for slow-varying phase noise processes,
most of the power ofδ is in its top and bottom components
which is captured using the basis set of the matrixL of (5).
Thus, settingT = L of (5) ensures that most of the power
of δ is in the first term of (31). Another example is setting
T = Tpc of (10) which also spans a subspace that captures
slow-varying signals.

Substituting (30) in (29), we have

J (γ̂) = ‖KRTγ̂ −wp‖22 (32)

= γ̂†
Mγ̂ − γ̂†

b− b†γ̂ + b†b, (33)

where M = T†R†K†KRT and b = T†R†K†wp. The
minimizer to the above cost function is given by

γ̂ = M−1b, (34)

and, after using (30), the LS estimate ofδ is given by

δ̂ls = TM−1b. (35)

We now briefly comment on the effect of channel estimation
error on the LS phase noise estimate. Using (27) inb and the
expressions for̂Hp andĤ, (35) is expanded as

δ̂ls = δ̂lsp + ech, (36)

where δ̂lsp = TM−1T†R†K†KHK†sp represents the LS
phase noise estimate with perfect channel knowledge, while
the second termech = TM−1T†R†K†KEchK

†sp represents
the error arising due to the channel estimation error. Thus,
we see that an accurate LS phase noise estimate requires an
accurate channel estimate. Numerous and efficient channel
estimation algorithms are available in the general literature
which ensure thatech is small. We refer the reader to [11]–[16]
for some of the state-of-the-art methods on channel estimation.
In this paper, we use the channel estimator of [12]. To see how
well the channel estimator of [12] performs, in Fig. 1, we plot
the average ratio of the power ofech and power of̂δlsp as a
function of SNR. As can be seen from the figure, the power of
ech is very small compared tôδlsp even at low SNRs, thereby,
ensuring that̂δls is very close to its ideal value of̂δlsp.

1) Error Analysis: In this subsection, we shall see the
how the LS estimate of (35) is affected by: dimensionality
reduction represented byT; limited scattered-pilot knowledge
represented byK; and by receiver noise which is embedded in
R. The overall effect is introduction of amplitude and phase
estimation errors in the LS estimate.

First, we observe that the circulant matrixR is given by

R = F diag
(

F†r
)

F† (37)

= F diag
(

EθF
†w+ F†n

)

F† (38)

= F (EθEw +En)F
† (39)

= FEθEw

(

INc +E−1
θ E−1

w En

)

F† (40)

= FEθEwEsnrF
†, (41)

where diag (x) is a diagonal matrix with elements of the
vector x as diagonal values. In (37), we substitute (1) and
use V = FEθF

† to arrive at (38). The diagonal values
of the diagonal matrixEθ are eθ[i], i = 1, . . . , Nc − 1.
We denote asEw = diag

(

F†w
)

, En = diag
(

F†n
)

and
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Fig. 1. Effect of channel estimation error on LS estimate of (36). The channel
estimator of [12] is used, as an example, for channel estimation. The quantity
̺ = f3dB

fsub
, wheref3dB is the phase noise3-dB bandwidth andfsub is the

OFDM subcarrier spacing. Low and large values of̺ indicate, respectively,
slow-varying and fast-varying processes with respect to the OFDM symbol
duration.

Esnr = INc + E−1
θ E−1

w En which captures in some sense the
SNR. Using (41) in the expressions forM andb while making
use of the representation ofT in (8), we can re-write (35) as

δ̂ls = FT̃
(

T̃†E†
wE

†
snrPrEsnrEwT̃

)−1

T̃†E†
wE

†
snrE

†
θF

†K†wp,

(42)

where the projection matrixPr = E
†
θF

†K†KFEθ. Writing
asEp = diag(F†K†wp) in (42) and using the fact that the
diagonal values ofE†

θ take the forme−θ[i], we finally obtain

δ̂ls = FCF†δ, (43)

where theNc ×Nc matrix C is given by

C = T̃
(

T̃†E†
wE

†
snrPrEsnrEwT̃

)−1

T̃†E†
wE

†
snrEp. (44)

In the ideal case, we would likeC = INc which would
render complete knowledge ofδ. However, the following
reasons preventC from being the identity matrix:

• Effect of dimensionality reduction: WhenN < Nc we
have, in general,rank (T) = rank

(

T̃
)

= N . Thus,
whenN ≤ K and for any choice ofK, Ew andEsnr,
we have thatrank (C) = N .

• Effect of receiver noise: This is captured byEsnr. For
example, in the case whenN = Nc andK = INc , we
havePr = INc , Ep = Ew and (43) reduces to

δ̂ls = FE−1
snrF

†δ. (45)

From the expression ofEsnr, we observe that in the
presence of receiver noise, in general,E−1

snr 6= INc .
• Effect of scattered-pilots: The quantityK denotes the

number of scattered-pilot subcarriers. The LS estimation
of theN×1 vectorγ̂ usingK scattered-pilot subcarriers

imposes the inequalityN ≤ K < Nc. This results in
rank (C) = N .

The non-identity nature ofC introduces amplitude and phase
estimation errors which is seen as follows: Letcij denote the
(i, j)th element ofC and x̂ls = F†δ̂ls. We then have

x̂ls[i] =
e−θ[i]

Nc





Nc−1
∑

j=0

cije
(θ[i]−θ[j])



 =
κ[i]

Nc
e−(θ[i]−ω[i]),

(46)

where κ[i] = |
(

∑Nc−1
j=0 cije

(θ[i]−θ[j])
)

| and ω[i] =

arg
(

∑Nc−1
j=0 cije

(θ[i]−θ[j])
)

is the phase estimation error. The

amplitude estimation error is given byε[i] = 1 − κ[i] since
ideally κ[i] = 1. The total estimation error is given by

Nc−1
∑

i=0

|x̂ls[i]−
e−θ[i]

Nc
|2 =

1

N2
c

[

Nc−1
∑

i=0

(ε[i])2 + 2ε[i](1− cos(ω[i]))

+ 2

(

Nc −
Nc−1
∑

i=0

cos(ω[i])

)

]

. (47)

From (47), we see that the estimation error is more sensitive
to ε[i] thanω[i]. This is because it varies quadratically with
ε[i] and, hence, can grow unbounded, while the variation
with ω[i] is bounded because of the limited range of the
cosine function. The estimation error is minimum at the values
ε[i] = 0 (impliesκ[i] = 1) andω[i] = 0. Thus, assumingω[i]
to be small, one way of improving the estimation error is
to ensureκ[i] = 1 which results inε[i] = 0. For example,
we can normalize the samples ofx̂ls[i] which ensures that
κ[i] = 1. However, this is not the only approach and in the
next section, we present an optimal way of ensuringκ[i] = 1.
This approach of improving the estimation error works well
only whenω[i] is small. We show empirically that, at high
SNRs, this is indeed the case. Figure 2 shows the empirical
probability density funtion (PDF) ofω at SNR values of30-
dB, 20-dB and10-dB. At 30-dB SNR, we see that, for any
choice ofT, the PDF is highly concentrated around the value
of zero. However, as the SNR value is lowered, the PDF of
ω is broadened and spread towards higher values, thereby,
increasing the overall estimation error. In conclusion, a phase
noise estimation strategy that ensuresκ[i] = 1, while assuming
a smallω[i], will be effective mainly at high SNRs.

2) Computational Complexity:We now briefly discuss the
complexity in implementing (35). The major effort is the
matrix inversion operation of (34) which, in general, requires
O(N3) operations, whereM is of sizeN×N . Thus, the total
complexity isN3 +NcN , where the matrix multiplication in
(35) requiresNcN operations.

B. Geometry-Constrained LS (GLS) Estimation

In this section, we present an estimation scheme that
eliminates the amplitude estimation error introduced by the
matrix C. To do so, we utilize the geometrical model of
Section III-B2. We first require that we chooseT to be a PPT.
We then enforce (6) as constraints when minimizingJ (γ̂).
After obtaining an optimal estimate ofγ, our estimate ofδ,
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Fig. 2. Empirical PDF of phase estimation errorω at SNR equal to30, 20
and10-dB. The PPT and LFT matrix used areTpc of (10) andL of (5).

i.e., δ̂ = Tγ̂ also satisfies (4) (sinceT is a PPT), thereby
eliminating the amplitude estimation error. The optimization
problem in terms of̂γ is given by

(P) : Minimize J (γ̂)

s.t γ̂†γ̂ = 1, γ̂†
P̃R

l γ̂ = 0, γ̂†
P̃I

lγ̂ = 0,

l = 1, 2, . . . ,
N − 1

2
, (48)

whereP̃R
l andP̃I

l are given by

P̃R
l =

P̃l + P̃
†
l

2
, P̃I

l =
(P̃†

l − P̃l)

2
. (49)

In (48), we have imposed (6) as constraints, however, for
l > 0, we have elaborated the equations in terms of its
real and imaginary parts, i.e., imposinĝγ†

P̃lγ̂ = 0, for
l > 0, is equivalent to imposing bothReal

(

γ̂
†
P̃lγ̂

)

= 0 and

Imag
(

γ̂†
P̃lγ̂

)

= 0, whereReal (x) and Imag (x) denote
real and imaginary parts of the complex numberx. This is
done so becausêγ†

P̃lγ̂, for l > 0, is a complex function
since the eigenvalues of̃Pl are complex valued and take
the form {e 2πnl

N }N−1
n=0 . Thus, the constraint̂γ†

P̃lγ̂ = 0 can
equivalently be expressed by imposing its real and imaginary
parts to be zero. The real and imaginary parts ofγ̂

†
P̃lγ̂ are

obtained by noting that̃Pl = P̃R
l + P̃I

l , whereP̃R
l and P̃I

l

are defined in (49). Thus,

γ̂†
P̃lγ̂ = γ̂†

P̃R
l γ̂ + (γ̂†

P̃I
lγ̂). (50)

To avoid confusion, let us point out that̃PR
l and P̃R

l are
actually not the real and imaginary parts of̃Pl but, rather,
it is their quadratic forms that are the real and imaginary parts
of the quadratic form ofP̃l as seen in (50). The matrices
P̃R

l and P̃I
l are Hermitian with respective eigenvalues of

{cos(2πnlN )}N−1
n=0 and {sin(2πnlN )}N−1

n=0 . We also point to the

reader that only half the number of constraints are enforced
in (48). This is because

γ̂
†
P̃lγ̂ = 0 implies

(

γ̂
†
P̃lγ̂

)†
= 0 implies γ̂†

P̃N−lγ̂ = 0,

where we used the fact thatP̃†
l = P̃N−l. The implication also

works in the opposite direction. In (48), we assume thatN is
odd without any loss in generality.

The optimization problem(P) is typically referred to as the
primal problem. From (48), we observe that the constraints are
non-convexin nature. For example, the unit-norm constraint
γ̂†γ̂ = 1 describes, mathematically, anN -dimensional sphere,
and such an object is a non-convex set. The remaining con-
straints are also non-convex because the matrices in (49) con-
stitute both positive and negative eigenvalues. The eigenvalues
of P̃l are{e 2πnl

N }N−1
n=0 and, hence, the eigenvalues ofP̃R

l and
P̃I

l are {cos(2πnlN )}N−1
n=0 and {sin(2πnlN )}N−1

n=0 , respectively.
This non-convexity of the constraints renders(P) to be anon-
convex program. Most algorithms used in solving non-convex
programs yield local optimal solutions.

1) The Convex Dual Problem:A suboptimalsolution can
be obtained by solving the so-calleddual problemto (P). It
can be easily derived and is given by [31]

(D) : Maximize τ

s.t

(

M+ λIN +
∑

N−1
2

l=1 αlP̃
R
l + βlP̃

I
l b

b† −τ − λ

)

� 0,

(51)

whereτ, λ, αl andβl are the variables to optimize. In general,
the dual problem yields an optimal value different from that
of the primal problem (in fact, it is never greater). The dual
problem is always aconvex programwhich have the property
that every local optimal solution is also a global solution.
This property eases the search process for algorithms and,
in fact, numerous and efficient algorithms exist that solve
convex programs in polynomial time. In certain situations,
the dual problem can yield the same optimal value as the
primal problem, i.e., a difficult non-convex program can be
equivalently solved using an easier convex dual program.

Let τ⋄, λ⋄, α⋄
l andβ⋄

l be the minimizer to(D). We obtain
our suboptimal estimate ofγ by solving the Karhush-Kuhn-
Tucker (KKT) necessary condition for local optimality of(P)
which is given by


M+ λ⋄IN +

N−1
2
∑

l=1

α⋄
l P̃

R
l + β⋄

l P̃
I
l



 γ̂gls = b (52)

implies γ̂gls =



M+ λ⋄IN +

N−1
2
∑

l=1

α⋄
l P̃

R
l + β⋄

l P̃
I
l





+

b

(53)

where X+ denotes pseudo-inverse ofX. The minimizers
τ⋄, λ⋄, α⋄

l andβ⋄
l are obtained by solving(D) which is asemi-

definiteprogram (SDP) [31]. SDPs are convex programs and
efficiently solved using interior point algorithms [34]. Standard
solvers are available that solve for such programs, for example,
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in this paper, we use CVX, a package for solving convex
programs [35], [36].

Denote the respective optimal values of(P) and(D) by p⋆

andd⋆. We say the dual problem yields asuboptimalsolution
wheneverd⋆ ≤ p⋆. Such a situation is referred asweak duality.
When d⋆ = p⋆, also known by the termstrong duality, the
optimal solution is equivalently achieved by solving the dual
problem. In the next paragraph, we dwell on whend⋆ = p⋆ and
show that strong duality holds for the optimization problems
(P) and (D).

2) Strong Duality Between(P) and (D): In this section,
we shall use the S-procedure described in Section III-C for
proving strong duality between the primal and dual problems.
For our application, we set the matrices in (11) as follows:
(

A0 d0

d
†
0 c0

)

=

(

M b

b† −τ

)

,

(

A1 d1

d
†
1 c1

)

=

(

IN 0

0† −1

)

(54)
(

Al dl

d
†
l cl

)

=

(

Wl 0

0† 0

)

, l = 2, 3, . . . , N (55)

where Wl = P̃R
l−1, l = 2, 3, . . . , N+1

2 and Wl =

P̃I
l−N+1

2

, l = N+1
2 +1, N+1

2 +2, . . . , N . Comparing with (11),
we have thatL = N+1. Define the respective quadratic forms
and the set as

sl(γ̂) =

(

γ̂

−1

)†(
Al dl

d
†
l cl

)(

γ̂

−1

)

, l = 0, 1, . . . , L− 1,

(56)

Π =
{(

s0(γ̂), s1(γ̂), . . . , sL−1(γ̂)
)T

: γ̂ ∈ CN
}

. (57)

Remark 3. Let x ∈ CN+1. Sinceγ̂ ∈ CN , we haveΠ ⊆ Q,
where the setQ is defined in(12). The matrices that comprise
the quadratic formsql are given in(54) and (55).

We are now ready to see how the primal and dual problem
can yield the same optimal values. We re-write(P) as

Minimize J (γ̂) s.t sl(γ̂) = 0, l = 1, . . . , L− 1 (58)

which equivalently is expressed as

Maximize τ

s.t J (γ̂) ≥ τ, for all γ̂ satisfying sl(γ̂) = 0,
(59)

s.t s0(γ̂) ≥ 0, for all γ̂ satisfying sl(γ̂) = 0,
(60)

s.t Π ∩ N = ∅, (61)

wherel = 1, . . . , L−1 and the constraintJ (γ̂) ≥ τ in (59) is
equivalent tos0(γ̂) ≥ 0 in (60). We obtain the final constraint
after observing that the conditions0(γ̂) ≥ 0, sl(γ̂) = 0, l =
1, . . . , L− 1 is equivalent to (61), whereN is defined in (13).
From Remark 3, we have thatΠ is a subset ofQ. Thus,Q∩
N = ∅ is a sufficient condition forΠ ∩ N = ∅. We, thus,
replace the constraint in (61) to obtain

Maximize τ, s.t Q∩N = ∅. (62)

If conditions in Theorem 1 are satisfied then, after using (54)
and (55),Q ∩ N = ∅ is equivalent to the LMI in (51) and,

hence, the optimization problem in (62) is nothing but the dual
problem of (51). Thus, we see that solving the original primal
problem is the same as solving the dual problem and, hence,
d⋆ = p⋆ implying strong duality. In the following proposition,
we showQ indeed satisfies the conditions in Theorem 1.

Proposition 1. Q satisfies the conditions of Theorem 1.

Proof: See Appendix A.
3) Computational Complexity:We now discuss the com-

plexity in obtaining γ̂gls of (53). The estimator requires
τ⋄, λ⋄, α⋄

l andβ⋄
l which are obtained by solving the SDP of

(51). SDPs are typically solved using interior-point algorithms,
and in [34, Chapter 11], the complexity of such methods are
discussed. Applying the complexity analysis to the SDP in
(51), the resulting complexity isO(N4.5). Thus, the overall
complexity to obtain̂δgls = Tγ̂gls is N4.5 +NcN .

C. Normalization-based LS (NLS) Estimation

One drawback with the GLS scheme is that its complexity
of O(N4.5) can be high depending upon the value ofN . A
computationally attractive alternative to the GLS scheme can
be obtained by choosingT to be a PPT and exploiting the
time-domain equivalent of (6).

We require that̂γ satisfy (6) whose equivalent time-domain
manifestation is given by

|x[i]| = 1

N
, i = 0, 1, . . . , N − 1, (63)

wherex = F̃†γ and|c| denotes absolute value of the complex
numberc. Thus, given an estimate ofγ, for example, the LS
estimate in (34), we normalize its time-domain samples to
have constant magnitude and transform back to the frequency-
domain to obtain a refined estimate ofγ. The overall esti-
mation procedure is shown in Table I, where two possible
approaches are used depending upon ifT is chosen as a PPT
or not. The normalization is performed by the diagonalN×N
matrixXN whenT is chosen as a PPT and diagonalNc×Nc

matrixXNc whenT is chosen otherwise. The diagonal values
of the normalization matrices are

XN [i, i] =
1

N |x̃ls[i]|
, i = 0, 1, . . . , N − 1, (64)

XNc [i, i] =
1

Nc|xls[i]|
, i = 0, 1, . . . , Nc − 1. (65)

In Step 1 of Table I, we obtain the LS estimate which, in
general, requiresN3 number of operations. We then transform
the LS estimate to the time-domain and normalize the samples
to have constant-magnitude. WhenT is chosen as a PPT, it
suffices to only perform normalization in theN -dimensional
space. This is because after normalization,x̃nls (Step 3)
satisfies (63) and, hence,̂γnls (Step 4) satisfies (6). Thus,
δ̂nls = Tγ̂nls also satisfies the phase noise geometry in the
Nc-dimensional space whenT is a PPT. The added number
of computations is mainly2N log(N) which correspond to
the two N -point DFT operations for moving between time
and frequency domain. However, whenT is not a PPT, even
after normalization, there is no guarantee thatδ̂nls will satisfy
the phase noise geometry. To ensure that it does satisfy when
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TABLE I
NORMALIZATION -BASEDLS ESTIMATION .

WhenT is a PPT WhenT is not a PPT

Steps Function Steps Function

1 γ̂ls = M
−1

b 1 γ̂ls = M
−1

b

2 x̃ls = F̃†γ̂ls 2 δ̂ls = Tγ̂ls

3 x̃nls = XN x̃ls 3 xls = F
†δ̂ls

4 γ̂nls = F̃x̃nls 4 xnls = XNcxls

5 δ̂nls = Tγ̂nls 5 δ̂nls = Fxnls

Operations≈ N3 + 2N log(N) Operations≈ N3 + 2Nc log(Nc)
+NcN

T is not a PPT, the normalization must be done in theNc-
dimensional space as shown in right half of Table I. This
comes at the cost of higher complexity which is twoNc-point
DFT operations.

V. NUMERICAL RESULTS

We now present numerical results of the proposed phase
noise estimation schemes and compare them with some of
the state-of-the-art scattered pilot-based phase noise estimation
schemes. In particular, we compare our proposed GLS and
NLS scheme with the ULS scheme of [23] and the CPE-based
interpolation schemes of [12] and [22].

The system parameters set for the simulations are as fol-
lows: The number of subcarriersNc = 512; subcarrier spacing
fsub = 15 kHz; bandwidth is7.7 MHz. The percentage
of scattered pilot subcarriers is set to8% and symbol con-
stellation is16-QAM. The channel is Rayleigh fading with
four exponentially decaying taps, and coherence bandwidth
is set to800 kHz. We use a1/2-rate convolutional encoder
[133, 171] with constraint length of7. For decoding, we use a
soft-decision Viterbi decoder of decoding depth equal to five
times the constraint length. Phase noise process used in the
simulations is the Wiener process which models well free-
running oscillators. We denotef3dB as the phase noise3-dB
bandwidth, and the quantity̺ = f3dB

fsub
is a measure of how

fast or slow phase noise varies within an OFDM symbol. A
low value of̺ indicates a slow-varying process and a larger
value implies a fast-varying one.

The phase noise estimation schemes of this paper require
knowledge of the channel. This knowledge is acquired by
estimating the channel. In this paper, we use the channel
estimator of [12] which is computationally attractive compared
to other schemes and at the same time takes into account the
effect of phase noise during the estimation process.

A. CPE-based Interpolation Scheme (CIS) of [12] and [22]

We now briefly summarize the interpolation schemes of
[12] and [22]. The goal is to develop a non-iterative scheme
for phase noise estimation for data OFDM symbols. Such a
phase noise estimate is obtained as follows: The CPE of the
current and next OFDM symbol are estimated using scattered
pilot subcarriers. The average value of phase noise in the

TABLE II
COMPARISON OFCOMPUTATIONAL COMPLEXITY

Method Complexity Order

ULS N3 +NcN

GLS N4.5 +NcN

NLS N3 + 2N log(N) +NcN

CIS K +Nc +Ncp

current and next OFDM symbol is then obtained by taking the
angle of the obtained CPE estimates. The mean phase noise
values are then interpolated to obtain the entire phase noise
realization between the mid-points of the current and next
OFDM symbols. A linear interpolator is used in both [12] and
[22]. In fact, it is shown in [12] that for slow-varying phase
noise processes, the optimal interpolator, in terms of minimum
mean square error, is the linear interpolator. However, for
moderate or fast-varying processes, we can expect inferior
performance which is verified by the numerical results.

The CIS schemes are simple and computationally very
attractive. For example, from [12], we see that the number
of operations required is approximately of the orderK +
Nc +Ncp, whereK is the number of scattered-pilot symbols
and Ncp is the cyclic prefix length. Table II compares the
complexity of the CIS scheme with the proposed phase noise
estimation schemes. As seen from the table, CIS is the most
computationally simplest scheme, however, as we shall see,it
has very poor performance.

B. Discussion

Figure 3 shows coded BER performance of the proposed
phase noise estimation schemes. The ideal performance that
can be achieved is shown by the triangle-marker dashed curve
which corresponds to the case of zero phase noise. The
squared-marker curve represents the case where only CPE
compensation is performed. This method works well only
for extremely slow-varying phase noise processes. As seen
from the figure, the best performance is achieved by the
GLS scheme and is close to the ideal performance. It also
outperforms the CIS schemes of [12] and [22] as expected.
The GLS scheme constraints the LS estimator to adhere to the
phase noise geometry. As seen in the figure, the ULS scheme,
which is the unconstrained LS estimator, has an inferior
performance compared to its constrained GLS counterpart. The
NLS scheme is a suboptimal solution that also achieves the
same objective of delivering an estimate that satisfies the phase
noise geometry. As expected, the NLS scheme has a better
performance compared to ULS.

The BER performance of the phase noise estimation
schemes can be explained by examining the PDF of‖δ̂−δ‖2,
where δ̂ is our estimate of the true value ofδ. In Figs. 4a
and 4b, we plot the empirical PDF of‖δ̂ − δ‖2 for SNR of
30-dB and10-dB, respectively. From Fig. 4a, we see that the
GLS scheme exhibits thinner tails in the PDF compared to all
other schemes. The thicker tails seen, for example, in the ULS
scheme results in a higher BER as verified in Fig. 3 at SNR
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equal to30-dB. In Fig. 4b, at the lower SNR of10-dB, for all
schemes, we see that the PDF of the phase noise estimation
error is spread over a large range of values, thereby, resulting
in a much higher BER.

A moderate value of̺ = 0.02 was used in the simulation
results shown in Figs. 3 and 4. It is of practical interest to see
how well the proposed algorithms perform over the practical
range of values of̺ . This is demonstrated in Fig. 5, where
we plot the BER as a function of̺. A small value of̺
indicates a slow-varying phase noise process in comparison
with the OFDM symbol duration and vice-versa. As expected
and verified in the figure, the BER, in general, increases with
̺. The best performance is obtained by the GLS scheme,
however, for low values of̺ , the CIS scheme is as good
as the GLS scheme. However, as the value of̺ increases,
CIS performs the poorest. This is easily seen since the CIS
scheme obtains the entire phase noise realization using a
linear interpolator. As the value of̺ increases, the phase
noise realization is more fast-varying in nature, and a simple
linear interpolator does a poor job of approximation. A similar
behavior is seen in Fig. 6, where we plot the mean-square-error
(MSE) of γ̂, i.e.,E

[

‖γ̂ − γ‖2
]

as a function of̺ .
We now compare the effect of the transformation matrix

T on the proposed phase noise estimation schemes. Figure 7
shows the average coded-BER for the ULS and NLS schemes
with T set toTpc of (10) and withT = L of (5). From
the figure we see that forT equal to PPT, the ULS and NLS
schemes yield a lower average BER compared to the case
whenT is set as LFT, especially at high SNRs. We can again
explain this behavior by examining the PDF of‖δ̂−δ‖2 which
is shown in Fig. 8a, where SNR is set to30-dB. From the
figure, we see that whenT is equal to the LFT of (5), the
empirical PDF, of both ULS and NLS, exhibits thicker tails
compared to the curvesT equal to PPT. Also plotted in the
figure is the GLS scheme. Note that for GLST is set toTpc

of (10). These thicker tails eventually cause higher BER as
observed in Fig. 7 at SNR equal to30-dB. Figure 8b shows
the empirical PDF at SNR equal to10-dB. As can be seen, for
any choice ofT, the ULS and NLS exhibit similar behavior
especially at the tails of the PDF. Thus, we can expect similar
BER as evidenced in Fig. 7 at SNR of10-dB.

The effect of the transformation matrixT can also be
visualized by looking at the estimated phase noise realization.
We illustrate this effect, for example, using the ULS scheme.
Figures 9a and 9b show, respectively, the estimated phase
noise realization whenT is set as a LFT and a PPT. For
comparison, we also plot the estimated phase noise realization
using the CIS scheme. From Fig. 9a, we observe that the
LFT matrix L of (5) allows only for smooth approximation
of the true phase noise realization. This is because the model
in (5) estimatesN low-frequency components. For example,
in the figure,N = 8 which implies eight low-frequency
components are estimated. On the other hand, in Fig. 9b, we
observe that whenT is set to the PPT of (10), a piece-wise
approximation of the phase noise realization is obtained. This
effect arises because the interpolation matrix in (10) is a piece-
wise constant interpolator. In both the figures, we observe that,
using the CIS scheme, the estimated phase noise realization
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Fig. 3. Comparison of average coded BER vs. SNR for the proposed schemes
with N = 8 and̺ = 0.02. The transformation matrix used isTpc of (10).

is a linear approximation of the true phase noise realization.
As seen in the figure, for the set value of̺ = 0.02 which
results in a moderately-varying phase noise process, the linear
approximation is a poor estimate.

VI. CONCLUSION

This paper presents scattered pilot-based phase noise es-
timation schemes for an OFDM radio link corrupted by
phase noise. Pilot-based estimation schemes are attractive for
delay sensitive wireless systems when compared to decision-
feedback schemes which can incur significant computational
load and, hence, delay onto the receiver. This paper builds
upon earlier work wherein, using the least-squares principle,
phase noise is estimated from scattered pilot subcarriers.It is
shown that such an estimator suffers from amplitude and phase
estimation errors which arises due to receiver noise, estimation
from limited scattered pilot subcarriers and estimation using
a dimensionality reduction model. We empirically show that
the phase estimation error is small and the critical factor is
the amplitude estimation error. To eliminate the amplitude
estimation error, the least-squares estimate is enforced to
satisfy the so-called phase noise spectral geometry. Numerical
results demonstrate superior bit-error-rate and phase noise
estimation error performance for the estimator that abidesby
this geometry.

APPENDIX A
PROOF OFPROPOSITION1

The proof follows on similar lines as in [17]. From Theorem
1, we need to prove the following:

P1. The set̃Q satisfies the regularity conditions, i.e., its conic
hull spans the entireRL−1, whereL = N + 1.

P2. Q∩N = ∅ implies cov (Q) ∩N = ∅.

We begin with P1.
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Fig. 4. Empirical PDF of‖δ̂ − δ‖2 for the proposed schemes withN = 8 and̺ = 0.02. The transformation matrix used isTpc of (10).
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Fig. 5. Comparison of coded BER vs.̺ for the proposed schemes with
N = 8. The transformation matrix used isTpc of (10). The SNR is30-dB.

A. Proof of P1

The setQ̃ is described by the quadratic forms of (54) and
(55), i.e.,

q1(x) = x†
(

IN 0

0† −1

)

x, ql(x) = x†
(

Wl 0

0† 0

)

x, (66)

where Wl = P̃R
l−1, l = 2, 3, . . . , N+1

2 and Wl =

P̃I
l−N+1

2

, l = N+1
2 + 1, N+1

2 + 2, . . . , N . Let {f̃i}Ni=1 denote

column vectors of theN × N DFT matrix F̃. First, we
note that the permutation matrix̃Pl is circulant and, hence,
diagonalizable byF̃. The eigenvalues of̃Pl are given by
{e 2πnl

N }N−1
n=0 and, thus, the eigenvalues of̃PR

l and P̃I
l are
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Fig. 6. Comparison of MSE of̂γ vs.̺ for the proposed schemes withN = 8.
The transformation matrix used isTpc of (10).

{cos(2πnlN )}N−1
n=0 and {sin(2πnlN )}N−1

n=0 , respectively. We are
now ready to prove the regularity condition.

Choosexi =
[

f̃Ti 0
]T

, i = 1, 2, . . . , N and xN+1 =
[

0T
√
N
]T

, i.e., we chooseM = N +1 points. We note that
M > L− 1 sinceL = N + 1. Making use of the eigenvalues
of P̃R

l andP̃I
l , the pointsq(xi) and, hence, the matrixQ of



12

10 12 14 16 18 20 22 24 26 28 30
10-6

10-5

10-4

10-3

10-2

10-1

100

T equal to LFT
T equal to PPTULS

NLS Only CPE compensation

No phase noise

SNR [dB]

B
E

R

Fig. 7. Effect of T on average coded-BER whenT = Tpc of (10) is
compared withT = L of (5). The value ofN = 8 and̺ = 0.02.

(19) is given by

Q =


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1 cos( 2π
N
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N
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N
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2N
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2N

) ... cos(
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2N
)

.

.

.

0 sin( 2π
N

) sin( 4π
N

) ... sin(
2π(N−1)

N
)
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0 sin(
2π(N−1)

2N
) sin(

4π(N−1)
2N

) ... sin(
2π(N−1)(N−1)

2N
) 0



















































.

(67)

From (67), we note thatrank (Q) = N since the rows form
an orthogonal basis. Choose constants{pi}Mi=1 = 1. Then
∑M=N+1

i=1 piq(xi) = 0 since the elements of each row sum
to a value of zero. This completes the proof.

B. Proof of P2

The setQ is defined in (12) and described by the quadratic
forms ql(x), l = 0, 1, . . .N , whereql(x), l > 0 is given in
(66). The quadratic formq0(x) takes the form

q0(x) = x†
(

M b

b† −τ

)

x. (68)

Consider the set

QN =
{(

q0(x), q1(x), . . . , qN (x)
)T

: ||x||2 = 1,x ∈ CN+1
}

.

(69)

It is related toQ by [37], [38]

Q =
{

ty
∣

∣

∣ t ≥ 0, y ∈ QN

}

. (70)

Let cov (QN ) denote the convex hull ofQN . We define

con (Q) =
{

ty
∣

∣

∣ t ≥ 0, y ∈ cov (QN )
}

. (71)

First, we observe thatQ ⊆ con (Q). Secondly,con (Q) is
a convex set since it is defined in terms of the convex set
cov (QN ). We, thus, have

cov (Q) ⊆ con (Q) , (72)

sincecov (Q) is the convex hull ofQ and by definition is the
smallest convex set enclosingQ. With these facts in place, we
have the following relation:

R1. Q∩N = ∅ ≡ QN ∩ N = ∅.
R2. cov (QN ) ∩ N = ∅ =⇒ con (Q) ∩ N = ∅ =⇒

cov (Q) ∩ N = ∅,

where≡ denotes equivalence and=⇒ denotes implication.
The equivalence in R1 follows from (69) and (70). The
implication in R2 follows from (71). We, thus, see that if
QN ∩N = ∅ =⇒ cov (QN) ∩N = ∅ then, after combining
R1 and R2, we have the required result. We now show that
this is indeed the case.

Remark 4. For unit-norm x, q1(x) = 0 only at x =
[√

0.5x̃T
√
0.5z

]T
, where‖x̃‖2 = 1 and |z| = 1.

Proposition 2. For unit-normx, ql(x) = 0 for all l > 1 at

x =
[√

ax̃T
√
bz
]T

, x̃ = FΣṽ, ṽTṽ = 1, |z| = 1, (73)

whereṽi =
1√
N

, a ≥ 0, b ≥ 0, a + b = 1 andΣ can be any
unitary-diagonal matrix.

Proof: Write x =
[√

ax̃T
√
bz
]T

. Sincex should be of

unit-norm, we have‖x̃‖2 = 1, a ≥ 0, b ≥ 0, a + b = 1 and
|z| = 1. Using (66), the conditionql(x) = 0, l > 1 results in

x̃†Wlx̃ = 0 =⇒ x̃†F̃D̃lF̃
†x̃ = 0 =⇒ y†D̃ly = dT

l v = 0,

wherey = F̃†x̃ with components denoted byyi and v =
[

|y0|2 |y1|2 . . . |yN−1|2
]T

. In the above equation, we used the
fact thatWl is diagonalizable with the DFT matrix whose
eigenvalues are contained in the diagonal matrixD̃l and in
the vectordi. Combining above equation for alll ≥ 2, we get

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






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























v = 0,

(74)

where we require thatv � 0 and‖v‖1 = 1 because‖x̃‖2 = 1.
It can be easily seen that the above matrix has a non-zero null
space of rank equal to one. The vector describing this space
(and satisfyingv � 0, ‖v‖1 = 1) is given by

v =
1

N
1, (75)

where1 denotes N-dimensional vector of ones. Defineṽ as the
vector with elements̃vi =

√
vi. Thus, atx̃ = F̃Σṽ, whereΣ

can be any unitary-diagonal matrix,x̃†Wlx̃ = 0, for all l ≥ 2.
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set to LFT, thus, exhibiting higher BER in Fig. 7 at30-dB SNR.
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Fig. 8. Effect ofT on the empirical PDF of‖δ̂ − δ‖2 for the proposed schemes.Tpc of (10) is used as the PPT andL of (5) is the LFT. The number of
estimated components isN = 8. The value of̺ = 0.02. The GLS is also plotted for comparison. It is always implemented withT set to a PPT.
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Fig. 9. Comparison of the estimated phase noise realizationwith the actual phase noise realization. The value ofN = 8 and̺ = 0.02 with 30-dB SNR.

Proposition 3. For anya ≥ 0 andb ≥ 0, such thata > b and
a+ b = 1, we have

infimum
(

x̃†Ax̃+ 2Real
(

x̃†c
))

≤

infimum

(

x̃†Ax̃+

√

b

a
2Real

(

x̃†c
)

)

, (76)

whereA ≻ 0, c is any complex vector and the infimum is
taken over allx̃ satisfying(73).

Proof: First, we note there exists añx satisfying (73)
such thatReal

(

x̃†c
)

≤ 0. For example, from (73), the

components of the row vector̃v†Σ† take the forme−φl√
N

, where

eφl are the diagonal values of diagonalΣ matrix. SinceΣ
can be any unitary-diagonal matrix, setφl = ∠

(

F̃†c
)

l
− π,

where ∠x denotes angle of the complex numberx. Thus,
Real

(

ṽ†Σ†F̃†c
)

= −‖F̃†c‖1 ≤ 0. Thus, we have

infimum
(

x̃†Ax̃+ 2Real
(

x̃†c
))

= η − ǫ (77)

infimum

(

x̃†Ax̃+

√

b

a
2Real

(

x̃†c
)

)

= η −
√

b

a
ǫ, (78)

where ǫ ≥ 0 and η is the minimum eigenvalue ofA. The
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result now follows sincea > b.
Let con (QN ) denote the conic hull ofQN . We now have

the following proposition:

Proposition 4. Let τ ≤ infimum
(

x̃†Mx̃+ 2Real
(

x̃†bz
))

.
The point[0, 1, 0 . . .0]T /∈ con (QN).

Proof: If [0, 1, 0 . . .0]T ∈ con (QN ) then there must exist
[0, t, 0 . . .0]

T ∈ QN for somet > 0 [37]. We show that this is
impossible. From Proposition 2, we haveql(x) = 0, l > 1 for
x of (73). At such anx, q1(x) = a− b and, since we require
[0, t, 0 . . .0]T ∈ (QN ) for t > 0, we requirea > b. Now, the
quadratic formq0(x) of (68), for x of (73), takes the form

q0(x) = a

[

x̃†Mx̃+

√

b

a
2Real

(

x̃†bz
)

]

− bτ > 0, (79)

where the inequality results after applying Proposition 3 and
the assumption thatτ ≤ infimum

(

x̃†Mx̃+ 2Real
(

x̃†bz
))

.
Using (79), we see that[0, t, 0 . . .0]T /∈ QN for t > 0.

The proof of P2 is now complete with the following
proposition and after combining the relations R1 and R2.

Proposition 5. QN ∩ N = ∅ =⇒ cov (QN) ∩ N = ∅.

Proof: The conditionQN∩N = ∅ impliesq0(x) ≥ 0 and
ql(x) = 0, l ≥ 1. From Remark 4 and Proposition 2, we have

ql(x) = 0 for l ≥ 1 only at x =
[√

0.5x̃T
√
0.5z

]T
, wherex̃

andz satisfy (73). At such anx, q0(x) ≥ 0 implies

0.5
[

x̃†Mx̃+ 2Real
(

x̃†bz
)

− τ
]

≥ 0 (80)

=⇒ τ ≤ x̃†Mx̃+ 2Real
(

x̃†bz
)

, (81)

=⇒ τ ≤ infimum
(

x̃†Mx̃+ 2Real
(

x̃†bz
))

, (82)

where the infimum is taken over all values ofx̃ and z
satisfying (73). Thus, after using Proposition 4, we have
that [0, 1, 0 . . .0]T /∈ con (QN ). This implies that theorigin
is boundary pointof con (QN ). A necessary and sufficient
condition for origin to be a boundary point is existence of a
point that does not belong tocon (QN ) [37]. Thus,QN∩N =
∅ =⇒ con (QN ) ∩N = ∅ =⇒ cov (QN ) ∩ N = ∅.

Pramod Mathecken received his M.Sc. and D.Sc.
degrees in signal processing from Aalto University,
Finland in 2011 and 2016, respectively. His research
interest is in the field of signal processing and
wireless communications.

Taneli Riihonen (S’06–M’14) received the D.Sc.
degree in electrical engineering (with distinction)
from Aalto University, Finland, in August 2014. He
has held various research positions at the Department
of Signal Processing and Acoustics, Aalto University
School of Electrical Engineering since September
2005, being currently appointed as a Research Fel-
low. He was a Visiting Associate Research Scientist
and an Adjunct Assistant Professor at Columbia
University in the City of New York, USA, from
November 2014 through December 2015. He has

been praised nine times as a distinguished reviewer for various IEEE journals
and is serving as an Editor for IEEE COMMUNICATIONS LETTERS since
October 2014. He received the Finnish technical sector’s award for the best
doctoral dissertation of the year in Finland within all engineering sciences.
His research activity is focused on physical-layer OFDM(A), multiantenna,
relaying and full-duplex wireless techniques with currentinterest in the
evolution of 5G systems.

Stefan Werner (SM’07) received the M.Sc. degree
in electrical engineering from the Royal Institute
of Technology (KTH), Stockholm, Sweden, in 1998
and the D.Sc. degree with honors in electrical en-
gineering from the Signal Processing Laboratory,
Helsinki University of Technology (TKK), Espoo,
Finland, in 2002. He is currently Professor at the
Department of Electronic Systems at the Norwegian
University of Science and Technology (NTNU). He
is also an Adjunct Professor with Aalto University
in Finland, and an Adjunct Senior Research Fellow

with the Institute for Telecommunications Research, University of South
Australia. He was holding an Academy Research Fellowship funded by the
Academy of Finland from 2009 to 2014. His research interestsinclude adap-
tive and statistical signal processing, signal processingfor communications,
and smart electric power grids. Dr. Werner is a member of the editorial board
for the EURASIP journal of Signal Processing.

Risto Wichman received his M.Sc. and D.Sc. (Tech)
degrees in digital signal processing from Tampere
University of Technology, Tampere, Finland, in 1990
and 1995, respectively. From 1995 to 2001, he
worked at Nokia Research Center as a senior re-
search engineer. In 2002, he joined Department of
Signal Processing and Acoustics, Aalto University
School of Electrical Engineering, Finland, where he
is a full professor since 2008. His research interests
include signal processing techniques for wireless
communication systems.



15

REFERENCES
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