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Abstract

We study Dedekind domains, where ideals factorize uniquely into a product of
prime ideals. This subject is of interest as general elements in these rings do not
necessarily factorize uniquely.

Norsk sammendrag:
Vi studerer hvordan idealer faktoriseres til et unikt produkt av primidealer i et
Dedekind-omr̊ade. Dette er av interesse siden et generelt element i en slik ring
ikke nødvendigvis fakoriseres unikt.
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1
Introduction

The ring of integers consists of elements that factorize uniquely into prime num-
bers, but if we extend the ring with the square root of an integer there is no
guarantee that factorization of elements remains unique. For this reason we will
study the behaviour of ideals in these rings instead. It turns out that ideals in
such rings as described, at least when the ring is a Dedekind domain, eventually
factorize into prime ideals. In addition, this factorization is unique. Consider the
following theorem:

Theorem: Unique Factorization into Prime Ideals. In a Dedekind domain
D every proper nonzero ideal I is a product of prime ideals in D, and this fac-
torization is unique in the sense that if

I = P1P2 · · ·Pk = Q1Q2 · · ·Qn,

where Pi and Qj are prime ideals, then k = n, and after relabelling (if necessary)

Pi = Qi, i ∈ {1, 2, . . . , k}.

Our motivation for the study is to prove this theorem. As this will be a
study in algebraic number theory we will focus on rings, and especially integral
domains, which are generalizations of the integers and provide a natural setting
for studying divisibility. Furthermore, we will study the following chain of class
inclusions:{

Fields
}
(
{Euclidean

domains

}
(
{Principal ideal

domains

}
(
{Dedekind

domains

}
(
{Noetherian

domains

}
1



2 Introduction

These rings, or domains if you like, are all integral domains by definition. During
the text we will prove that each inclusion holds. The reason for listing the com-
pleted chain, already in the introduction, is to give the reader an early overview of
the integral domains in question. That is, we will also study unique factorization
domains, which we will see is not included in the chain.



2
Integral Domains and Ideals

2.1 Commutative Rings

We start off by defining a ring, explicitly remarking that all rings in this Mas-
ter’s thesis will be rings with unity, which means that every ring contain the
multiplicative identity element 1. Although we assume the reader to be familiar
with the concepts of group theory, rings, fields, and terms concerning these al-
gebraic subjects, it is important to point out this definition; several authors of
mathematical publications may not necessarily define a ring to be with unity.

Definition. A ring R is a nonempty set with two binary operations, + and ·,
such that for all a, b, c ∈ R we have the following:

i) (R,+) is an abelian group, that is, R is abelian under addition.

ii) Multiplication is associative: (ab)c = a(bc).

iii) The distributive laws hold: a(b+ c) = ab+ ac and (a+ b)c = ac+ bc.

iv) 1 ∈ R is the multiplicative identity such that 1 · a = a · 1 = a.

Remark. In algebraic number theory we are only interested in commutative
rings, that is, ab = ba for all a, b ∈ R. We need to state the following for further
reading:

NB! Whenever we write “ring” we always mean a commutative ring.

3



4 Integral Domains and Ideals

Next, we define a subring. More often than not it is easier to show that a set
is a subring of an already known ring to ensure that the set is a ring.

Definition. A subring S is a nonempty subset of a ring R, where S itself is a
ring with multiplicative identity 1S = 1R.

Remark. When S is a subset of a ring R, denoted S ⊆ R, we can also state the
definition as the following:

S is a subring ⇔ a− b, ab, 1R ∈ S for all a, b ∈ S.

Definition. Let R be a ring with a nonzero element r ∈ R. If there exists an
inverse r−1 ∈ R such that r−1r = 1, then r is called a unit.

Remark. It is equivalent saying r ∈ R is a unit if r | 1, that is, r divides 1 as
we have 1 = r−1r.

Example. In the ring of integers, denoted by Z, we have 1 and −1 as the only
units; there are no other elements with an inverse.

2.2 Integral Domains

This study will focus on integral domains. It is most common to define integral
domains to be commutative. As we only work with commutative rings it is
obviously the definition we will use as well.

Definition. An integral domain D is a (commutative) ring with no zero-
divisors, that is, if ab = 0 for any a, b ∈ D, then either a = 0 or b = 0.

Example. The ring Z is an integral domain as multiplication of elements is
commutative and 0 is a factor whenever a product is 0.

From the integral domain we can derive a field, which is a integral domain
where every nonzero element has an inverse, that is, every nonzero element is a
unit. A field that is a subring of another field we refer to as a subfield.

Later we will see what consequence the inclusion of a new element to integral
domains causes. For instance, we can extend the ring of integers with a new
element, say

√
n, where n is either a positive or a negative integer, such that we

obtain a set, denoted

Z[
√
n] = {a+ b

√
n | a, b ∈ Z},

which is another example of an integral domain.
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Example. The ring Z[
√
n] is an integral domain. First of all, we need to ensure

that Z[
√
n] is a ring. We have Z[

√
n] ⊆ C, that is, Z[

√
n] is a subset of the field

of complex numbers. Hence Z[
√
n] is a subset of a ring. We take two arbitrary

elements (a+ b
√
n), (c+ d

√
n) ∈ Z[

√
n], hence a, b, c, d ∈ Z, and observe that

(a+ b
√
n)− (c+ d

√
n) =

(
(a− c) + (b− d)

√
n
)
∈ Z[
√
n],

and

(a+ b
√
n) · (c+ d

√
n) =

(
(ac+ nbd) + (ad+ bc)

√
n
)
∈ Z[
√
n].

The multiplicative identity 1 ∈ C is also an element in Z[
√
n]. Hence Z[

√
n] is

a subring of C, and C is an integral domain as it is a field. Any subring of an
integral domain is also an integral domain.

As
√
n always is a root of the quadratic polynomial x2 − n we call Z[

√
n] a

quadratic domain. Note that we always consider n to be squarefree, which
means that we will not work with Z[

√
n] where n is divisible by a squared prime

number. For instance, ±1,±2,±3,±5,±6,±7,±10 are all squarefree numbers,
whereas ±4,±8,±9,±16,±18 are not squarefree as every number have a squared
prime as a factor. An extension finds place whenever we add a new element,
which is not part of the ring from before, to the ring. When n is a squarefree
integer then

√
n is not a element in Z, except when n = 1, which would imply

Z[
√
n] = Z. Consider another example, let n = 18, which is not a squarefree

number. We get Z[
√

18] = Z[3
√

2] ⊆ Z[
√

2], that is, Z[
√

18] is a subring of Z[
√

2].
In fact, for every n that is not squarefree we have that Z[

√
n] is a subring of

another quadratic domain where the integer under the square root is squarefree.

An integral domain D is not necessarily a field, but we can always construct
a field from an integral domain. If we invert every nonzero element b ∈ D, then
the set of products a · b−1, where a ∈ D, contains a inverse for every nonzero
element ab−1 in that set. Hence we have a field, called the quotient field of D.

Definition. The quotient field of an integral domain D is defined by the set

Quot(D) = {a · b−1 | a, b ∈ D, b 6= 0}.

Example. The field of rational numbers, denoted by Q, is the quotient field of
Z since Quot(Z) = {a · b−1 | a, b ∈ Z, b 6= 0} = {ab | a, b ∈ Z, b 6= 0} = Q.

Remark. If we let b = b−1 = 1 ∈ D, then clearly D ⊆ Quot(D) as we still have
every a ∈ D left in the set. It follows that D is a subring of Quot(D).
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2.3 Ideals

A central subject of the thesis is, as its title suggests, ideals. We define ideals as
subsets of rings closed under multiplication with elements from the ring, that is,
every product is again an element in the ideal.

Definition. An ideal I is a nonempty subset of a ring R where the following
conditions are satisfied:

i) a, b ∈ I ⇒ a− b ∈ I.

ii) r ∈ R, a ∈ I ⇒ ra ∈ I.

Remark. As R is a commutative ring we only need to define left ideals since
every left ideal is also a right ideal. Hence every ideal is a two-sided ideal.

Example. In a ring R any element r ∈ R generates an ideal. We denote the
ideal generated by r as 〈r〉. Define the subset

I = 〈r〉 = rR = {ra | a ∈ R}.

We show the following:

i) If ra, rb ∈ I, then ra− rb = r(a− b) ∈ I.

ii) If b ∈ R and ra ∈ I, then (ra)b = r(ab) ∈ I.

We see that ra− rb ∈ I and (ra)b ∈ I, hence I is an ideal in R.

Example. Every ideal in Z is of the form nZ, where n is a nonnegative integer.
This follows from the previous example, letting r = n and R = Z. If an ideal in Z
is generated by more than one element, say a, b ∈ Z, then the element (a− b) ∈ Z
is also a generator. Therefore, every ideal in Z is of the form nZ, where n is a
nonnegative integer; we do not need to include negative integers as −nZ = nZ
for all n ∈ Z.

In any ring R we always have 0 as an element. The ideal generated by 0,
denoted (0), is the subset of R that contains 0 and no other element. Also, we
notice that R itself always satisfy the conditions of being an ideal. Therefore, R
and (0) are the trivial ideals in R. Furthermore, we call every ideal I that is a
proper subset of R, denoted I ( R, a proper ideal.

The majority of the theorems in the thesis concern ideals, but before we start
proving any theorems we will state three important propositions, which will be
used frequently in many proofs to follow.
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Proposition 2.1. If I is an ideal in a ring R, then RI = I.

Proof: Let a ∈ I. Since I is an ideal we have Ra ⊆ I. As Ra ⊆ I for all a ∈ I,
then RI ⊆ I.

Conversely, we have that 1 ∈ R, so it follows that 1 · a = a ∈ Ra ⊆ RI. The
fact that a ∈ RI for all a ∈ I implies I ⊆ RI. Hence RI = I.

Proposition 2.2. If I is an ideal in a ring R, then

I = R ⇔ 1 ∈ I.

Proof: Suppose I = R. Every ring R contains the identity element 1, thus 1 ∈ I.
Conversely, suppose 1 ∈ I. Take any element r ∈ R. As I is an ideal we have

1 · r = r ∈ I. Hence I = R.

Remark. It follows that 〈1〉 = R, where 〈1〉 is the ideal generated by 1.

Proposition 2.3. If R is a ring with an element u ∈ R, then

〈u〉 = R ⇔ u is a unit.

Proof: Suppose R = 〈u〉 = {ur | r ∈ R}. As 1 ∈ R we have ur = 1 for some
r ∈ R. Hence u is a unit.

Conversely, suppose u is a unit. We have that 〈u〉 = {ur | r ∈ R}, and since
u is a unit we have u−1 ∈ R. It follows that u · u−1 = 1 ∈ 〈u〉, hence 〈u〉 = R by
Proposition 2.2.

Definition. An ideal M is a maximal ideal in a ring R if we have the following:

i) M ( R.

ii) For every ideal I in R, where M ⊆ I, either I = M or I = R.

Example. In the ring Z every ideal of the form pZ, where p ∈ Z is a prime
number, is a maximal ideal. As p 6= 1 we have that pZ is a proper ideal in Z. If
pZ ⊆ nZ, where n is a positive integer, then n | p. Since p is a prime the only
two options are n = p or n = 1. It follows that either nZ = pZ or nZ = Z. Hence
pZ is a maximal ideal.

Theorem 2.4. If I is an ideal in a ring R, then

R/I is a field ⇔ I is a maximal ideal.
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Proof: Suppose R/I is a field and let J be an ideal in R such that

I ( J ⊆ D.

There exists some a ∈ J where a /∈ I, thus a+ I ∈ R/I is a nonzero element, and
as R/I is a field there exists an element b+ I ∈ R/I such that

(a+ I)(b+ I) = ab+ I = 1 + I.

Hence
ab− 1 ∈ I ( J.

We have a ∈ J and b ∈ R, and as J is an ideal we get ab ∈ J. Hence

1 = ab− (ab− 1) ∈ J,

and J = R by Proposition 2.2. Thus I is a maximal ideal.
Conversely, we suppose I is a maximal ideal and that R/I is not a field.

There must exist a nonzero element that is not a unit, say r + I ∈ R/I, hence
1 + I /∈ 〈r〉 + I, which implies that 〈r〉 + I ( R. Since r + I 6= 0 + I we have
r /∈ I. Hence I ( 〈r〉+ I, and

I ( 〈r〉+ I ( R,

which contradicts I being maximal. Thus R/I is a field.

Definition. An integral domain D is called a PID (principal ideal domain) if
all ideals are principal, that is, for each ideal I in D there exists an element
r ∈ D that generates I.

Remark. If D is a PID, then every ideal is of the form rD = 〈r〉 for some r ∈ D.

Example. The ring Z is a PID; every ideal is of the form nZ, where n ∈ Z. Let
I be an ideal in Z. If I is either equal to (0) or Z, then I is generated by the
element 0 or 1, respectively. Hence it is a principal ideal. Therefore, suppose I
is a proper nonzero ideal, thus there exists a nonzero element a ∈ I. Both a and
0 are elements in I, hence −a = (0 − a) ∈ I, thus we may assume that a is a
positive integer. Let n denote the least positive integer in I. We can write a as

a = nq + r

for some q, r ∈ Z, where 0 ≤ r < n. As I is an ideal we have nq ∈ I, hence
r = (a−nq) ∈ I. It follows that r = 0, otherwise r ∈ I contradicts the minimality
of n. Hence a = nq, thus

I = 〈n〉 = nZ.
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2.4 Prime Ideals

We dedicate the last section in this chapter to prime ideals; as they are central
to our main theorem we need to study prime ideals closely. There are different
definitions of prime ideals, like whether or not a prime ideal needs to be a proper
ideal. We see some authors that define the ring itself as a prime ideal [3, p. 206],
but in this text we define a prime ideal to be a proper ideal.

Definition. If P is a proper ideal in a ring R, then P is a prime ideal if

a, b ∈ R and ab ∈ P ⇒ a ∈ P or b ∈ P.

Example. The ideal pZ is a prime ideal in Z for any prime number p ∈ Z.

Example. The ideal 6Z is not a prime ideal in Z. We have that 6Z is a proper
ideal, and both 2, 3 ∈ Z, where 2 · 3 = 6 ∈ 6Z, but 2, 3 /∈ 6Z. We can show the
same for any nZ where n is not a prime, the only exception is n = 0.

Remark. If D is a ring, then

(0) is a prime ideal ⇔ D is an integral domain.

Suppose (0) is a prime ideal. Let a, b ∈ D be such that ab ∈ (0), hence ab = 0.
Either a ∈ (0) or b ∈ (0), which implies either a = 0 or b = 0. Hence D is an
integral domain.

Conversely, suppose D is an integral domain. If ab = 0, then either a = 0 or
b = 0. If ab ∈ (0), then ab = 0, and either a ∈ (0) or b ∈ (0). Hence (0) is a
prime ideal.

In the following example we will see how number theory can be used to ensure
that an ideal is a prime ideal. The prime ideal in the following example will be
used in an example following the main theorem in Section 6.3.

Example. The ideal generated by 2 and (1+
√
−5), denoted P = 〈2, (1+

√
−5)〉,

is a prime ideal in Z[
√
−5]. We have that

P = 〈2, (1 +
√
−5)〉 = {2r + (1 +

√
−5)s | r, s ∈ Z[

√
−5]}.

We first show what a general element in P looks like. Suppose (a+ b
√
−5) ∈ P ,

where a, b ∈ Z, then the linear combination

a+ b
√
−5 = 2r + (1 +

√
−5)s
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is fulfilled for some r, s ∈ Z[
√
−5], say r = (e + f

√
−5) and s = (g + h

√
−5),

where e, f, g, h ∈ Z. Hence

a+ b
√
−5 = 2(e+ f

√
−5) + (1 +

√
−5)(g + h

√
−5)

= (2e+ g − 5h) + (2f + g + h)
√
−5.

It is clear that a = (2e + g − 5h) and b = (2f + g + h). Suppose g is an even
number, then both (2e+ g) and (2f + g) are even as well, and they are both odd
numbers whenever g is odd. We say (2e+g) and (2f+g) have the same parity as
they are both even or both odd at the same time. It follows that a = (2e+g−5h)
and b = (2f + g + h) have the same parity whenever (a+ b

√
−5) ∈ P . Now, we

assume there exist some a, b ∈ Z of same parity such that (a+b
√
−5) /∈ P . Hence

the linear combination above is not satisfied for any e, f, g, h ∈ Z. We rewrite
a = (2e+ g − 5h) and b = (2f + g + h) as

a− 2e = g − 5h and b− 2f − 6h = g − 5h.

It follows that
a− 2e = b− 2(f + 3h),

where −2e and −2(f + 3h) is always even. Therefore, the only restriction such
that this linear combination does not have an solution is if a and b is of different
parity, but that contradicts the assumption. Hence, if a and b have the same
parity, then (a+ b

√
−5) ∈ P .

Next, we show that P is a prime ideal. We choose two arbitrary elements
(a+ b

√
−5), (c+ d

√
−5) ∈ Z[

√
−5] such that

(a+ b
√
−5)(c+ d

√
−5) ∈ P.

We have to show that if, say (a+b
√
−5) /∈ P , then we must have (c+d

√
−5) ∈ P .

If (a + b
√
−5) /∈ P , then either a is odd and b even or vice versa, that is to say,

different parity. We have that

(a+ b
√
−5)(c+ d

√
−5) = (ac− 5bd) + (ad+ bc)

√
−5 ∈ P,

which means (ac− 5bd) and (ad+ bc) have the same parity. If a is odd, then b is
even, and so 5bd and bc are even. It follows that ac and ad have the same parity,
and since a is odd, c and d have the same parity. Hence (c + d

√
−5) ∈ P . If a

is even, then ac and ad is even, and 5bd and bc have the same parity. As b now
is odd, c and d must have the same parity, hence (c + d

√
−5) ∈ P . Thus P is a

prime ideal in Z[
√
−5].

Theorem 2.5. If I is an ideal in a ring R, then

R/I is an integral domain ⇔ I is a prime ideal.
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Proof: Suppose R/I is an integral domain. Let a, b ∈ R be such that ab ∈ I.
We have that ab+ I is the zero-element of R/I, hence

(a+ I)(b+ I) = ab+ I = 0 + I ∈ R/I.

As R/I is an integral domain either (a + I) = 0 + I or (b + I) = 0 + I, which
again implies that a ∈ I or b ∈ I. Hence I is a prime ideal.

Conversely, assume that I is a prime ideal. I is a proper ideal of R, hence
1 /∈ I, and 1 + I ∈ R/I, thus R/I is a ring with identity 1 + I. Next, we
let (a + I), (b + I) ∈ R/I be such that (a + I)(b + I) = 0 + I, which implies
ab + I = 0 + I. Thus ab ∈ I. It follows that either a ∈ I or b ∈ I, hence
(a + I) = 0 + I or (b + I) = 0 + I. Hence we have shown that R/I has no
zero-divisors. Thus R/I is an integral domain.

Theorem 2.6. In any ring every maximal ideal is a prime ideal.

Proof: Let I be a maximal ideal in a ring R. We have that R/I is a field by
Theorem 2.4. Therefore, R/I is also an integral domain, and I is a prime ideal
by Theorem 2.5.

Theorem 2.7. If D is a PID with a proper nonzero ideal P , then

P is a maximal ideal ⇔ P is a prime ideal.

Proof: We have by Theorem 2.6 that a maximal ideal in any ring is a prime
ideal.

Conversely, we assume that P is a prime ideal in D that is not maximal.
There must exist some ideal I in D such that

P ( I ( D.

Since D is a PID we have P = 〈a〉 and I = 〈b〉 for some nonzero a, b ∈ D.
We have 〈a〉 ( 〈b〉, hence a = rb for some r ∈ D. We have rb = a ∈ P , thus
either r ∈ P or b ∈ P as P is a prime ideal. If b ∈ P , then I = 〈b〉 ⊆ P ( I,
which is clearly a contradiction, thus r ∈ P . We have r = sa for some s ∈ D,
hence a = (sa)b = a(sb), where sb = 1 since a is nonzero. Thus b is a unit, and
I = 〈b〉 = D by Proposition 2.3. This contradicts I ( D, hence P is a maximal
ideal.

From our basic number theory we know that any prime number p ∈ Z that
divides a product ab, where a, b ∈ Z, must also divide either a or b. We are not
restricted to integers while working with primes; a prime can be defined for any
ring by the following generalized definition.
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Definition. A nonzero element p ∈ R is a prime in the ring R if the following
conditions are satisfied:

i) p is not a unit.

ii) If p | ab for some a, b ∈ R, then either p | a or p | b.

Theorem 2.8. If R is a ring with a nonzero element p ∈ R, that is not a unit,
then

〈p〉 is a prime ideal ⇔ p is a prime in R.

Proof: Assume 〈p〉 is a prime ideal in R. Let a, b ∈ R be such that p | ab, hence
ab ∈ 〈p〉. Thus either a ∈ 〈p〉 or b ∈ 〈p〉. It follows that either p | a or p | b, hence
p is a prime.

Conversely, let p is a prime in R. We let a, b ∈ R be such that ab ∈ 〈p〉. There
must exist some r ∈ R such that rp = ab, thus p | ab. Since p is a prime we have
that p | a or p | b. Suppose p | a, then there exists some s ∈ R such that sp = a.
Hence a ∈ 〈p〉, and 〈p〉 is a prime ideal. If p - a, then p | b, and we are left with
the same result.

Theorem 2.9. If P is a proper ideal in a ring R, then

P is a prime ideal ⇔ for all ideals A and B where AB ⊆ P,
either A ⊆ P or B ⊆ P.

Proof: Let P be a proper ideal in a ring R. We need to show that P is a prime
ideal if the following holds for all ideals A and B in R:

AB ⊆ P ⇒ A ⊆ P or B ⊆ P.

Let a, b ∈ R be such that ab ∈ P . We let A = 〈a〉 and B = 〈b〉 such that
AB = 〈a〉〈b〉 = 〈ab〉 ⊆ P . Following the implication we must have that either
〈a〉 ⊆ P or 〈b〉 ⊆ P , but then a ∈ P or b ∈ P , and P is by the definition a prime
ideal.

To show the converse, we first assume that there exists a proper ideal P that
does not satisfy the right-implication above. We need to show that P is not a
prime in this case. We have

AB ⊆ P ; A ⊆ P or B ⊆ P,

where A and B are ideals in R. Hence there exists some ideals A and B such
that A * P and B * P , while AB ⊆ P . There must exist some a ∈ A and b ∈ B,
where a, b /∈ P , but we have that ab ∈ AB ⊆ P , and by the definition P is not a
prime ideal.
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Theorem 2.10. Let A and D be integral domains such that D ⊆ A. If P is a
prime ideal in A, then P ∩D is a prime ideal in D.

Proof: Obviously P ∩D ⊆ D, and we will first show that P ∩D is an ideal in
D. Let a, b ∈ P ∩D, hence a, b ∈ P and a, b ∈ D. We have that (a− b) ∈ P since
P is an ideal. We also have (a − b) ∈ D as a ring is closed under subtraction,
thus (a − b) ∈ P ∩ D. Next, suppose a ∈ P ∩ D and r ∈ D ⊆ A. As P is an
ideal in A, we have ra ∈ P . We also have ra ∈ D as both a ∈ D and r ∈ D, thus
ra ∈ P ∩D. Hence P ∩D is an ideal in D.

Next, we will show that P ∩D is a prime ideal. As P is a prime ideal in A it
is a proper ideal, hence 1 /∈ P , which implies 1 /∈ P ∩D. As 1 ∈ D we have that
P ∩D ( D. Let a, b ∈ D ⊆ A be such that ab ∈ P ∩D, hence either a ∈ P or
b ∈ P as P is a prime ideal in A. Thus either a ∈ P ∩ D or b ∈ P ∩ D, hence
P ∩D is a prime ideal in D.
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3
Noetherian Domains

3.1 Modules

In this chapter we will define a Noetherian domain, but first we define the term
module, which is a generalization of a vector space. A module over a specific ring
R is referred to as an “R-module”. When type of ring is insignificant we will
frequently just write “module”.

Definition. Let R be a ring and let (M,+) be an abelian group. M is an R-
module if there exists a function f : R×M →M , with (r,m) 7→ rm, such that
the following hold for all r, r1, r2 ∈ R and m,m1,m2 ∈M :

i) r(m1 +m2) = rm1 + rm2.

ii) (r1 + r2)m = r1m+ r2m.

iii) (r1r2)m = r1(r2m).

iv) 1R ·m = m.

Remark. This is in fact the definition of a left R-module, but every left module
is also a right module over a commutative ring.

Example. A ring R is actually an R-module over itself as (R,+) is an abelian
group. We often regard the ring as a module; if R has a property as a module,
then R has that very same property as a ring.

15
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Definition. If R is a ring and M an R-module, then N is a submodule of M
if the following hold:

i) N is a subgroup of M .

ii) r ∈ R, n ∈ N ⇒ rn ∈ N .

Example. Since every ideal I in a ring R also is a subgroup of (R,+), and in
addition, every r ∈ R and a ∈ I are such that ra ∈ I, then clearly every ideal in
R is a submodule of R, that is, whenever we regard R as a module.

3.2 Noetherian Modules and Rings

We have our definition of a module; we proceed by defining a Noetherian module
and a Noetherian ring.

Definition. If R is a ring and M an R-module, then M is a Noetherian
module if there for each ascending chain of submodules,

N1 ⊆ N2 ⊆ N3 ⊆ · · · ,

exists a positive integer k such that Nk = Nk+1 = Nk+2 = · · · .

We follow up this definition of a Noetherian module by defining a Noetherian
ring, using the fact that we can regard it as a module.

Definition. A ring R is a Noetherian ring if it is Noetherian as an R-module.

Remark. If R is a Noetherian ring, then for each ascending chain of ideals,

I1 ⊆ I2 ⊆ I3 ⊆ · · · ,

there exists a positive integer k ∈ Z such that Ik = Ik+1 = Ik+2 = · · · .

Knowing that a ring is Noetherian is important as it has a very useful property
– namely, every set of ideals in a ring contains a maximal element. In other words,
there is at least one set that contains an element that is a maximal ideal in the
ring. Similarly for modules, we have that every set of submodules contains a
maximal element. In order to prove this fact we first need to know the following
definition.

Definition. Let R be a ring and M an R-module. If M contains some finite
set of elements that generates M , then M is finitely generated.
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As the matter of fact, if a module M is Noetherian, then each submodule
of M is a finitely generated module, which we will see in the following theorem,
where we will prove three equivalent statements.

Theorem 3.1. If R is a ring and M an R-module, then the following are equiv-
alent:

a) M is Noetherian.

b) Each submodule of M is finitely generated.

c) Each nonempty set of submodules of M contains a maximal element.

Proof:
a)⇒ b): Let M be a Noetherian R-module. Assume that there exists some

submodule N that is not finitely generated. Choose some x1 ∈ N and let N1 =
Rx1, which is a submodule of M . Since N is not finitely generated we have
N1 ( N . We now choose some x2 ∈ N , where x2 /∈ N1, and let N2 = Rx1 +Rx2.
Thus N1 ( N2, and as N is not finitely generated we have N2 ( N . If we continue
in the same fashion, then we obtain submodules Ni = Rx1 +Rx2 + · · ·+Rxi for
all i ≥ 1. It follows that

N1 ( N2 ( · · · ( Nk ( Nk+1 ( · · · ,

which is an infinite properly ascending chain of submodules of M . This contra-
dicts the fact that M is Noetherian. Hence N is finitely generated.

b)⇒ c): Let M be an R-module where every submodule is finitely generated.
Let S be a nonempty set of submodules of M . Suppose N1 is an element in S.
If N1 is not a maximal element in S, then N1 is properly contained in another
submodule, say N2, which also is an element in S. If N2 is not a maximal element
in S, then N2 is properly contained in N3, and so on. We assume that there exists
no maximal element in S, and we obtain an infinite properly ascending chain of
elements in S:

N1 ( N2 ( N3 ( · · · .
Now let N = N1∪N2∪N3∪· · · , indexed by the set Λ = {1, 2, 3, . . .}. We take two
elements x, y ∈ N and let r ∈ R, hence x ∈ Nα and y ∈ Nβ for some α, β ∈ Λ.
We have that either Nα ⊆ Nβ or Nβ ⊆ Nα, meaning that both x and y lie in one
submodule Nα or Nβ . Hence (x − y) and rx lie in the same submodule. This
implies (x − y) ∈ N and rx ∈ N , thus N is a submodule of M . It follows that
N is finitely generated. In other words, there exist elements a1, a2, . . . , ak ∈ N
that generates N , that is, N = 〈a1, a2, . . . , ak〉. There exists a submodule Nk
containing every ai, and it follows that Nk = N . Hence

Nk = Nk+1 = Nk+2 = · · · ,
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which contradicts the infinite chain we obtained above. Thus S must have a
maximal element.

c)⇒ a): Suppose we have an ascending sequence of submodules of M ,

N1 ⊆ N2 ⊆ N3 ⊆ · · · .

As it is a nonempty set of submodules we have that this sequence contains a
maximal element, say Nk. Thus Nk = Nk+1 = · · · , hence M is Noetherian.

As our main focus is rings, rather than modules, we now rewrite Theorem 3.1
for rings.

Theorem 3.2. If R is a ring, then the following are equivalent:

a) R is Noetherian.

b) Each ideal in R is finitely generated.

c) Each nonempty set of ideals in R contains a maximal element.

Definition. A Noetherian domain D is an integral domain which is Noethe-
rian.

Example. The ring Z is a Noetherian domain. We have earlier shown that Z is
an integral domain where every ideal is of the form nZ for some positive integer
n. Assume there exists an ascending chain of ideals

n1Z ( n2Z ( n3Z ( · · · .

We have that n2 | n1, n3 | n2, . . ., hence every ni | n1 for i ∈ {1, 2, 3, . . .}. Since
n1 is a finite number the chain eventually stabilises, hence there exists a k ∈ Z
such that nkZ = nk+1Z = nk+2Z = · · · . Thus Z is Noetherian.

Example. The ring Z[
√
n], where n is a squarefree integer, is a Noetherian

domain. In Section 2.2 we showed that Z[
√
n] is an integral domain. We define

a function
φ : Z[

√
n] −→ Z[x]/〈x2 − n〉

with the map (a+ b
√
n) 7−→ (a+ bx). We check that φ is a homomorphism:

φ
(
(a+ b

√
n) + (c+ d

√
n)
)

= φ
(
(a+ c) + (b+ d)

√
n)
)

= (a+ c) + (b+ d)x

= (a+ bx) + (c+ dx)

= φ(a+ b
√
n) + φ(c+ d

√
n),
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φ
(
(a+ b

√
n) · (c+ d

√
n)
)

= φ
(
(ac+ nbd) + (ad+ bc)

√
n)
)

= (ac+ nbd) + (ad+ bc)x

= (ac+ nbd) + (ad+ bc)x+ bd(x2 − n)

= ac+ (ad+ bc)x+ bdx2 − nbd+ nbd

= (a+ bx) · (c+ dx)

= φ(a+ b
√
n) · φ(c+ d

√
n),

φ(1) = φ(1 + 0 ·
√
n)

= 1 + 0 · x
= 1.

We see that φ is an homomorphism, and φ is clearly a surjective map. The only
element that maps to 0 is (0 + 0

√
n) = 0, hence the kernel of φ is 0. Thus φ is

an isomorphism:
Z[
√
n] ' Z[x]/〈x2 − n〉.

In the previous example we saw that Z is a Noetherian ring, and by Hilbert’s
Basis Theorem, which for instance is proven in [3, Theorem 2.14], we have that
Z[x] is also Noetherian. In any ring R with an ideal I the ideals in the factor ring
R/I correspond precisely to the ideals in R containing I. As Z[x] is Noetherian
every ideal is finitely generated by Theorem 3.2, and every ideal in Z[x]/〈x2 − n〉
is finitely generated as well. Hence Z[x]/〈x2 − n〉 is Noetherian. Thus Z[

√
n] is

a Noetherian domain.

We have earlier stated that Z is a PID; in fact, we can show that every PID
is Noetherian.

Theorem 3.3. Every PID is a Noetherian domain.

Proof: Let D be a PID. Every ideal in D is principal, hence finitely generated.
Thus D is Noetherian by Theorem 3.2.

Remark. As a Noetherian domain may contain ideals generated by more than
one element the converse is not true. Thus we have shown the inclusion{Principal ideal

domains

}
(
{Noetherian

domains

}
,

which is part of our motivation in proving the chain of class inclusions, as pre-
sented in the introduction. We will inspect the chain closer and extend it further
in the upcoming chapter.
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4
Euclidean Domains and UFDs

4.1 Norms

Factorization of elements is the central part of this chapter. We are going to
define both a unique factorization domain, abbreviated “UFD”, and a Euclidean
domain. We will start looking at norms of elements in Z[

√
n]. Norms will become

helpful when we later in the chapter discuss irreducibility of elements in Z[
√
n].

We first present the definition and follow up with two important theorems.

Definition. The norm of an element x ∈ Z[
√
n], where n is a squarefree integer

and x = (a+ b
√
n) for some a, b ∈ Z, is the integer defined by

N (x) = |x · x| = |(a+ b
√
n)(a− b

√
n)| = |a2 − nb2|.

Remark. We observe that (a − b
√
n) is equal to x, called the conjugate of x;

not the “complex conjugate” as x is not a complex number when n is positive.
We define the norm to be a nonnegative integer, thus the absolute value signs.
Also, notice that the norm of any integer a ∈ Z ⊆ Z[

√
n], the case when b = 0, is

always N (a) = a2.

As the norm is a function that maps elements to Z+ it can sometimes be used
as a Euclidean function for integral domains of the form Z[

√
n], which we will

see in the next section. In this Master’s thesis we only intend to use norms as
a tool. For further details about the subject we refer to [5, Section 2.5] and [4,
Section 14.4], respectively.

21
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Theorem 4.1. If x, y ∈ Z[
√
n], where n is a squarefree integer, then

N (xy) = N (x) · N (y).

Proof: Let x = (a+ b
√
n) and y = (c+ d

√
n) where a, b, c, d ∈ Z. We get that

N (x) ·N(y) = |a2 − nb2| · |c2 − nd2|,

and since both (a2 − nb2) and (c2 − nd2) are integers we have that

|a2 − nb2| · |c2 − nd2| = |(a2 − nb2)(c2 − nd2)|.

Hence
N (x) ·N(y) = |(ac)2 − n(ad)2 − n(bc)2 + (nbd)2|.

We need to show that N (xy) is the same. We calculate

xy = (a+ b
√
n)(c+ d

√
n) = (ac+ nbd) + (ad+ bc)

√
n,

and get that
xy = (ac+ nbd)− (ad+ bc)

√
n.

We finally see that

N (xy) = |xy · xy| = |(ac+ nbd)2 − n(ad+ bc)2|
= |(ac)2 + n · 2abcd+ (nbd)2 − n(ad)2 − n · 2abcd− n(bc)2|
= |(ac)2 − n(ad)2 − n(bc)2 + (nbd)2| = N (x) · N (y).

This finishes the proof.

The property we just proved is essential for the definition of N (x) being a
norm, as is the property of the next theorem.

Theorem 4.2. If u ∈ Z[
√
n], where n is a squarefree integer, then

u is a unit ⇔ N (u) = 1.

Proof: Suppose u = (a+ b
√
n) ∈ Z[

√
n] is a unit. There must exist some inverse

u−1 ∈ Z[
√
n] such that u−1u = 1. By Theorem 4.1 we have that

N (1) = N (u−1u) = N (u−1) · N (u),

but since N (1) = 12 = 1 we get that N (u−1) · N (u) = 1. We have that N (u−1)
and N (u) both are nonnegative integers; the only option is N (u−1) = N (u) = 1.

Conversely, we let u = (a+ b
√
n) and suppose N (u) = 1. We get

N (u) = |(a+ b
√
n)(a− b

√
n)| = 1.

It follows that (a + b
√
n)(a − b

√
n) = ±1, hence ±(a − b

√
n) is the inverse of

u = (a+ b
√
n), which clearly is an element in Z[

√
n]. Hence u is a unit.
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Remark. Whenever x = (a+ b
√
n) is such that x · x = (a+ b

√
n)(a− b

√
n) = 1

then x = (a− b
√
n) is the inverse. Likewise, whenever x = (a+ b

√
n) is such that

x ·x = (a+b
√
n)(a−b

√
n) = −1, it is equivalent to say (a+b

√
n)(−a+b

√
n) = 1,

and the inverse is then −x = (−a+ b
√
n).

Example. The element x = (5 + 2
√

6) is a unit in Z[
√

6] as we calculate the
norm to be N (x) = |52 − 6 · 22| = |25− 24| = 1. We can find that the inverse of
x is (5− 2

√
6), and we see that (5 + 2

√
6)(5− 2

√
6) = 1.

4.2 Euclidean Domains

In this section we let S∗ denote every nonzero element in a set S, and Z+ is the
set of every nonnegative integer.

Definition. An integral domain D is a Euclidean domain if there exists a
map φ : D → Z+ such that the following hold for all a, b ∈ D∗:

i) φ(a) ≤ φ(ab).

ii) There exist some q, r ∈ D such that a = qb+ r and φ(r) < φ(b).

Remark. Note that the function φ, the Euclidean function, is not itself a
part of the Euclidean domain. A single Euclidean domain may possess several
Euclidean functions, although we only require the existence of one map. The
two points does also hold for any function φ(a) if a = 0. This is why we have
excluded a = 0 from the definition. In fact, by letting a = 0 we can show that
the Euclidean function is bounded below. In the second point of the definition
it follows that 0 = qb + r. Suppose r 6= 0, then we have r = b · (−q) 6= 0. We
get φ(b · (−q)) < φ(b), but from the first point we have φ(b) ≤ φ(b · (−q)), which
is a contradiction. It follows that r = 0, and we get φ(0) < φ(b) for all nonzero
b ∈ D.

Example. The ring Z is a Euclidean domain with the function φ(n) = |n|, where
n ∈ Z∗.

Example. Any field F is a Euclidean domain. We first define the function
φ(a) = a−1a = 1 for all a ∈ F ∗. For every b ∈ F ∗ we have ab ∈ F ∗, and the first
part of the definition is satisfied as

φ(a) = 1 = φ(ab).

We need to show that any element a ∈ F ∗ can be expressed as a = qb + r,
where φ(r) < φ(b), for some q, r ∈ F and b ∈ F ∗. We choose r = 0 and get
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that a = qb, hence q = b−1a, which clearly is an element in F . We also have
φ(r) = φ(0) < φ(b) for all b ∈ F ∗. Thus the second part of the definition is
satisfied.

As Z is not a field the previous two examples are enough to show that the
inclusion {

Fields
}
(
{Euclidean

domains

}
,

holds.

Example. The ring Z[
√

2] is a Euclidean domain. Let x = (a + b
√

2) and
y = (c + d

√
2), where y 6= 0, be two elements in Z[

√
2], where a, b, c, d ∈ Z. We

then write
x

y
=
a+ b

√
2

c+ d
√

2
= α+ β

√
2

such that α, β ∈ Q. We choose α0, β0 ∈ Z such that

|α− α0| ≤
1

2
and |β − β0| ≤

1

2
.

We now have

x = (α+ β
√

2) · y

= (α+ β
√

2) · y + (α0 − α0 + β0

√
2− β0

√
2)︸ ︷︷ ︸

=0

· y

= (α0 + β0

√
2) · y +

(
(α− α0) + (β − β0)

√
2
)
· y.

We let r =
(

(α− α0) + (β − β0)
√

2
)
· y, hence

x = (α0 + β0

√
2) · y + r,

where x, y, and (α0 + β0

√
2) all are elements in Z[

√
2]. Now, as r is a sum of

elements in Z[
√

2], and Z[
√

2] is closed under addition, we have r ∈ Z[
√

2]. We
let q = (α0 + β0

√
2), hence we have written x of the form

x = qy + r.

It remains to find a Euclidean function φ such that

i) φ(x) ≤ φ(x · y), and

ii) φ(r) < φ(y).
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We can use the norm as a function from Z[
√

2] to Z+, hence the first point is
satisfied as

1 ≤ N (y)

N (x) ≤ N (x) · N (y)

N (x) ≤ N (x · y),

when y 6= 0. We recall that we chose α0 and β0 such that |α − α0| ≤ 1
2 and

|β − β0| ≤ 1
2 . Thus

|α− α0|2 ≤ (
1

2
)2 =

1

4
,

and

2 · |β − β0|2 ≤ 2 · (1

2
)2 =

1

2
.

We may remove the absolute value signs as they now are squared; we get that

(α− α0)2 ≤ 1

4
,

and

2(β − β0)2 ≤ 1

2
.

We use the triangular inequality to obtain

|(α− α0)2 + (−2(β − β0)2)| ≤ |(α− α0)2|+ | − 2(β − β0)2|

|(α− α0)2 − 2(β − β0)2| ≤ |(α− α0)2|+ |2(β − β0)2| ≤ 1

4
+

1

2

N (
(

(α− α0) + (β − β0)
√

2)
)

) ≤ 3

4
< 1

N (
(

(α− α0) + (β − β0)
√

2)
)

) · N (y) < 1 · N (y)

N (
(

(α− α0) + (β − β0)
√

2
)
· y) < N (y)

N (r) < N (y).

Thus the second point is also satisfied.

Theorem 4.3. Every Euclidean domain is a PID.

Proof: Let D be a Euclidean domain. Thus there exists a Euclidean function,
say φ. Let I be an ideal in D. If I = (0), then it is a principal ideal. We suppose
I 6= (0). Consider the set of integers Ω ⊆ Z+ defined by

Ω = {φ(x) | x ∈ I, x 6= 0}.
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The set Ω is nonempty as I 6= (0). From the remark following the definition of a
Euclidean domain we have that φ(0) < φ(b) for all b ∈ D, where b 6= 0, thus also
when b ∈ I. Hence there is a “least element” in Ω. Choose b ∈ I such that φ(b)
is the least element in Ω. Now, let a ∈ I, thus there exist some q, r ∈ D such
that

a = qb+ r and φ(r) < φ(b).

Since I is an ideal we have qb ∈ I, hence r = (a − qb) ∈ I. As φ(r) < φ(b), and
φ(b) is the least element in Ω, we get r = 0. It follows that a = qb, thus I = 〈b〉.
Hence every ideal in D is principal.

Remark. The converse is not true as there exist PIDs which are not Euclidean
domains. For instance, Jack C. Wilson showed, in 1973, that Z[ 1+

√
−19

2 ] is a PID,
but that it is not a Euclidean domain [6]. Hence we have the following inclusion
satisfied: {Euclidean

domains

}
(
{Principal ideal

domains

}

4.3 Unique Factorization Domains

A UFD is, as its name suggests, an integral domain where elements factorize
uniquely. Before we state the definition of a UFD we first need to define irreducible
elements, which is what all elements in a ring eventually factorize into.

Definition. Let R be a ring with a nonzero element r ∈ R. If r is not a unit
and r = ab, for some a, b ∈ R, implies that either a or b is a unit, then r is an
irreducible element.

Remark. A reducible element is an element that is not irreducible.

Example. In Z all prime numbers p are irreducible elements. The only units
are ±1 as no other elements have inverses, and as p 6= 0,±1 it is a nonzero and
nonunit element. If p = ab for some a, b ∈ Z, then either a or b is equal to ±1,
hence a or b is a unit. Thus p is irreducible. Every element in Z that is not a
prime or not a unit is a reducible element.

We will now present two examples of irreducible elements in Z[
√
−5] where

the results are used in the example following our main theorem in Section 6.3.

Example. The element 2 ∈ Z[
√
−5] is irreducible. If we assume that 2 is re-

ducible, then

2 = (a+ b
√
−5)(c+ d

√
−5)
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for some a, b, c, d ∈ Z. We use the norm function on each side of the equation,

N (2) = N (a+ b
√
−5) · N (c+ d

√
−5)

22 = (a2 + 5b2)(c2 + 5d2).

We get that (a2 + 5b2) must divide 22 = 4, hence

(a2 + 5b2) = 1, 2, or 4.

We rule out the option of (a2 + 5b2) = 1 as (a + b
√
−5) then must be a unit by

Theorem 4.2. In either case we need b = 0, and we rule out the option of 2 as it
is not a square. This leaves us with a = ±2 such that (a2 + 5b2) = 4, but then
(c2 + 5d2) = 1, and (c+ d

√
−5) is a unit. Hence 2 is irreducible.

Example. The element (1 +
√
−5) ∈ Z[

√
−5] is irreducible. If (1 +

√
−5) is

reducible, then

(1 +
√
−5) = (a+ b

√
−5)(c+ d

√
−5)

for some a, b, c, d ∈ Z. We take the norm of each side

N (1 +
√
−5) = N (a+ b

√
−5) · N (c+ d

√
−5)

6 = (a2 + 5b2)(c2 + 5d2).

We get that (a2 + 5b2) must divide 6, hence

(a2 + 5b2) = 1, 2, 3, or 6.

Again we rule out the option of 1, otherwise (a + b
√
−5) is a unit. We cannot

have b = 0 since none of 2, 3, or 6 are squares. It follows that b = ±1 which
leaves us with the only option that a = ±1. We get (a2 + 5b2) = 6, but then
(c2 + 5d2) = 1, and (c+ d

√
−5) is a unit. Hence (1 +

√
−5) is irreducible.

Remark. Since N (1 +
√
−5) = (1 +

√
−5)(1 −

√
−5) = N (1 −

√
−5) it follows

that (1−
√
−5) is also irreducible in Z[

√
−5].

Definition. An integral domain D is a UFD (unique factorization domain) if
every nonzero element r ∈ D, that is not a unit, factorizes into a finite product
of irreducible elements in D, where the product is unique up to units.

Example. The ring Z is a UFD. Every integer, other than 0 and ±1, factorizes
into a finite product of prime numbers, which are the irreducible elements of Z.
The product is unique up to units.
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Remark. When we say “unique up to units” we mean that the order of the
elements is insignificant and that if an element r ∈ D is multiplied with a unit
u ∈ D, then ur is considered the same element as r. For instance,

2 · 3 = 3 · 2 = (−3) · (−2) = (−2) · (−3)

are all the same factorization of the element 6 ∈ Z. Elements that differ by being
multiplied by a unit we refer to as associates.

Definition. Let R be a ring with two nonzero elements a, b ∈ R. If a | b and
b | a, that is, both elements divide the other, then a and b are called associates,
denoted a ∼ b.

Remark. Equivalently, if a = bu for some a, b, u ∈ R, then

a ∼ b ⇔ u is a unit.

Example. In Z, a ∼ b if and only if a = ±b.

Example. In Z(
√
−1) we have (1 + i) = (1 − i) · i, and furthermore, we also

have (1 − i) = (1 + i) · (−i). Hence (1 + i) | (1 − i) and (1 − i) | (1 + i), thus
(1 + i) ∼ (1− i).

In both examples we see that a = b · (±1) and (1 + i) = (1 − i) · i, where
(±1) and i are units in their respective rings. We see even clearer why associated
elements are important in the next example.

Example. In Section 4.2 we showed that Z[
√

2] is a Euclidean domain. We will
later see, by Corollary 4.7, it implies that Z[

√
2] is also a UFD. We have that the

element (8− 3
√

2) ∈ Z[
√

2] factorizes into the two following products:

(5 +
√

2)(2−
√

2) = (11− 7
√

2)(2 +
√

2).

Following the procedure using norms we can show that each of these four factors
are irreducible elements in Z[

√
2], where neither is a unit. Therefore, the only

explanation is that the factors are associates. We observe that (3+2
√

2) is a unit
in Z[

√
2] since N (3 + 2

√
2) = 32 − 2 · 22 = 1. We calculate (2−

√
2)(3 + 2

√
2) =

(2 +
√

2), and since (3 + 2
√

2) is a unit,

(2−
√

2) ∼ (2 +
√

2).

Similarly, (11− 7
√

2)(3 + 2
√

2) = (5 +
√

2), hence

(11− 7
√

2) ∼ (5 +
√

2).
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We present one final example of associates, where we need the result for later
in the example following the main theorem in Section 6.3.

Example. In Z[
√
−5] neither of the elements 2, 3, (1 +

√
−5), (1 −

√
−5) are

associates. We will make use of the norm of each element,

N (2) = 22 = 4,

N (3) = 32 = 9,

N (1 +
√
−5) = 12 + 5 · 12 = 6,

N (1−
√
−5) = 12 + 5 · (−1)2 = 6.

In general, if a and b are associates, then a | b implies b = ac for some c, and
we also have N (b) = N (a) · N (c). As norms are positive integers then none
of the elements above are associated with 2 or 3. Hence 4 = N (a) · N (c) and
9 = N (a) · N (c) are impossible when using one of the other norms above. It
remains to check if (1 +

√
−5) and (1 −

√
−5) are associates. Suppose they are

associates, then (1 +
√
−5) | (1 −

√
−5), and for some (c + d

√
−5) ∈ Z[

√
−5],

where c, d ∈ Z, we have that

(1 +
√
−5) = (1−

√
−5)(c+ d

√
−5)

= (c+ 5d) + (d− c)
√
−5.

We get that (d− c) = 1 and (c+ 5d) = 1, which implies
(
c+ 5(c+ 1)

)
= 1. Hence

c = − 2
3 , which contradicts the fact that c ∈ Z. Thus (1 +

√
−5) and (1−

√
−5)

are not associates.

Theorem 4.4. If D is a UFD with an element p ∈ D, then

p is irreducible ⇔ p is a prime.

Proof: Suppose p ∈ D is an irreducible element. Assume that p | ab, for some
a, b ∈ D. There exists an element c ∈ D such that ab = pc. Since D is a UFD
we have

a = p1 · · · pk, b = q1 · · · qm, c = r1 · · · rn,
where p1, . . . , pk, q1, . . . , qm, r1, . . . , rn all are irreducible elements in D, not nec-
essarily distinct. We get

(p1 · · · pk)(q1 · · · qm) = p(r1 · · · rn).

Since D is an UFD, and we only have irreducible elements, every element on the
left is an associate to an element on the right, including p. Hence

p = pi or p = qj
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for i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . ,m}. Hence

p | a or p | b,

and p is by definition a prime.
For the converse, let p ∈ D be a prime. Assume that p = ab for some nonzero

a, b ∈ D. As p = ab implies p | ab, and since p is a prime we have that

p | a or p | b.

It follows that
px = a or py = b,

for some x, y ∈ D. We can rewrite p = ab as both a = b−1p and b = a−1p,
where a−1, b−1 ∈ Quot(D) are the inverses of the nonzero elements a, b ∈ D. To
complete the proof we need to show that one of the inverses is an element in D.
We have

px = b−1p or py = a−1p,

thus
x = b−1 or y = a−1.

We get that either a−1 or b−1 is an element in D. Hence either a or b is a unit,
thus p is an irreducible element.

Lemma 4.5. Every irreducible element in a PID is a prime.

Proof: Let D be a PID with an irreducible element p ∈ D. Suppose p | ab for
some a, b ∈ D. We assume that p - a, otherwise p is a prime. Hence we need to
show that p | b. We let I = 〈p, a〉. As I is an ideal in D there exists an element
r ∈ D such that I = 〈r〉. Since we have p, a ∈ I both r | p and r | a. We have
that r and p are not associates, denoted r 6∼ p, otherwise it contradicts p - a. As
p is irreducible we must have that r is a unit. Thus there exists an element c ∈ D
such that rc = 1. We have r ∈ I = 〈p, a〉, hence there exists some x, y ∈ D such
that r = px+ ay. Thus we also have

rc = (px+ ay)c = pxc+ ayc = 1.

Hence
b = b · 1 = b · (pxc+ ayc) = p(bcx) + ab(cy).

As p | ab we get p | ab(cy). It follows that p is a divisor in both terms, thus p | b.
Hence p is a prime.

Theorem 4.6. Every PID is a UFD.
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Proof: Let D be a PID. From Theorem 3.3 we have that D is Noetherian. We let
a0 ∈ D be a nonzero and nonunit element. Assume that a0 is not a finite product
of irreducible elements in D. It follows that a0 = a1b1 for some a1, b1 ∈ D, where
a1 is not a finite product of irreducible elements and b1 is not a unit. If a1 ∈ 〈a0〉,
then a1 = ra0 for some r ∈ R, but then a1 = r(a1b1) which implies 1 = rb1. It
contradicts the fact that b1 is not a unit, and so a1 /∈ 〈a0〉. Next, we let a1 = a2b2,
where a2 is not a finite product of irreducible elements, and b2 is not a unit. We
follow the same procedure and obtain an infinite chain of ideals

〈a0〉 ( 〈a1〉 ( 〈a2〉 ( 〈a3〉 ( · · · ,

which contradicts D being Noetherian. Hence a0 is a finite product of irreducible
elements in D.

We need to show that the factorization is unique up to units. We assume
that there exists at least one nonzero element r ∈ D that is not a unit, which
factorizes into at least two different products of irreducible elements. We let Ω
denote the set containing all such elements, and furthermore, let

S = {〈r〉 | r ∈ Ω}.

It follows that S is a nonempty set of ideals in D, which is Noetherian, and
must contain a maximal element, say 〈m〉, by Theorem 3.2. Therefore, m ∈ S
factorizes into at least two different products of irreducible elements, say

m = ua · ac11 · · · a
ck
k = ub · bd11 · · · bdnn ,

where ua, ub ∈ D are units, a1, . . . , ak, b1, . . . , bn ∈ D are irreducible elements,
and the exponents c1, . . . , ck, d1, . . . , dn are positive integers. We also assume
that ai 6∼ aj and bi 6∼ bj for all i 6= j, with i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , n}.
By Lemma 4.5 every ai is a prime since they all are irreducible. Thus a1 | bj
for some j. We may, without loss of generality, choose j = 1, hence a1 | b1, but
since b1 also is irreducible we have that a1 ∼ b1. Hence a1 = b1u1 for some unit
u1 ∈ D. Thus

m = ua · (b1u1)c1 · · · ackk = ub · bd11 · · · bdnn .

If we multiply with b1
−1 ∈ Quot(D) we obtain the equality

mb1
−1 = uau1

c1 · bc1−1
1 ac22 · · · a

ck
k = ub · bd1−1

1 bd22 · · · bdnn

in Quot(D). As b1 is not a unit in D we have 〈m〉 ( 〈mb1−1〉. It follows that
〈mb1−1〉 /∈ S since 〈m〉 is maximal, and then after some suitable rearrangement
we have that

c1 − 1 = d1 − 1, c2 = d2, . . . , ck = dk,
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where k = n, and
a2 ∼ b2, . . . , ak ∼ bk.

From this we deduce that c1 = d1, and we already have that a1 ∼ b1, which all
together contradicts the fact that m factorizes into at least two different products
of irreducible elements. This finishes the proof.

Corollary 4.7. Every Euclidean domain is a UFD.

In the example to follow we will present a UFD that is not a PID. Therefore,
we have that {Euclidean

domains

}
(
{
PIDs

}
(
{
UFDs

}
,

but in light of the same example, we will not include UFDs in our chain of class
inclusions as a UFD is not necessarily a Noetherian domain.

Example. A UFD is not necessarily a Noetherian domain. We let F [[x]] denote
the ring of power series over a field F with indeterminate x. We have that

a0 + a1x+ a2x
2 + . . . ,

where ai ∈ F , is a general element in F [[x]]. A power series ring of two indeter-
minates, say F [[x1, x2]], consists of elements such as

a
00

+ a
10
x1 + a

01
x2 + a

11
x1x2 + a

20
x1

2 + a
02
x2

2 + a
21
x1

2x2 + · · · ,

where a
ij
∈ F . We let D = F [[x1, x2, x3, . . .]] denote the power series ring of

infinitely many indeterminates. This is a known regular local ring, and by the
Auslander-Buchsbaum Theorem every regular local ring is a UFD [2]. Hence D
is a UFD where

〈x1〉 ( 〈x1, x2〉 ( 〈x1, x2, x3〉 ( · · ·

is an infinite chain of ideals. Thus D is not Noetherian, and the inclusion{
UFDs

}
(
{Noetherian

domains

}
does not hold. As D is not a Noetherian domain it is neither a PID by Theo-
rem 3.3.



5
Algebraic Number Fields

5.1 Integral Over a Domain

Our motivation for the following chapter is to study algebraic number fields and
what properties the subset of algebraic integers contained in those fields possesses.
First we need an understanding of what it means for an element or a domain to
be integral over a domain.

Definition. Let A and D be integral domains such that A ⊆ D. If r ∈ D is
such that rn + an−1r

n−1 + · · ·+ a1r+ a0 = 0 for some a0, a1, . . . , an−1 ∈ A, then
the element r is integral over A.

Remark. This means that if r is integral over A, then there exists some poly-
nomial f(x) = xn + an−1x

n−1 + · · · + a1x + a0 in A[x], where r ∈ D is a root
and A[x] is the polynomial ring over A with indeterminate x; a ring containing
all polynomials with elements in A as coefficients. We have that f(x) is a monic
polynomial, that is, the leading coefficient, which is the one in front of xn, is
equal to 1. If r is a complex number, which is integral over Z, then r is an
algebraic integer.

Proposition 5.1. Let A ⊆ B ⊆ D be a tower of integral domains. If an element
r ∈ D is integral over A, then r is integral over B.

Proof: Let r ∈ D be integral over A. There exist a0, a1, . . . , an−1 ∈ A such that

rn + an−1r
n−1 + · · ·+ a1r + a0 = 0.

33
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As A ⊆ B we have a0, a1, . . . , an−1 ∈ B, thus r is integral over B.

Theorem 5.2. Let A and D be integral domains such that A ⊆ D. If r ∈ D,
then

r is integral over A ⇔ A[r] is a finitely generated A-module.

Proof: Suppose r is integral over A. There exist a0, a1, . . . , an−1 ∈ A such that

rn − an−1r
n−1 − an−2r

n−2 − · · · − a1r − a0 = 0.

It follows that

rn = an−1r
n−1 + an−2r

n−2 + · · ·+ a1r + a0,

and we multiply with r to obtain

rn+1 = an−1r
n + an−2r

n−1 + · · ·+ a1r
2 + a0r.

Now, let
Ω = Arn−1 +Arn−2 + · · ·+Ar +A,

such that rn ∈ Ω. Since A ⊆ Ω we also have Arn ⊆ Ω, hence

rn+1 ∈ Arn︸︷︷︸
⊆Ω

+Arn−1 + · · ·+Ar2 +Ar︸ ︷︷ ︸
⊆Ω

⊆ Ω.

By induction we see that
rk ∈ Ω

for all positive integers k. Thus A[r] is an A-module generated by Ω, and since
Ω is generated by a finite number of elements we have that A[r] is a finitely
generated A-module.

Conversely, suppose A[r] is a finitely generated A-module. There exists a
finite number of nonzero elements m1,m2, . . . ,mk ∈ A[r] such that

A[r] = Am1 +Am2 + · · ·+Amk.

As each mi ∈ A[r], and r ∈ A[r], we have that rmi ∈ A[r] for i ∈ {1, 2, . . . , k},
thus rmi can be expressed as

rmi = ai1m1 + ai2m2 + · · ·+ aikmk,

for some ai1, ai2, . . . , aik ∈ A. Hence we can derive the following linear system:

rm1 = a11m1 + a12m2 + · · ·+ a1kmk

rm2 = a21m1 + a22m2 + · · ·+ a2kmk

...

rmk = ak1m1 + ak2m2 + · · ·+ akkmk.
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We first rewrite it as

(a11 − r)m1 + a12m2 + · · ·+ a1kmk = 0

a21m1 + (a22 − r)m2 + · · ·+ a2kmk = 0

...

ak1m1 + ak2m2 + · · ·+ (akk − r)mk = 0,

and then represent it as a matrix system Mx = 0:

Mx =


(a11 − r) a12 . . . a1k

a21 (a22 − r) . . . a2k

...
...

. . .

ak1 ak2 . . . (akk − r)



m1

m2

...
mk

 = 0.

From linear algebra we have that this homogeneous system has a nontrivial so-
lution if and only if the matrix M is not invertible, that is, the determinant of
M is equal to 0. When computing the determinant, det(M), we will get

det(M) = rk + a∗k−1r
k−1 + · · ·+ a∗2r

2 + a∗1r + a∗0 = 0,

where a∗0, a
∗
1, . . . , a

∗
k−1 are sums and products of aij for i, j ∈ {1, 2, . . . , k} in

different constellations. As aij ∈ A we have a∗0, a
∗
1, . . . , a

∗
k−1 ∈ A. Hence r is

integral over A.

Definition. Let A and D be integral domains such that A ⊆ D. If every r ∈ D
is integral over A, then the domain D is integral over A.

The proof following the next theorem is very similar to the proof of the pre-
vious theorem.

Theorem 5.3. Let A and D be integral domains such that A ⊆ D, and let r ∈ D.
If there exists an integral domain B such that

A[r] ⊆ B ⊆ D,

and B is a finitely generated A-module, then r is integral over A, and A[r] is a
finitely generated A-module.

Proof: As B is a finitely generated A-module there exists a finite number of
nonzero elements b1, b2, . . . , bk ∈ B such that

B = Ab1 +Ab2 + · · ·+Abk.
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We have that r ∈ A[r] ⊆ B, hence rbi ∈ B for i ∈ {1, 2, . . . , k}, which again can
be expressed as

rbi = ai1b1 + ai2b2 + · · ·+ aikbk,

for some ai1, ai2, . . . , aik ∈ A. Hence we obtain a linear system like the one in
the proof of Theorem 5.2:

rb1 = a11b1 + b12m2 + · · ·+ b1kmk

rb2 = a21b1 + b22m2 + · · ·+ b2kmk

...

rbk = ak1b1 + bk2m2 + · · ·+ bkkmk.

We represent it as a matrix system Mx = 0:

Mx =


(a11 − r) a12 . . . a1k

a21 (a22 − r) . . . a2k

...
...

. . .

ak1 ak2 . . . (akk − r)



b1
b2
...
bk

 = 0.

There is a nontrivial solution of Mx = 0 if and only if det(M) = 0. We get

det(M) = rk + a∗k−1r
k−1 + · · ·+ a∗2r

2 + a∗1r + a∗0 = 0,

where a∗0, a
∗
1, . . . , a

∗
k−1 ∈ A. Hence r is integral over A, and by Theorem 5.2 A[r]

is a finitely generated A-module.

Corollary 5.4. Let A and D be integral domains such that A ⊆ D. If D is a
finitely generated A-module, then D is integral over A.

Proof: This follows from the special case of Theorem 5.3 when have

A[r] ⊆ B = D,

thus any r ∈ D is integral over A.

The following theorem introduces polynomial rings with with more than one
indeterminate. For instance, the polynomial ring A[r1, r2] consists of sums and
products of its two indeterminates r1 and r2 in all possible constellations, with
elements in A as coefficients. Thus a general element in A[r1, r2] is of the form

a
00

+ a
10
r1 + a

11
r1r2 + a

12
r1r2

2 + ··· + a
1n
r1r2

n

+ a
20
r1

2 + a
21
r1

2r2 + a
22
r1

2r2
2 + ··· + a

2n
r1

2r2
n

+ ···

··· + a
n0
r1

n + a
n1
r1

nr2 + a
n2
r1

nr2
2 + ··· + annr1

nr2
n,

where a00 , a10 , a11 , . . . , ann ∈ A.



5.2 Integral Closure 37

Theorem 5.5. Let A and D be integral domains such that A ⊆ D. If the
elements r1, r2, . . . , rn ∈ D are integral over A, then A[r1, r2, . . . , rn] is a finitely
generated A-module.

Proof: We will deduce the proof by induction on n. First, if n = 1, then r1 ∈ D
is integral over A. From Theorem 5.2 we get that A[r1] is a finitely generated
A-module.

Next, we let n ≥ 2 and assume that A[r1, r2, . . . , rn−1] is is a finitely generated
A-module, where r1, r2, . . . , rn−1 ∈ D are integral over A. Let rn be integral
over A. Since A ⊆ A[r1, r2, . . . , rn−1] ⊆ D we have that rn is integral over
A[r1, r2, . . . , rn−1] by Proposition 5.1. Hence

(A[r1, r2, . . . , rn−1])[rn] = A[r1, r2, . . . , rn]

is a finitely generated A-module by Theorem 5.2.

Theorem 5.6. Let A ⊆ B ⊆ D be a tower of integral domains. If an element
r ∈ D is integral over B, and B is integral over A, then r is integral over A.

Proof: As r ∈ D is integral over B there exist b0, b1, . . . , bn−1 ∈ B such that

rn + bn−1r
n−1 + · · ·+ b1r + b0 = 0.

Hence r is also integral over A[b0, b1, . . . , bn−1]. As B is integral over A each
element bi ∈ B, where i ∈ {0, 1, . . . , n − 1}, is integral over A. We have that
A[b0, b1, . . . , bn−1] is a finitely generated A-module by Theorem 5.5. Next, we
regard A[b0, b1, . . . , bn−1] as an integral domain, where A[b0, b1, . . . , bn−1] ⊆ D.
Since r is integral over A[b0, b1, . . . , bn−1] we have that (A[b0, b1, . . . , bn−1])[r]
is a finitely generated A-module by Theorem 5.2. Thus the integral domain
(A[b0, b1, . . . , bn−1])[r] = A[b0, b1, . . . , bn−1, r] is a finitely generated A-module
such that

A[r] ⊆ A[b0, b1, . . . , bn−1, r] ⊆ D.
Hence r is integral over A by Theorem 5.3.

5.2 Integral Closure

Definition. An integral domain D is integrally closed if whenever an element
α ∈ Quot(D) is integral over D, then α ∈ D.

Example. The ring Z is integrally closed. We need to show that if an element
α ∈ Q = Quot(Z) is integral over Z, then α ∈ Z. We have that

αn + cn−1α
n−1 + · · ·+ c1α+ c0 = 0,
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where c0, c1, . . . , cn−1 ∈ Z. We let α = a
b for some a, b ∈ Z, where b 6= 0 and a

and b do not have any common factors, that is, their greatest common divisor,
gcd(a, b), is equal to 1. Hence

(
a

b
)n + cn−1(

a

b
)n−1 + · · ·+ c1(

a

b
) + c0 = 0,

and when we multiply by bn−1 we obtain

an

b
+ cn−1(an−1)︸ ︷︷ ︸

∈Z

+ · · ·+ c1(a · bn−2)︸ ︷︷ ︸
∈Z

+ c0(bn−1)︸ ︷︷ ︸
∈Z

= 0.

It follows that an

b ∈ Z, and as gcd(a, b) = 1 we have b = ±1. Thus α = ±a ∈ Z.

Example. The ring Z[
√
−3] is not integrally closed. We have the quotient field

Quot(Z[
√
−3]) = {a + b

√
−3 | a, b ∈ Q}. Let α = ( 1

2 + 1
2

√
−3) ∈ Quot(Z[

√
−3])

such that α /∈ Z[
√
−3], but α is integral over Z as it is a root of the polynomial

f(x) = x2 − x+ 1 ∈ Z[x]. Hence f(x) ∈ (Z[
√
−3])[x], and α is also integral over

Z[
√
−3]. Thus Z[

√
−3] is not integrally closed.

The next theorem and corollary deduce that every UFD, and hence PID, is
integrally closed.

Theorem 5.7. Every UFD is integrally closed.

Proof: Let D be a UFD. Suppose α ∈ D. Clearly α satisfies the equation
x− α = 0, and is therefore integral over D.

Conversely, suppose that α ∈ Quot(D) is integral over D. It follows that α is
a root in a polynomial equation

xn + an−1x
n−1 + · · ·+ a1x+ a0 = 0,

where a0, a1, . . . , an−1 ∈ D. As α ∈ Quot(D) we can express it as α = ab−1,
where a, b ∈ D, b 6= 0, and gcd(a, b) = 1. Hence

(ab−1)n + an−1(ab−1)n−1 + · · ·+ a1(ab−1) + a0 = 0

an · (b−1)n + an−1(an−1 · (b−1)n−1) + · · ·+ a1(a · b−1) + a0 = 0

an + an−1(an−1 · b) + · · ·+ a1(a · bn−1) + a0 · bn = 0.

Suppose now that b is not a unit in D. In light of the definition of a UFD and
Theorem 4.4 there exists a prime p ∈ D such that p | b. As

an = −an−1(an−1 · b)− · · · − a1(a · bn−1)− a0 · bn,
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where b is a factor in every term, we have p | an. Since p is a prime we have
that p | a. Hence p is a factor in both a and b, which contradicts the fact that
gcd(a, b) = 1. We have that b is a unit, hence b−1 ∈ D. Thus α = ab−1 ∈ D.

Corollary 5.8. Every PID is integrally closed.

5.3 Algebraic Numbers

Definition. Let F be a field and D an integral domain such that F ⊆ D. If
r ∈ D is integral over F , then the element r is algebraic over F .

Remark. If r is a complex number which is algebraic over Q, then r is an
algebraic number.

Example. An algebraic integer is an algebraic number. Let D be an integral
domain. An algebraic integer, say r ∈ D, is by definition integral over Z. As
Z ⊆ Q it follows that r is integral over Q by Proposition 5.1.

Theorem 5.9. Every algebraic number r ∈ C is of the form r = a · b−1 for some
algebraic integer a ∈ C and some nonzero b ∈ Z.

Proof: As r ∈ C is an algebraic number there exist a0, a1, . . . , an−1 ∈ Q such
that we have satisfied an equation

rn + an−1r
n−1 + an−2r

n−2 + · · ·+ a1r + a0 = 0.

We have that every ai, where i ∈ {0, 1, . . . , n − 1}, is of the form ci
bi

for some
bi, ci ∈ Z, with bi 6= 0. Let b = lcm(b0, b1, . . . , bn−1), that is, b is the least common
multiple of the denominators of a0, a1, . . . , an−1. Thus b ∈ Z, and we also have
that bai ∈ Z. If we multiply the same equation with bn, then

(br)n + (ban−1)(br)n−1 + (b2an−2)(br)n−2 + . . .+ (bn−1a1)(br) + (bna0) = 0.

Here we have a monic polynomial equation with coefficients in Z, where br ∈ C
is a root. Thus br is an algebraic integer, say a. Therefore, as a = br we obtain
r = ab−1, where a is an algebraic integer and b ∈ Z.

Definition. An algebraic number field K is a subfield of C of the form
Q(α1, α2, . . . , αn), where α1, α2, . . . , αn are algebraic numbers.

Remark. By Q(α1, α2, . . . , αn) we mean the smallest subfield of C containing
all the elements α1, α2, . . . , αn, and every element in Q.
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Definition. Let K be an algebraic number field and let OK be the subset of all
algebraic integers in K. The subset OK is the ring of integers of the algebraic
number field K.

Remark. As every element in OK is an algebraic integer we have that OK is
integral over Z.

For the rest of the chapter we will show some properties of OK . We will see
that the ring is integrally closed, that it is a Noetherian ring, and finally, that
every nonzero prime ideal in OK is a maximal ideal.

Proposition 5.10. If K is an algebraic number field, then OK is an integral
domain.

Proof: From the definition we have thatOK ⊆ K, where K is an integral domain
(field) and OK is a subring. Any subring of an integral domain is also an integral
domain.

Theorem 5.11. If K is an algebraic number field, then Quot(OK) = K.

Proof: Let F = Quot(OK) denote the quotient field of OK . Take any element
α = ab−1 ∈ F , where a, b ∈ OK and b 6= 0. Since OK ⊆ K we have that a, b ∈ K,
thus b−1 ∈ K since K is a field. Hence α ∈ K, and we have F ⊆ K.

For the converse, let α ∈ K. From Theorem 5.9 we have that α = ab−1 for
some algebraic integer a ∈ C and some nonzero b ∈ Z ⊆ K. Hence a = bα ∈ K,
and as a is an algebraic integer in K we have a ∈ OK . As b ∈ Z we have
b ∈ OK . Therefore, a and b are also elements in the quotient field of OK ,
hence b−1 ∈ F . Thus α = ab−1 ∈ F , which implies that K ⊆ F . Therefore,
K = F = Quot(OK).

Theorem 5.12. If K is an algebraic number field, then OK is integrally closed.

Proof: We have from Theorem 5.11 that Quot(OK) = K. Let α ∈ K be integral
over OK . We have that Z ⊆ OK ⊆ K, where OK is integral over Z. By
Theorem 5.6 we have that α is integral over Z, hence α is an algebraic integer in
K. It follows that α ∈ OK , and that OK is integrally closed.

Theorem 5.13. If K is an algebraic number field, then OK is Noetherian.

Proof: We have Z ⊆ OK , and OK is an integral domain as stated in Theo-
rem 5.10. We have seen that Z is both an integral domain and a Noetherian
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domain. Next, 〈1〉 = OK is a nonzero ideal of OK , hence by [1, Theorem 6.5.2]
there exist elements a1, . . . , an ∈ OK such that any r ∈ OK can be expressed as

r = a1m1 + . . .+ anmn,

where m1, . . . ,mn ∈ Z. Hence OK is a finitely generated Z-module. Next, we
let I be another ideal in OK . If I = (0), then it is finitely generated. It is also
finitely generated when I 6= (0), using the arguments from the same theorem.
Hence every ideal of OK is finitely generated, and by Theorem 3.2 we have that
OK is Noetherian.

Theorem 5.14. If K is an algebraic number field, then every nonzero prime
ideal P in OK is a maximal ideal.

Proof: Assume that there exists a nonzero prime ideal P in OK which is not a
maximal ideal. We define the set

Ω = {I proper nonzero ideal in OK | P ( I}.

As P is not a maximal ideal there is at least one ideal I ∈ Ω, hence it is nonempty.
By Theorem 5.13 we have that OK is Noetherian, thus there exists a maximal
element in Ω by Theorem 3.2. It follows that there exists a maximal ideal, say
M , in OK such that

P (M ( OK .

By Theorem 2.6 we have that M is a prime ideal, and [1, Theorem 6.1.7] states
that every nonzero ideal in OK contains a nonzero (rational) integer. Hence the
intersection of P and Z contains at least one integer, that is, P ∩Z 6= (0). Hence
P ∩ Z is a prime ideal in Z by Theorem 2.10. As Z is a PID there exists some
p ∈ Z that generates P ∩ Z. We have P ∩ Z = 〈p〉, and by Theorem 2.8 we have
that p is a prime in Z. Thus

〈p〉 = P ∩ Z ⊆M ∩ Z ⊆ Z.

As M is a proper ideal in OK we have 1 /∈M , and it follows that M ∩Z 6= Z. In
addition, P ∩ Z is a maximal ideal by Theorem 2.7. Thus

〈p〉 = P ∩ Z = M ∩ Z ( Z.

As P ( M there exists some r ∈ M where r /∈ P . As r ∈ OK it is an algebraic
integer, and so r is integral over Z. Hence there exists some positive integer n
such that

rn + an−1r
n−1 + . . .+ a1r + a0 = 0,
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for some a0, a1, . . . , an−1 ∈ Z. As 0 ∈ P we have

rn + an−1r
n−1 + . . .+ a1r + a0 ∈ P.

We let k be the least positive integer for which there exist b0, b1, . . . , bk−1 ∈ Z
such that

rk + bk−1r
k−1 + . . .+ b1r + b0 ∈ P.

Since M is an ideal in OK , with r ∈M , and b0, b1, . . . , bk−1 ∈ Z ⊆ OK , we have
that

rk + bk−1r
k−1 + . . .+ b1r ∈M.

Thus

b0 = (rk + bk−1r
k−1 + . . .+ b1r + b0)︸ ︷︷ ︸
∈P(M

− (rk + bk−1r
k−1 + . . .+ b1r)︸ ︷︷ ︸
∈M

∈M.

As b0 ∈ Z we have b0 ∈M ∩ Z = P ∩ Z. Hence b0 ∈ P , and it follows that

rk + bk−1r
k−1 + · · ·+ b1r = (rk + bk−1r

k−1 + · · ·+ b1r + b0)− b0 ∈ P.

If k = 1, then (r1 + b0)− b0 ∈ P which implies r ∈ P , but that is a contradiction
as r /∈ P . Hence k ≥ 2, and we write

r · (rk−1 + bk−1r
k−2 + . . .+ b1) ∈ P.

Since r /∈ P and P is a prime ideal we get that

rk−1 + bk−1r
k−2 + . . .+ b1 ∈ P.

This contradicts the minimality of k as there now exist k−1 elements in Z, where
rk−1 + bk−1r

k−2 + . . . + b1 ∈ P . The assumption that P is not a maximal ideal
is proven wrong.
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Dedekind Domains

6.1 Dedekind Domains

Now we have come to the closing chapter of the Master’s thesis, where we will
prove the theorem stated in the introduction, and the chain of class inclusions
will completed as we now define a Dedekind domain.

Definition. A Dedekind domain D is an integral domain that satisfies the
following properties:

i) D is Noetherian.

ii) D is integrally closed.

iii) Each nonzero prime ideal in D is a maximal ideal.

Example. The ring Z is a Dedekind domain. We have earlier shown that Z is
both Noetherian and integrally closed. We have also seen that nonzero prime
ideals in Z are of the form pZ, where p ∈ Z is a prime, and that pZ is a maximal
ideal in Z.

Example. Every PID is a Dedekind domain. If D is a PID, then D is Noetherian
by Theorem 3.3, integrally closed by Corollary 5.8, and each nonzero prime ideal
in D is a maximal ideal by Theorem 2.7. The converse is not true. We will later
in the chapter see that Z[

√
−5] is a Dedekind domain, but it is not a UFD, hence

neither a PID by Theorem 4.6.

43
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It follows from the definition that every Dedekind domain is a Noetherian
domain. In Section 3.2 we showed that Z[

√
n] is a Noetherian domain for any

squarefree integer n, but in an example from Section 5.2 we saw Z[
√
−3] is not

integrally closed, hence there is a Noetherian domain that is not a Dedekind
domain. Using this fact and the previous example we deduce that{Principal ideal

domains

}
(
{Dedekind

domains

}
(
{Noetherian

domains

}
,

thus our chain of class inclusions is completed.

Theorem 6.1. If K is an algebraic number field, then OK is a Dedekind domain.

Proof: By Theorem 5.10 we have that OK is an integral domain, and we have
earlier shown that

i) OK is Noetherian by Theorem 5.13,

ii) OK is integrally closed by Theorem 5.12, and

iii) each nonzero prime ideal in OK is a maximal ideal by Theorem 5.14.

Thus OK is a Dedekind domain.

In the introduction of the thesis we stated that ideals in Z[
√
n] factorize

uniquely into prime ideals, at least when Z[
√
n] is a Dedekind domain. We will

not go into the theory of how to decide whether or not Z[
√
n] is a Dedekind

domain; we refer to [1, Section 5.4] for details about the topic. In the same
section, by [1, Theorem 5.4.2], we have that if K is an algebraic number field
with K = Q(

√
n), then

OK = Z[
√
n],

whenever n is a squarefree integer with n 6≡ 1 (mod 4). We have that Q(
√
n) is an

algebraic number field as
√
n is algebraic over Q, being a root of the polynomial

x2 − n ∈ Q[x]. Recall that Z[
√
n] is called a quadratic domain; similarly, Q(

√
n)

is called a quadratic field. We use the fact that OK = Z[
√
n] to state the

following proposition.

Proposition 6.2. If n is a squarefree integer with n 6≡ 1 (mod 4), then Z[
√
n]

is a Dedekind domain.

Proof: IfK is an algebraic number field, thenOK = Z[
√
n] is a Dedekind domain

by Theorem 6.1.
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Remark. We cannot rule out the option of Z[
√
n] being a Dedekind domain for

every n ≡ 1 (mod 4), but we have already seen that Z[
√
−3], for instance, is not

a Dedekind domain.

6.2 Prime Ideals in Dedekind Domains

In order to complete the proof of the main theorem, we first need a few more
theorems concerning the behaviour of prime ideals in Dedekind domains.

Theorem 6.3. In a Noetherian ring every nonzero ideal contains a product of
one or more nonzero prime ideals.

Proof: Let R be a Noetherian ring with a proper nonzero ideal I. Assume that
I does not contain a product of one or more nonzero prime ideals. Let Ω be the
set of all ideals in R with the same property, that is, Ω is set of all nonzero ideals
which do not contain a product of one or more nonzero prime ideals. Obviously
I ∈ Ω, and so Ω is nonempty, and by Theorem 3.2 we have that Ω contains a
maximal element, say M . No ideals in Ω are prime ideals, hence M it is not a
prime ideal. By Theorem 2.9 there exist ideals A and B in R satisfying AB ⊆M ,
where both A *M and B *M . Next, we define the ideals A1 and B1 in R by

A1 = M +A and B1 = M +B

such that
M ( A1 and M ( B1.

Neither A1 nor B1 is contained in Ω as M is a maximal ideal in Ω. Thus there
exist some prime ideals P1, . . . , Pk such that the product of one or more Pi, where
i ∈ {1, . . . , k}, are contained in A1 and B1, say

P1 · · ·Ph ⊆ A1 and Ph+1 · · ·Pk ⊆ B1.

We have

A1B1 = (M +A)(M +B) = MM +MB +AM +AB ⊆M.

It follows that

P1 · · ·Pk = (P1 · · ·Ph)(Ph+1 · · ·Pk) ⊆ A1B1 ⊆M,

but then M is not an element in Ω, which is a contradiction. Hence I contains a
product of one or more nonzero prime ideals.
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Corollary 6.4. In a Dedekind domain every nonzero ideal contains a product of
one or more nonzero prime ideals.

In the proofs to follow we need the notion of fractional ideals of an integral
domain. We will see that in an integral domain D any ideal in the ordinary sense
is also a fractional ideal, but that the converse is not true.

Definition. Let D be an integral domain with the quotient field Quot(D). For
each prime ideal P in D we define the set P̃ as

P̃ = {α ∈ Quot(D) | αP ⊆ D}.

Example. The ring Z is an integral domain and Q is its quotient field. For each
prime ideal P = pZ in Z, where p is a prime number, we have that

P̃ = {α ∈ Q | αpZ ⊆ Z} = {α ∈ Q | αp ∈ Z}.

Remark. If P = (0), then P̃ = Quot(D) since αP = α · (0) = (0) ⊆ D for all
α ∈ Quot(D).

Definition. If D is an integral domain with quotient field Quot(D), then a
nonempty subset If ⊆ Quot(D) is a fractional ideal of D if the following con-
ditions are satisfied:

i) α, β ∈ If ⇒ α− β ∈ If.

ii) r ∈ D, α ∈ If ⇒ rα ∈ If.

iii) There exists a nonzero r ∈ D such that rIf ⊆ D.

Remark. It follows from the definition that any ideal I in D, in the ordinary
sense, is also a fractional ideal of D. On the other hand, if a fractional ideal If
of D is fully contained in D, then If is also an ideal in D, in the ordinary sense.

Example. If P is a prime ideal in an integral domain D, then P̃ is a fractional
ideal of D. We have by definition that P̃ is a nonempty subset of Quot(D).

i) If α, β ∈ P̃ , then αP ⊆ D and βP ⊆ D. Hence αP −βP ⊆ D which implies
that (α− β)P ⊆ D, and we have α− β ∈ P̃ .

ii) If α ∈ P̃ , then αP ⊆ D, and r(αP ) ⊆ rD ⊆ D for some r ∈ D. We get
(rα)P ⊆ D, thus rα ∈ P̃ .

iii) If P is a nonzero ideal there exists some nonzero r ∈ D such that r ∈ P . For
all α ∈ P̃ we have that αP ⊆ D, in particular αr ∈ D. We have αr = rα
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since D is commutative, hence rα ∈ D for all α ∈ P̃ , which implies that
rP̃ ⊆ D. From the remark following the definition of P̃ we see that rP̃ ⊆ D
also holds for P = (0).

Theorem 6.5. In a Noetherian domain D every fractional ideal is a finitely
generated D-module.

Proof: Let If be a fractional ideal of a Noetherian domain D. From the definition
of fractional ideals there exists a nonzero r ∈ D such that rIf ⊆ D. We have that
r−1 ∈ Quot(D) is the inverse of r, and we write If ⊆ r−1D. There must exist
some subset I ⊆ D such that If = r−1I. We have that r−1I is a fractional ideal
of D, hence the three conditions in the definition are fulfilled, especially the two
first. We choose two general elements (r−1a), (r−1b) ∈ r−1I, for some a, b ∈ I,
and get that

i) (r−1a)− (r−1b) = r−1(a− b) ∈ r−1I implies that a− b ∈ I, and

ii) s(r−1a) ∈ r−1I for all s ∈ D implies that r−1(sa) ∈ r−1I, hence sa ∈ I.

Thus I is an ideal in D. As D is Noetherian we have that I is finitely generated
by Theorem 3.2, hence

I = 〈a1, a2, . . . , ak〉,

for some a1, a2, . . . , ak ∈ D. Therefore, I is also a finitely generated D-module
as it is a submodule of D. We get that

If = r−1I = r−1〈a1, a2, . . . , ak〉 = 〈r−1a1, r
−1a2, . . . , r

−1ak〉

is a finitely generated D-module as well. Hence every fractional ideal in a Noethe-
rian domain is a finitely generated D-module.

Lemma 6.6. If P is a prime ideal in a Dedekind domain D, then D ( P̃ .

Proof: As P is a prime ideal it is a proper ideal in D. From the remark following
the defintion of P̃ we have that if P = (0), then P̃ = Quot(D). Hence D ( P̃ if
P = (0).

We now suppose P 6= (0). For any r ∈ D we have rP ⊆ D, thus r ∈ P̃ , and
D ⊆ P̃ . If D ( P̃ , then there must exist an element α ∈ P̃ where α /∈ D. We
let b ∈ P be a nonzero element such that 〈b〉 ⊆ P . By Corollary 6.4 there exists
a product of one or more nonzero prime ideals contained in 〈b〉. Let k be the
smallest integer possible such that the following inclusion holds:

P1 · · ·Pk ⊆ 〈b〉 ⊆ P,
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where P1, . . . , Pk are nonzero prime ideals. Since P is a prime ideal we have that

Pi ⊆ P, for some i ∈ {1, . . . , k},

by Theorem 2.9. As we are dealing with commutative rings we are free to relabel
any Pi. We may, without loss of generality, choose P1 to be such that

P1 ⊆ P.

As P1 is a nonzero prime ideal in a Dedekind domain it is a maximal ideal, hence

P1 = P.

We first look at the case when k = 1, where

P1 ⊆ 〈b〉 ⊆ P ⇒ P1 = 〈b〉 = P.

Define the element α ∈ P̃ as b−1, which one can do since b 6= 0. Now, assume
that α ∈ D, that is, b−1 ∈ D, it follows that b ∈ D is a unit. Hence 〈b〉 = D by
Proposition 2.3. It follows that

P = 〈b〉 = D,

but this contradicts the fact that P is a proper ideal in D. Hence we have shown
that α /∈ D. We have

αP = b−1P = b−1〈b〉 = 〈1〉 = D,

and since αP = D implies that αP ⊆ D we get

α ∈ P̃ .

Therefore, when k = 1 we have that

α ∈ P̃ and α /∈ D ⇒ D ( P̃ .

It remains to show that D ( P̃ for k ≥ 2. Recall that we chose k to be the
smallest number of prime ideal factors such that P1 · · ·Pk ⊆ 〈b〉. This implies
that

P2 · · ·Pk * 〈b〉

as there are k − 1 prime ideals. If there were an inclusion like this it would
contradict the minimality of k. In other words, there exists some nonzero element
a ∈ P2 · · ·Pk such that a /∈ 〈b〉. It follows that 〈a〉 ⊆ P2 · · ·Pk. Since b 6= 0 we
may now define α to be

α = ab−1 ∈ Quot(D),
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which implies that a = bα. Since a /∈ 〈b〉 = {br | r ∈ D} we have that a 6= br,
and we get r 6= ab−1 for all r ∈ D. Thus α = ab−1 /∈ D. However,

〈a〉P = 〈a〉P1 ⊆ (P2 · · ·Pk)P1 = P1 · · ·Pk ⊆ 〈b〉,

and we have

αP = {αp | p ∈ P} = {(ab−1)p | p ∈ P} = {b−1(ap) | p ∈ P}.

Especially we have ap ∈ 〈b〉, hence

αP ⊆ {b−1x | x ∈ 〈b〉} = {b−1(br) | r ∈ D} = D.

Thus
αP ⊆ D ⇒ α ∈ P̃ .

Hence for k ≥ 2 we have that

α ∈ P̃ and α /∈ D ⇒ D ( P̃ ,

which completes the proof that D ( P̃ .

Lemma 6.7. If P is a nonzero prime ideal in a Dedekind domain D, then P̃P =
D.

Proof: We first show that either P̃P = D or P̃P = P . We have earlier shown
that both P and P̃ are fractional ideals in D and hence P̃P is also a fractional
ideal of D. Since we obviously have that P̃P ⊆ D then P̃P is not only a fractional
ideal, but also an ideal in the ordinary sense. We have that P is a nonzero prime
ideal in a Dedekind domain, hence P is maximal. Next, if α ∈ P̃ , then αP ⊆ D.
Hence D ⊆ P̃ . By Proposition 2.1 we have P = DP , hence P ⊆ P̃P . Thus
P̃P = D or P̃P = P .

Suppose that P̃P = P . We let α, β ∈ P̃ . It follows that αP ⊆ P̃P = P and
βP ⊆ P̃P = P . We have (α − β)P = αP − βP ⊆ P , hence α − β ∈ P̃ . Since
βP ⊆ P we have α(βP ) ⊆ αP , thus (αβ)P ⊆ P . It follows that αβ ∈ P̃ , and
P̃ is closed under multiplication. We also have that 1 ∈ Quot(D) and 1 ∈ P̃ .
Hence P̃ is a subring of Quot(D). As Quot(D) is a field, it is also an integral
domain, which again implies that P̃ is an integral domain. As D is a Dedekind
domain it is also a Noetherian domain, and as P̃ is a fractional ideal of D it
is, by Theorem 6.5, a finitely generated D-module. From Lemma 6.6 we have
that D ( P̃ . So to sum up, we have two integral domains D and P̃ such that
D ⊆ P̃ , and P̃ is a finitely generated D-module. Thus P̃ is integral over D by
Corollary 5.4. Hence every element α ∈ P̃ is integral over D, but since D is
a Dedekind domain it is integrally closed. It follows that every element that is
integral over D is itself an element in D. Hence α ∈ D for all α ∈ P̃ , thus D = P̃ .
This contradicts the fact that D ( P̃ , hence P̃P = D.
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6.3 Main Theorem

Last but not least, we will finally prove the main theorem.

Theorem 6.8. In a Dedekind domain D every proper nonzero ideal I is a product
of prime ideals in D, and this factorization is unique in the sense that if

I = P1P2 · · ·Pk = Q1Q2 · · ·Qn,

where Pi and Qj are prime ideals, then k = n, and after relabelling (if necessary)

Pi = Qi, i ∈ {1, 2, . . . , k}.

Proof: Assume there exists some proper nonzero ideal M in D that is not a
product of prime ideals. We let Ω denote the set containing all such ideals, that
is, Ω is the set containing all proper nonzero ideals in D that are not a product of
one or more prime ideals. As M ∈ Ω we have a nonempty set. As D is a Dedekind
domain it is Noetherian by definition, and by Theorem 3.2 there exists a maximal
element in Ω. We let M be our maximal element in Ω. By Corollary 6.4 every
nonzero ideal in a Dedekind domain contains a product of one or more nonzero
prime ideals. Therefore, we have that

P1 · · ·Pk ⊆M,

where P1, . . . , Pk are nonzero prime ideals in D. We now let k be the smallest
integer possible for such a product to exist. If k = 1, then P1 ⊆ M ( D. Since
P1 is a nonzero prime ideal in a Dedekind domain it is by definition a maximal
ideal. Hence M = P1, but as M is not a product of prime ideals this cannot be
true, hence k ≥ 2. Next, let P denote a maximal ideal in D such that

P1 · · ·Pk ⊆M ⊆ P.

Since P is also a prime ideal we have that

Pi ⊆ P, for some i ∈ {1, . . . , k},

by Theorem 2.9. Without loss of generality we choose P1 to be such that

P1 ⊆ P.

As P1 is a prime ideal it is maximal, hence

P1 = P.
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It follows from M ⊆ P that
M ⊆ P1.

By Lemma 6.7 we have that P̃1P1 = D, thus

P̃1P1(P2 · · ·Pk) = D(P2 · · ·Pk) ⇒ P̃1P1 · · ·Pk = DP2 · · ·Pk.

Notice that since Pi is an ideal in D we get that DPi = Pi by Proposition 2.1,
and so DP2 · · ·Pk = P2 · · ·Pk. Thus

P2 · · ·Pk = P̃1P1 · · ·Pk ⊆ P̃1M.

As M is an ideal in D we have M ⊆ DM . By Lemma 6.6 we have that D ( P̃1,
that is, every r ∈ D is also an element in P̃ , and we have the inclusion

M ⊆ P̃1M.

If we assume that M = P̃1M , then

P2 · · ·Pk ⊆M,

which contradicts the minimality of k. This shows that there is a proper inclusion

M ( P̃1M.

We have that both P̃1 and M are fractional ideals of D, hence P̃1M is also a
fractional ideal. As M ⊆ P1 we have P̃1M ⊆ P̃1P1 = D. Thus P̃1M is also an
ideal in the ordinary sense. Since we have M ( P̃1M , and the fact that M is
maximal in Ω, we get P̃1M * Ω. It follows that P̃1M is a product of one or more
nonzero prime ideals, say Q1, . . . , Qm, such that

P̃1M = Q1 · · ·Qm.

Since DM = M and P̃1P1 = D we have that (P̃1P1)M = M . Hence

M = P1(P̃1M) = P1Q1 · · ·Qm,

but this contradicts the fact that M is not a product of prime ideals, so this
assumption cannot be true. Hence we have proven that every proper nonzero
ideal in D is a product of prime ideals.

It remains to show that the factorization of ideals as a product of prime ideals
is unique. Let k ∈ Z be minimal with the property that there exists a proper
nonzero ideal I in D with two distinct factorizations such that

I = P1 · · ·Pk = Q1 · · ·Qn,
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where Pi andQj are nonzero prime ideals inD. We let Λ denote the set containing
all nonzero ideals inD that have at least two distinct factorizations as a product of
nonzero prime ideals. As I ∈ Λ it is a nonempty set, and as D is Noetherian there
exists a maximal element in Λ by Theorem 3.2. We choose I to be our maximal
element. Next, as Q1 is an ideal we have Q1D = Q1, and as Q2 · · ·Qn ⊆ D we
get Q1(Q2 · · ·Qn) ⊆ Q1. It follows that that

P1 · · ·Pk ⊆ Q1,

and since Q1 is a prime ideal we have

Pi ⊆ Q1, for some i ∈ {1, 2, . . . , k},

by Theorem 2.9. We are free to relabel any Pi. We may, without loss of generality,
choose P1 to be such that

P1 ⊆ Q1.

We have that P1 is a maximal ideal since it is a prime ideal in a Dedekind domain,
and thus

P1 = Q1.

Hence

P2 · · ·Pk = Q2 · · ·Qn,

which clearly is an ideal, say J , in D. Thus have that

J = P2 · · ·Pk = Q2 · · ·Qn

is a product of two distinct factorizations, otherwise it contradicts the assump-
tions of I being a product of two factorizations. We have that J is a product of
k − 1 nonzero prime ideals, which contradicts the minimality of k. Hence there
does not exist a proper nonzero ideal in D with two distinct factorizations. This
finishes the proof.

We will end the thesis with two examples that illustrate the theorem. We
have already, during the text, done most of the hard work of the first example,
which will be presented in depth.

Example. Let D = Z[
√
−5]. From examples in Section 4.3 we have seen that

2, (1 +
√
−5), and (1 −

√
−5) are irreducible elements in Z[

√
−5]. Similarly, we

can show that 3 ∈ Z[
√
−5] is irreducible as well. In the same section we showed

that neither of the elements are associates. From this we deduce that D is not a
UFD as we have

6 = 2 · 3 = (1 +
√
−5)(1−

√
−5),
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which are two different factorizations of the same element. However, by Propo-
sition 6.2 we have that D = Z[

√
−5] is a Dedekind domain, thus there exists a

unique factorization of the ideals in D into prime ideals, and hence we will show
that the factorization

〈6〉 = 〈2〉 · 〈3〉 = 〈(1 +
√
−5)〉 · 〈(1−

√
−5)〉

will induce the same factorization of prime ideals.
We start by forming prime ideals generated by the four elements. Note that

any ideal I where both 2 and 3 are elements will generate the whole ring D as
the difference 3 − 2 = 1 ∈ I implies I = D by Proposition 2.2. Hence I is not a
prime ideal. Ruling out those alternatives we are left we the following candidates
for prime ideals:

a) 〈2, (1 +
√
−5)〉

b) 〈2, (1−
√
−5)〉

c) 〈2, (1 +
√
−5), (1−

√
−5)〉

d) 〈3, (1 +
√
−5)〉

e) 〈3, (1−
√
−5)〉

f) 〈3, (1 +
√
−5), (1−

√
−5)〉

g) 〈(1 +
√
−5), (1−

√
−5)〉

We use the fact that the sum or the difference between generators is also a
generator, hence

〈2, (1 +
√
−5)〉 = 〈2, (1 +

√
−5), 2− (1 +

√
−5)〉

= 〈2, (1 +
√
−5), (1−

√
−5)〉

= 〈2, 2− (1−
√
−5), (1−

√
−5)〉

= 〈2, (1−
√
−5)〉.

It follows that a), b), and c) are the same ideal. Next, we see that

〈(1 +
√
−5), (1−

√
−5)〉 = 〈(1 +

√
−5), (1−

√
−5), (1 +

√
−5) + (1−

√
−5)〉

= 〈(1 +
√
−5), (1−

√
−5), 2〉,

hence g) = c). Similar inspections will show that d) 6= e) 6= a). Finally

〈3, (1 +
√
−5), (1−

√
−5)〉 = 〈3, (1 +

√
−5), (1−

√
−5), (1 +

√
−5) + (1−

√
−5)〉

= 〈3, (1 +
√
−5), (1−

√
−5), 2〉
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shows us that f) contains both 2 and 3, thus 3− 2 = 1, and is equal to 〈1〉 = D.
We name our remaining ideals

P1 = 〈2, (1 +
√
−5)〉 = 〈2, (1−

√
−5)〉,

P2 = 〈3, (1 +
√
−5)〉,

P3 = 〈3, (1−
√
−5)〉.

In an example in Section 2.4 we showed that the ideal P1 = 〈2, (1 +
√
−5)〉 was

a prime ideal in Z[
√
−5]. Similarly, we can show that P2 and P3 also are prime

ideals in Z[
√
−5]. Now, consider the following:

P1P1 = 〈2, (1 +
√
−5)〉 · 〈2, (1−

√
−5)〉

= 〈4, 2(1 +
√
−5), 2(1−

√
−5), 6〉

= 〈2〉 · 〈2, (1 +
√
−5), (1−

√
−5), 3〉

= 〈2〉 · 〈1〉 = 〈2〉,

P2P3 = 〈3, (1 +
√
−5)〉 · 〈3, (1−

√
−5)〉

= 〈9, 3(1 +
√
−5), 3(1−

√
−5), 6〉

= 〈3〉 · 〈3, (1 +
√
−5), (1−

√
−5), 2〉

= 〈3〉 · 〈1〉 = 〈3〉,

P1P2 = 〈2, (1 +
√
−5)〉 · 〈3, (1 +

√
−5)〉

= 〈6, 2(1 +
√
−5), 3(1 +

√
−5), (1 +

√
−5)2〉

= 〈(1 +
√
−5)〉 · 〈(1−

√
−5), 2, 3, (1 +

√
−5)〉

= 〈(1 +
√
−5)〉 · 〈1〉 = 〈(1 +

√
−5)〉,

P1P3 = 〈2, (1−
√
−5)〉 · 〈3, (1−

√
−5)〉

= 〈6, 2(1−
√
−5), 3(1−

√
−5), (1−

√
−5)2〉

= 〈(1−
√
−5)〉 · 〈(1 +

√
−5), 2, 3, (1−

√
−5)〉

= 〈(1−
√
−5)〉 · 〈1〉 = 〈(1−

√
−5)〉.

We see that
〈6〉 = 〈2〉 · 〈3〉 = P1P1 · P2P3 = (P1)2P2P3,

and
〈6〉 = 〈(1 +

√
−5)〉 · 〈(1−

√
−5)〉 = P1P2 · P1P3 = (P1)2P2P3.
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Thus 6 = 2 ·3 = (1+
√
−5)(1−

√
−5) induces the same the factorization of prime

ideals for the ideal 〈6〉. By Theorem 6.8 we have that this is the only factorization
of the ideal 〈6〉 into prime ideals.

Example. A similar example is Z[
√
−17], which is not a UFD as

18 = 2 · 3 · 3 = (1 +
√
−17)(1−

√
−17),

where all factors are irreducible and not associated elements. By Proposition 6.2
Z[
√
−17] is a Dedekind domain, hence the ideal generated by 18 factorizes uniquely

into prime ideals by Theorem 6.8; in this case

〈18〉 = (P1)2(P2)2(P3)2,

where P1 = 〈2, (1 +
√
−17)〉, P2 = 〈3, (1 +

√
−17)〉, and P3 = 〈3, (1 −

√
−17)〉.

For detailed calculations, see [5, Section 5.2].
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