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Abstract— With advanced control, estimation and simulation
requirements in unmanned aerial systems comes the need
for sophisticated aerodynamic models. This paper reviews
two common means for establishing such models; numerical
design tools and wind tunnel testing, by presenting strengths
and potential problems, in a ”lessons learned”-manner. As
a case study throughout the paper, a six degrees-of-freedom
aerodynamic model of the Skywalker X8 fixed-wing unmanned
aerial vehicle is presented.

I. INTRODUCTION

The use of mathematical models to describe a fixed-wing
aircraft’s motion is a well known field. There are many rea-
sons why a mathematical description of the aircraft motion
is useful. First and foremost, it can be used in the design
process of the aircraft, by considering how different design
changes affect the performance. Another important use for
an accurate model is simulation of flight conditions, which
provides vital aiding for both pilots and control engineers,
by saving time and money spent in initial training and
control system testing. However, the applicability of the tests
are limited by the accuracy of the model. A mathematical
description of an unmanned aerial vehicle (UAV) is also
crucial in model based control strategies. One example is
model predictive control (MPC), where the model is used
to minimize the control input needed to achieve the control
objective, by predicting the response of the UAV. See for
example [1], where MPC is used in deep stall landing.
Similarly, model based estimation relies on a UAV model
to propagate the estimates forward in time. See e.g. [2],
where aerodynamic models are used in estimating the angle-
of-attack and side-slip-angle of a UAV. Development of an
aerodynamic model requires intimate knowledge of aerody-
namics, in planing the wind tunnel tests and in analyzing the
results, as well as knowledge in regression analysis, due to
the large amounts of data produced by the tests.

One important tool in creating an aerodynamic model of
a flying object is wind tunnel testing. Wind tunnels cause
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the air to move, instead of the flying object, so that the
characteristics of how the flying object is affected by the
air can be studied more easily. A problem with wind tunnel
measurements, as with any measurement, is measurement
errors. In the context of mathematical modeling, the objective
of wind tunnel testing is to find the model, consisting of
a structure and a set of parameters, that best describe the
measured resulting aerodynamic forces and moments, given
the measured characteristics of the flow and the forces and
moments on aircraft[3], [4]. One possibility in identifying the
parameters of the underlying aerodynamic model is through
regression analysis, such as the least squares method.

Another option for creating an aerodynamic model is
to perform system identification on data from flight tests.
This refers to the process of designing appropriate control
inputs to excite the system, measuring the response, and
determine the type of model, and fitting the data to it. The
advantages of this method is its close resemblance of real
flight; any motion experienced during flight can, in theory,
be modeled. Attitude, velocities, accelerations and airspeed
are estimated using standard UAV avionics, and can be used
in the identification. The main challenges with identification
from flight tests are disturbances and noise. As opposed to
wind tunnel experiments, flight testing is not performed in
a controlled environment, and will be affected by external
disturbances such as wind. Wind is particularly problematic
for slow flying UAVs, since the wind velocity easily becomes
large compared to the airspeed of the UAV. The uncertainty
in the estimation of the state of the UAV will affect the
accuracy of the system identification. A further challenge
is to achieve sufficient excitation of the UAV. Finally, since
many aerodynamic effects are dependent on the angle-of-
attack or the side-slip-angle, they should be measured, if
seeking a model of the aerodynamic coefficients in the
wind frame. Unfortunately, sensors that are both capable of
measuring these quantities, and are small and light-weight
enough to fit in a UAV payload, are expensive.

In recent decades, numerical models have been developed
to aid aircraft design and wind tunnel testing. Numerical
design can reduce the number of tests needed to run in a
wind tunnel, and its associated cost. There are two main
types of numerical models currently used. The first type,
computational fluid dynamics (CFD), is simulating the entire
flow field around the aircraft, in either 2D or 3D, by solving
the governing Navier-Stokes equations. CFD simulations are
computationally expensive, and require experience, careful
tuning, and time to set up [5]. In contrast, the so called panel
methods use semi-empirical equations to predict the velocity
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distribution along the surface of an airfoil, without resolving
the flow field around it. These tools have low computational
requirements and are easier to set up. They are by design
limited to 2D calculations, although some model extensions
also attempt to simulate 3D conditions with comparatively
less accurate results. Examples of programs based on these
methods are XFOIL [6], Surfaces Aircraft Design [7] and
XFLR5 [8]. The latter is based on XFOIL and extends the
model for 3D applications using lifiting line theory (LLT) and
vortex lattice method (VLM), and is generally most accurate
for thin lifting surfaces at small angles of attack. See also [9]
for an extensive list of available software for aerodynamics
and aircraft design, and [10] for a good introduction to panel
methods.

However, all numerical models are approximations, and
often the solution must be calibrated with the use of physical
data from a wind tunnel. Thus it is reasonable, and important,
to determine how realistic the data from the numerical
software is, by relating it to experimental data [11].

In this paper, both the Vortex Lattice Method (VLM) of
XFLR5 and wind tunnel data are used to create an aerody-
namic model of a fixed-wing UAV. The stability coefficients
are not measured in the wind tunnel, due to time restrictions
and equipment limitations, and are therefore solely based
on the XFLR5 analysis. For this reason it is important to
assess the quality of the XFLR5 data, by comparing the static
coefficients of XFLR5 with the wind tunnel data.

There exists several aircraft models that are available to
the general public. Of the more notable are the NASA
General Transportation Model (GTM) [12], NASAs large en-
velope F-16 model[13], [14], and the SIG Rascal 110 model
[15] which is the standard fixed-wing model for ArduPlane
Software-in-the-loop simulations with JSBSim[16]. Refer-
ence [17] includes a model of the Zagi flying wing UAV,
based on aerodynamic modeling in DARCorp Advanced Air-
craft Analysis program[18], verified by wind tunnel testing.
The Zagi model is also given in [19], along with a model of
an Aerosonde UAV.

The fixed-wing UAV considered in this paper is the
Skywalker X8, produced by Skywalker Technology Co. Ltd.
Its flying wing configuration gives a large payload area
compared to the size of the UAV, and makes disassembly for
transportation easier compared to conventional, tailed fixed-
wing UAVs. These characteristics, in combination with its
durability, low price point and availability, has lead the X8
to become very popular within the first person view (FPV)
community, which was its original design purpose, and later
also within various research facilities, which is the primary
reason for the interest in an aerodynamic model of the X8.
Some examples of its use is autonomous net landing[20],
design of a model based longitudinal controller based on
system identification[21] , platform for different camera-
based experiments [22]–[26]. Reference [27] use the X8
in experiments with vision based roll angle determination,
[28] installed fuel cells, while [29] use it in experiments on
communication-aware path planning.

Validating CFD results with wind tunnel measurements

is nothing new. Thus the focus of this paper is the lessons
learned in the process, and the presentation of the X8
aerodynamic model. The paper is organized into 7 section.
Section II presents the structure of the aerodynamic model
that lays the foundation for the identification process. The
wind tunnel experiments, with its challenges, the design
and the subsequent parameter estimation, is introduced in
Section III, while the numerical modeling is presented in
Section IV. Sections V to VI states and discusses the results
from the wind tunnel and numerical calculations, upon which
the concluding remarks of Section VII are drawn.

II. AERODYNAMIC MODEL STRUCTURE

Through Newtons laws of motion, the general six degrees-
of-freedom equations of motion in Eq. (1) relate the force F
and moment M to linear and angular motion of a rigid body
of mass m and with an inertia matrix I .

mV̇ + ω ×mV = F

Iω̇ + ω × IV = M
(1)

Here, V = [u, v, w] are the velocities along the body x, y, z-
axes, while ω = [p, q, r] are the angular rates about the same
axes. For a UAV, the force is often split into gravity, Fg ,
thrust, Ft and aerodynamic forces, Fa, as seen in Eq. (2).
The same is true for the moment M , but it is assumed to
act around the center of gravity, thus being independent of
gravity.

F = Fa + Fg + Ft

M = Ma +Mt

(2)

As propulsion and gravitational forces and moments are not
considered in this paper, see [19] for a reference on how they
can be modeled.

The aerodynamic forces are modeled in the wind frame,
and are rotated into the body frame, see Fig. 1.

Fa =

FxFy
Fz

 = Rb
w (α, β)

−DY
−L

 , (3)

where, D,Y and L are the aerodynamic drag-, side- and lift
forces, acting along the negative x, positive y and negative
z axes of the wind frame[19], and where

Rb
w (α, β) =

cos(α) cos(β) cos(α) sin(β) − sin(α)
− sin(β) cos(β) 0

cos(β) sin(α) sin(α) sin(β) cos(α)

 ,
(4)

is the rotation matrix from wind- to body frame. Here, α =
tan-1( u−uww−ww ) and β = sin-1(v−vwV a ) is the angle-of-attack
and the side-slip-angle, respectively.

A general model of the aerodynamic forces and moments
acting on a fixed-wing UAV is given in Eq. (5). The
aerodynamic moments l,m, n are about the x, y, z axes of
the body frame. The drag-, side- and lift foces acting on an
object are typically modeled in terms of the dimensionless
functions CD, CY and CL. Similarly, the roll-, pitch- and
yaw moments, are modeled in terms of Cl, Cm and Cn, as



well as the characteristic lengths b and c that represent wing
span and mean aerodynamic chord.
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Fig. 1: Wind and body axes
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Here, [uw, vw, ww] are the wind speeds along the body
x, y, z-axis, and δa, δe, δr are the control inputs to the aileron,
elevator and rudder. S is the area of the wing, ρ is the air
density and Va is the airspeed. Equation (5) already makes
the common assumptions that Froude-, Mach-, Strouhal- and
Reynolds number effects are small, and that the mass and
inertia of the aircraft is dominating that of the surrounding
air[3].

A common, further simplification for flight with small
angles-of-attack is to assume that lift- and pitch moment
coefficients are linear in α, q and δe, and independent of
β, p, r, δr and δa. The roll- and yaw coefficients, on the other
hand, are independent of α, q and δe, and linear in β, p, r, δr
and δa. However, due to the drag force’s quadratic nature in
α, a linear model in drag is often deemed unfit [3].

The above decoupling between the lateral and longitudinal
axes is questionable, but very common[30]. One coupling
term for flight at low angles-of-attack is the drag forces
dependence on side-slip-angle. Due to symmetry about the
xz-plane, drag is an even function in the side-slip-angle.

In summary, the force and moment coefficients are ex-
pressed as in Eq. (6). This paper assumes metric units in the
aerodynamic model. Specifically, angles, including control
surface deflections, and angular rates are given in radians and
radians per second. However, degrees are used for plotting.

III. WIND TUNNEL TESTING

The accuracy of the data from a wind tunnel depends on
the accuracy of the mass balance. Since this accuracy usually
is given as a percentage of the nominal load for the mass
balance, the nominal load should reflect the expected loads
in the experiment.

An inherent problem with wind tunnel testing of small
UAVs is that they operate at lower Reynolds numbers (Re)1

than larger aircraft, for which most wind tunnels are de-
signed. This means that the forces exerted by UAVs on the
mass balance are very small. To maximize the signal-to-noise
ratio of the measured forces in the experiment, there are
two obvious solutions, each with its own weakness. The first
option is to decrease the noise by utilizing a mass balance
designed for measuring small forces. Such mass balances
generally have a smaller range and are more expensive.
The other solution is to maximize the forces exerted by
the UAV on the mass balance, such that the mass balance
accuracy becomes negligible in comparison. This translates
into performing the tests at higher Reynolds numbers, since
there is a direct relationship between force and Reynolds
number. The Reynolds number can be increased by using a
larger model of the UAV, by decreasing the viscosity, or by
increasing the airspeed, the latter being the most practical.
A drawback with this approach is the larger structural load
it will put on the UAV. In addition to potentially damaging
the UAV structurally, the deflection of the control surfaces
will change if the servos can not hold the larger moment
generated by the increased airspeed. Also, the Reynolds
numbers should be representable for actual flight conditions.

The problem with low accuracy of the mass balance is
particularly pronounced in drag, as these forces are typ-
ically one order of magnitude lower than the lift forces.
This well known difficulty has been addressed in e.g. [31]
and [32]. One way to increase accuracy is to use a wind
rake to measure the airspeed reduction downstream of the
wind, determine the loss of energy, and thereby the drag.
While being accurate, this method suffers from the curse of
dimensionality as it requires spatial sampling of the airspeed,
making it less feasible for streams in three dimensions.

A. Test setup

The wind tunnel testing presented in this section were
conducted at the Czech Aerospace Research Center (VZLU)
in Prague, Czech Republic. In order to mount the UAV
into the wind tunnel, a hole was made in the rear of the
fuselage so that the mass balance could be firmly attached to
the inside. This internally mounted multi-component strain-
gauge mass balance is used to measure the forces and
moments acting on the UAV. Table I gives its nominal
forces/moments and accuracy, along with basic specifications
for the wind tunnel2. The mass balance is further attached to
a vertical rod, as seen in Fig. 2. This rod can be rotated
longitudinally and laterally, to change the angle-of-attack
and side-slip-angle respectively. Before each test, the mass
balance was calibrated for the current location of the center
of gravity in the UAV, so that contributions from gravity
on the measured moments can be corrected for. This was

1The nondimensional Reynolds number is defined as Re = VaL
ν

, where
L is the characteristic length of the UAV, i.e. the mean aerodynamic chord,
while ν is the kinematic viscosity of air.

2For more information about the wind tunnel in question, see also http:
//www.vzlu.cz/en/low-speed-wind-tunnels-c73.html.
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(6)

done by sweeping through the range of angles-of-attack or
side-slip-angles while the air is not flowing, to calculate the
moment contributions from gravity at each angle.

TABLE I: Wind tunnel specifications

Wind tunnel type Closed
Test section Open
Test section diameter 3m
Test section length 3m
Maximum velocity 90m/s
Max. deviation between local and mean velocity <0.5%
Characteristic turbulence intensity 0.3
Nominal X Force 825N ±0.5%
Nominal Y Force 825N ±0.5%
Nominal Z Force 2500N ±0.5%
Nominal Mx Moment 150Nm ±0.5%
Nominal My Moment 175Nm ±0.5%
Nominal Mz Moment 150Nm ±0.5%

To be able to adjust the control surfaces during the
experiments, the UAV was equipped with a reduced version
of its avionics [33] consisting of two Hitec HS-5085MG
digital servos, a BeagleBone Black single board computer,
and a small WiFi router for communication with the control
room. As servos rely on a PWM command, not a deflection
angle, a program was made to translate the commanded angle
to a PWM signal, based on curve fitting of empirical data.

A challenge with the servos is that the angular output of
the RC servos typically found in small UAVs are not consis-
tent when approaching the same angle from different sides;
commanding an angle of 0◦ yields a slightly different result
when commanded from e.g. 10◦ than when commanded from
e.g. −10◦, due to the hysteresis of the servo motor and gear.
This is mitigated by always commanding the servo to go to
the maximum PWM value before a new angle is commanded.

B. Design of experiments

In addition to mitigating the challenges mentioned in the
start of Section III, the experiments were designed to be as
efficient as possible. The experiments focused on making a
good model for the flight envelope that is used the most. This
translates into focusing on the quality of the model around
α = β = δa = δe = δr = 0 and Re corresponding to cruise
speed, and spending time on verifying these data rather than
exploring new regimes of the flight envelope.

The Reynolds numbers for the X8 during cruise speed of
18m/s vary in the range 400 000 to 500 000 when the air
temperature changes from −10 ◦C to 30 ◦C, which are both

Fig. 2: The Skywalker X8 mounted in the wind tunnel

within the operational limits of the X8. Therefore, both these
Reynolds numbers where included in the experiments.

In order to simplify the testing process, and drastically
reduce the number of tests that need to be performed,
a common assumption is that the longitudinal and lateral
dynamics are decoupled. The following sections go into
detail on the tests for the different axes.

1) Longitudinal dynamics: The longitudinal tests focused
on expressing the lift, drag and pitch moment as functions of
angle-of-attack and elevator deflection, and assumed linearity
in the angle-of-attack up to the stall of the wing. The tests are
performed by sweeping through the different angles-of-attack
for different Reynolds numbers and elevator deflections,
while keeping the aileron and side-slip-angle constant at
zero, see Table II.

TABLE II: Longitudinal axes tests for the X8

Test # α[◦] Re δe [◦]
1 [−5, 15] {0.4, 0.5} × 106 0
2 [−5, 15] {0.4, 0.5} × 106 −20
3 [−5, 15] {0.4, 0.5} × 106 −10
4 [−5, 15] {0.4, 0.5} × 106 −5
5 [−5, 15] {0.4, 0.5} × 106 20
6 [−5, 15] {0.4, 0.5} × 106 10
7 [−5, 15] {0.4, 0.5} × 106 55

2) Lateral dynamics: The lateral tests focused on express-
ing the side force, roll moment and yaw moment as functions
of side-slip-angle, aileron deflection, and assumed linearity
in side-slip-angle up to the stall of the winglets. The tests
were performed by sweeping through the different side-slip-



angles for different Reynolds numbers and control surface
deflections, while keeping the angle-of-attack constant at
zero. In the interest of time, symmetry around the body x-
axis was assumed. The lateral tests performed on the X8 are
listed in Table III.

TABLE III: Lateral axes tests for the X8

Test # β[◦] Re δa [◦]
1 [−15, 15] {0.25, 0.5} × 106 0
2 [−15, 15] {0.25, 0.5} × 106 20
3 [−15, 15] {0.25, 0.5} × 106 10

3) Coupled dynamics: The questionable assumption that
longitudinal and lateral dynamics are decoupled can be
necessary in the interest of time efficiency. If using a 6 DOF
mass balance, the drag component from varying side-slip-
angle is already found from the lateral tests, so the inclusion
of this coupling term does not require any more time. Other
important couplings between the lateral and longitudinal
dynamics can vary from airframe to airframe, and a decision
on what coupled dynamics should be included in the model
relies on the UAV design and experience from flight tests or
simulations. Other coupling terms, like the angle-of-attack
dependency of the roll damping coefficient Clp , are not
considered here since they are small and complicate the
estimation procedure.

C. Parameter estimation

Once the data from the wind tunnel testing were recorded,
they were fit to the model given by Eq. (6), through
reformulation into a linear regression model of the form
yi = ϕTi Θ+ εi. Here, the measured variable yi corresponds
to the i’th quasi-measurement3 of an aerodynamic coefficient
C∗ (α, β, p, q, r, δa, δe, δr), ϕi is a vector of explanatory
variables, Θ is a parameter vector of the coefficient to be
determined, and εi is an error term that accounts for the
measurement noise as well as any unmodeled effects.

The goal of the parameter estimation is to find the value
of the coefficients Θ that explain the measurements yi, given
the explanatory variables ϕi, in a way that minimize the error
εi. This can be achieved by minimizing the squared error
between the measurement yi and the estimate ŷi = ϕTi Θ,
known as the least squares problem:

Θ̂ = arg min
Θ∈Rd

V (ϕ,Θ)

= arg min
Θ∈Rd

1

2N

N∑
i=1

(
yi −ϕTi Θ

)2
,

(7)

where d is the dimension of the parameter vector, while N is
the number of measurements. Table IV lists the explanatory
variables and coefficients for the model Eq. (6). For the tests
with the X8, the angular rates p, q, and r where zero, due to
the limitations of the wind tunnel facility.

3The aerodynamic coefficients are considered quasi-measurements since
they are not directly measured, but derived from the measurements of the
forces and moments acting on the mass balance in the body frame.

There are many ways to find a solution to the least squares
parameter estimation problem Eq. (7). See e.g. [3] for an in-
depth explanation on parameter estimation.

The parameter estimation procedure is greatly simplified
by using the MATLAB curve fitting toolbox4.

IV. NUMERICAL MODELLING

Numerical modelling was chosen to be performed with
XFLR5 as it is an easy and fast tool to use. The code
performs reasonably well for viscid 2D and with limitations
also in 3D[34]. Generally, the biggest limitations are on the
3D methods, as the best results are obtained for thin surfaces
at low angles of attack. The deviations increase as the
aircraft geometry differs from an idealized 2D infinite wing.
Also, flows with large rotational components (especially
turbulence) cannot be captured accurately. However, XFLR5
can be used to support wind tunnel testing data and is here
used to determine the stability coefficients which were not
obtained experimentally.

To model a fixed-wing aircraft in XFLR5, knowledge of
its geometry is required, in particular the shape of the airfoils
that are used. Unfortunately, the airfoil of the X8 is unknown,
even after comparing it to commonly used flying wing air-
foils. However, the X8 geometry was found from an openly
available 3D-scan of the Skywalker X85. The 3D model is
in a raw format meaning that the surface of the aircraft
is uneven and shows erroneous artifacts. When extracting
2D cross sections to be used in the XFLR5 code, the 2D
airfoils will be edgy and containing an uneven curvature
which leads to unrealistic predictions of the pressure and
velocity distribution. In order to minimize this effect, the 2D
cross sections have been smoothed manually using XFLR5.
First, the geometry is approximated with a spline. Second,
the inverse foil design tool is used on the spline to generate
a smooth pressure distribution on the surface. The resulting
airfoil has good confidence that the mean chamber line have
been captured correctly, which is affecting lift. The airfoil
curvature however, is not well captured as the input data was
too inaccurate. Airfoil curvature affects the resulting pressure
gradients which are driving the boundary layer transition
processes. These are responsible for the generation of drag
and pitch forces. Hence, it is expected that the XFLR5 data
will perform well for lift and poor for drag and pitch. The
final step of the modeling in XFLR5 is to assemble the
airfoils into a wing, and possibly add a fuselage. The X8
wing and fuselage was modeled as a blended wing, with no
fuselage, since there is no clear distinction between the two.

XFLR5 can perform two types of analysis: a static analysis
and a stability analysis6. The static analysis sweeps through
a range of angle-of-attack or side-slip-angles for a range of
Reynolds numbers, to generate polars that show how the

4https://www.mathworks.com/products/curvefitting.html
5The 3D-scan of the X8 can be found at https://diydrones.com/

profiles/blogs/x8-3d-scanning
6The static and stability analyses are referred to as Analysis and Stability

Analysis in XFLR5



TABLE IV: Explanatory variables and parameter vector for the different measurements

y ϕT ΘT

CD [1, α, α2, c
2Va

q, β2, β, δ2e ] [CD0
, CDα1

, CDα2, CDq , CDβ2 , CDβ , CDδe ]

CY [1, β, b
2Va

p, b
2Va

r, δa, δr] [CY0 , CYβ , CYp , CYr , CYδa , CYδr ]

CL [1, α, c
2Va

q, δe] [CL0
, CLα , CLq , CLδe ]

Cl [1, β, b
2Va

p, b
2Va

r, δa, δr] [Cl0 , Clβ , Clp , Clr , Clδa , Clδr ]

Cm [1, α, c
2Va

q, δe] [Cm0 , Cmα , Cmq , Cmδe ]

Cn [1, β, b
2Va

p, b
2Va

r, δa, δr] [Cn0 , Cnβ , Cnp , Cnr , Cnδa , Cnδr ]

forces and moments vary with angle-of-attack or side-slip-
angle. The stability analysis calculates the damping terms
and control input coefficients by approximating the partial
derivatives of the aerodynamic forces and moments. The
forward differentiation approximation is acheived by slightly
perturbing the UAV by a slight change in attitude, velocity or
control surface deflection, and noting how much the forces
and moments change. A finite difference approximation
is found by dividing this change in force/moment by the
perturbation.

The data from the different XFLR5 analyses were then fit
to the model Eq. (5), in a similar manner as the wind tunnel
data.

V. RESULTS

From the geometry of the 3D model of the Skywalker
X8, the wingspan and mean aerodynamic chord were found
to be 2.1m and 35.7 cm, respectively. This was used in the
subsequent parameter identification, whose resulting aerody-
namic coefficients are shown in Table V, along with the root
mean square error (RMSE) and coefficient of determination
(R2) corresponding to the fitting of the wind tunnel data. The
table also contains the data from the numerical analysis, both
for comparison to the wind tunnel (WT) data and for com-
plementing the wind tunnel data with stability coefficients.
Figures 3a to 3f and Fig. 4 visualize the fit of the model along
with the measured data from the wind tunnel, for all the six
axes. The differences in the coefficient, for the same control
surface deflection angle and angle-of-attack/side-slip-angle,
comes from running the tests at different Reynolds numbers.
As seen in Figs. 3a, 3c and 3e, the longitudinal fitting exclude
data points with angle-of-attack of more than 12◦ and less
than 0◦ to avoid the stall region.

The R2-column shows that most of the coefficients from
the wind tunnel experiment fit well with the data. The
exception is the lateral drag, Cβ2

and Cβ1
, which likely

comes from the large relative difference between the data for
different Re, compared to the magnitude of the coefficient,
as shown in Fig. 4. The fit did not improve for higher order
polynomials.

Unfortunately, neither XFLR5 nor the wind tunnel testing
is able to estimate the increase in drag from pitch rate, CDq .

VI. DISCUSSION

The coefficients from XFLR5 and from the wind tunnel
testing match reasonably well, with some exceptions.

TABLE V: Skywalker X8 aerodynamic coefficients

WT XFLR5 RMSE R2

CL0
0.0867 0.0477 0.0153 0.996

CLα 4.02 4.06 0.0153 0.996
CLδe 0.278 0.7 0.0153 0.996

CLq − 3.87 − −
CD0

0.0197 0.0107 0.00262 0.982
CDα1 0.0791 −0.00955 0.00262 0.982
CDα2 1.06 1.1 0.00262 0.982
CDδe 0.0633 0.0196 0.00262 0.982

CDβ2
0.148 0.115 0.00234 0.734

CDβ1
−0.00584 −2.34E − 19 0.00234 0.734

Cm0 0.0302 0.00439 0.00576 0.983
Cmα −0.126 −0.227 0.00576 0.983
Cmδe −0.206 −0.325 0.00576 0.983
Cmq − −1.3 − −
CY0

0.00316 1.08E − 08 0.00326 0.991
CYβ −0.224 −0.194 0.00326 0.991

CYδa 0.0433 0.0439 0.00326 0.991

CYp − −0.137 − −
CYr − 0.0839 − −
Cl0 0.00413 1.29E − 07 0.00476 0.953
Clβ −0.0849 −0.0751 0.00476 0.953

Clδa 0.12 0.202 0.00476 0.953

Clp − −0.404 − −
Clr − 0.0555 − −
Cn0 −0.000471 1.51E − 07 0.000615 0.98
Cnβ 0.0283 0.0312 0.000615 0.98
Cnδa −0.00339 −0.00628 0.000615 0.98
Cnp − 0.00437 − −
Cnr − −0.012 − −

Figure 5 compares the angle of attack against the lift
coefficient for all the models used. As expected, model and
experiment show a good fit of the lift gradient. An constant
offset of approximately α = 0.5◦ of the XFLR5 and wind
tunnel data is observable which might be related to an offset
in angle of attack during the wind tunnel testing. This is
reasonable as the definition of the zero angle in the wind
tunnel was difficult to achieve.

Figure 6 displays the aircraft performance; lift versus drag.
The drag values show significant deviation from the wind
tunnel results. This was expected and can be attributed to the
deviations from the real airfoil geometry as well as the code
limitations of XFLR5. The numeric method under-predicts
the drag by approximately 50% in the linear region, which
is probably caused by the difficulty in predicting viscous
effects. As the drag forces are not captured accurately by
XFLR5 this means that the pitching moment will also be
subject to the same error.

Furthermore, Figure 6 shows that the main difference in



(a) Lift force coefficient fit (b) Side force coefficient fit

(c) Drag force coefficient fit (d) Roll moment coefficient fit

(e) Pitch moment coefficient fit (f) Yaw moment coefficient fit

Fig. 3: Curve fit



Fig. 4: Lateral drag
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Fig. 5: Lift coefficient vs. angle-of-attack

drag is a constant offset. This could come from the fact that
the theoretical background of the methods in XFLR5 are
based on inviscid flow, and use an ad-hoc method for viscous
calculations. Another error source for the drag from XFLR5
could be the trailing edge of the fuselage. It has a blunt
edge, which is an inherent problem with panel methods. In
addition to the measurement errors, the precision of the wind
tunnel data is also compromised by blockage effects in the
wind tunnel, which has been accounted for by VZLU, and
by its finite width. The wind tunnel is 0.9m wider than the
wing span of the UAV, so wing tips might be affected by
the boundary layer outside the airflow in the open section of
the wind tunnel. Among the longitudinal control derivatives,
Cmδe from the wind tunnel and from XFLR5 are in the
same orders of magnitude. Consistent with XFLR5s over
prediction of the aircraft performance, CLδe from XFLR5
is far larger, while drag, CDδe , is smaller.

In the pitch moment, Fig. 7 reveals larger differences than
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Fig. 6: Lift coefficient vs. drag coefficient
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Fig. 7: Pitching moment coefficient vs. angle-of-attack

one would expect from Table V. The wind tunnel data is
very nonlinear in angle-of-attack, and does not fit well with
neither the XFLR5- nor the wind tunnel models. It can also
be seen that the wind tunnel data indicate instability for α <
2◦. Since the X8 is a flying wing, Cm(α) is small, and very
sensitive to changes in the center of gravity, so the instability
can come from using wrong center of gravity. Currently, the
location of the center of gravity is 44.0 cm behind the nose
of the UAV, and is based on experience from flights, but as
shown in Fig. 7, a slight shift of the center of gravity 30mm
to the front yields a large stability margin in the pitching
moment. It is also shown that the zero moment for the CG-
centered curve is at about α = 11◦, which is unrealistically
high. The curve referenced 30mm in front of the center of
gravity yields zero pitching moment at α = 3.25◦, which
is more in line with experience from flight testing. There
are some differences in CY0 , Cl0 and Cn0 , but these likely
come from misalignment in the wind tunnel testing, as these



coefficients should be zero for an airframe with symmetry
about the xz-plane.

With these differences, it is difficult to conclude on the
confidence in the stability coefficients from XFLR5, and this
matter should be investigated further in flight test validation.
However, it is clear that XFLR5 easily and quickly gives
reasonable data that can be valuable for initial estimates of
static aerodynamic coefficients. Estimation of stability coef-
ficients in a wind tunnel require more advanced equipment,
in the form of a rotary balance, and considerably more time.

For estimation and control purposes, wind gusts are
considered model disturbances. Small UAVs are likely to
encounter large wind gusts disturbances, that are difficult
to measure. This indicates that regardless of the precision
of the aerodynamic model, considerable amounts of noise
will degrade the performance of the estimation or control
algorithm that utilize the model.

Further, it is apparent from the residual in Figs. 3a to 3f
that the averaging of the coefficients over the different
Reynolds numbers yields a good fit in the flight regime on
average, as intended, but the precision could have improved
by only fitting the model to the data from one Reynolds
number. This is also true for the fitting to the control surface
deflections. Figure 6 shows that the model differs from the
measurements for both Reynolds numbers, when δe = 0.
However, the least squares estimation has ensured that the
model reduces the estimation error over all Re and δe. In
order to improve the fit at δe = 0, weighted least squares
could have been used instead.

Through the work with these tests, it has become apparent
that wind tunnels are not ground truth, as there is a lot of
measurement errors, especially in drag. This comes from the
relative low accuracy of mass balances designed for larger
forces than what is typically exerted by the air on small
UAVs. Further, the importance of checking the measurements
was demonstrated; the experiments presented in this paper
where performed twice, since the data from the first test
was found to be corrupted by a faulty axis on the mass
balance. Another costly lesson learned is that wings break
when exposed to large airspeeds at large side-slip-angles.
Considerable amounts of time can be saved by optimizing
the test schedule, depending on the test facility. At the VZLU
facilities, the angle-of-attack can be adjusted very easily.
Adjusting the Reynolds number, i.e. the airspeed, takes more
time since the flow has to stabilize. Adjusting the control
surfaces is by far the more time consuming, since the center
of gravity changes slightly with the deflection. Therefore, the
model has to be tared again, by calculating the contributions
from gravity at each angle-of-attack or side-slip-angle.

Other topics for future work include replacing XFLR5
with a Navier-Stokes-based CFD method to estimate the
stability data with higher accuracy, integrating the presented
model into the software-in-the-loop framework for Ardu-
Plane, extending the model into the high angle-of-attack
region, and adapting the model to icy conditions. The model

is available for download7, and will be updated with the
results from future work.

VII. CONCLUSION

A mathematical model is always going to be an approx-
imation of the physical world. This paper has presented
considerations that are important to make, both in the ex-
periment design and in the analysis of the data, in order
to make the model as close a representation as possible,
using numerical modeling backed by wind tunnel testing.
The case study of the Skywalker X8 fixed-wing UAV indicate
a reasonable match between the numerical results and the
wind tunnel, particularly in lift, but show some discrepancies
that needs further investigation through validation with flight
data. Notably, the drag is under-predicted by the numerical
modeling, and the sensitivity to center of gravity is reflected
in the pitch moment from the wind tunnel testing. Also,
the stability coefficients from the numerical modeling needs
validation with real flight data, as they were not tested
in the wind tunnel. To promote the use of the X8 model
presented in this paper, it has been made publicly available
for download.
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