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Abstract

Integral preservation for ordinary and partial differential equations is defined, and the
integral preserving discrete gradient methods and discrete variational derivative methods
on fixed grids are given, with a formal definiton for the latter in a general grid case.

General moving grid methods are presented, with special emphasis on grid movement
strategies. The integral preserving modified discrete variational derivative methods for
moving grids are introduced, and integral preserving projection methods are shown to
be a subset of these. New interpolation techniques are introduced, and a general so-
lution procedure for implementing the methods is presented. Two alternative integral
preserving moving grids methods are briefly presented.

The modified discrete variational derivative methods are applied to two different
partial differential equations, and numerical experiments are performed on moving grids.
The integral preserving property of the methods is demonstrated and their advantages
and applications are discussed.






Samandrag

Integralbevaring for ordinzere og partielle differensiallikningar er definert, og integral-
bevarande metodar av diskrete gradientar og av diskrete variasjonsderiverte er gjevne,
sistnemnde med ein formell definisjon pa generelle faste gitter.

Generelle lgysingsmetodar pa flyttande gitter er presentert, med seerskild vekt lagt
pa strategiar for a flytta gitteret. Modifiserte integralbevarande metodar av diskrete va-
riasjonsderiverte pa flyttande gitter er introdusert, og integralbevarande projeksjonsme-
todar er vist & vera ei undermengd av desse. Nye interpolasjonsteknikkar er introdusert,
og ein generell framgangsmate for 4 implementera metodane er presentert. Korte pre-
sentasjonar av to alternative integralbevarande metodar pa flyttande gitter er og gjevne.

Dei modifiserte integralbevarande metodane av diskrete variasjonsderiverte er nytta
pa to ulike partielle differensiallikningar, og numeriske forsgk er utfgrt pa flyttande
gitter. Den integralbevarande eigenskapen til metodane er demonstrert og nytteverdi og
bruksomrade er diskutert.
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Chapter 1

Introduction

Difference schemes with a conservation property was first introduced by Courant,
Friedrichs and Lewy in [6], originally published in 1928, where a discrete conserva-
tion law for a finite difference approximation of the wave equation is deduced. Their
method is often called energy method [11] or energy-conserwing method [18], although
the conserved quantity is often not energy in the physical sense. The primary motivation
for developing conservative methods was originally to devise a norm that can guaran-
tee the global stability. This was still an objective, in addition to proving existence
and uniqueness of solutions, when the energy method garnered newfound interest in the
1950s and 1960s, resulting in new developments like generalizations of the method and
more difference schemes, summarized by Richtmyer and Morton in [23].

In the 1970s, the motivation behind studying schemes that preserve invariant quanti-
ties shifted to the conservation property itself. Li and Vu-Quoc present in [18] a historical
survey of conservative methods developed up to the early 1990s. They state that this
line of work is motivated by the fact that in some situations, the success of a numerical
solution will depend on its ability to preserve one or more of the invariant properties
of the original differential equation. In addition, as noted in [14] and [4], there is the
general idea that transferring more of the properties of the original continuous dynami-
cal system over to a discrete dynamical system, may lead to a more accurate numerical
approximation of the solution, especially over longer periods of time.

In recent years, there has been a greater interest in developing completely systematic
methods applicable to larger classes of differential equations. Hairer, Lubich and Wanner
give in [14] a presentation of geometric integrators for differential equations, i.e. methods
for solving ordinary differential equations (ODESs) that preserve a geometric structure
of the system. Examples of such geometric structures are symplectic structures, sym-
metries, reversing symmetries, isospectrality, Lie group integrators, orthonormality, first
integrals, and other integral invariants, like volume and invariant measure. Studies of
numerical methods that preserve each of these structural properties are mentioned in
[19].

In this thesis we will be concerned with the preservation of first integrals. The
discrete gradient methods, first explicitly given by Gonzalez in [13], are among the most
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popular methods for preserving first integrals for ODEs. Recently, integral preserving
methods for partial differential equations (PDEs) based on the discrete gradient methods
have been developed on fixed, uniform grids. Different approaches to achieving this has
been collected to a unified framework in [9], where these integral preserving methods for
PDEs are called discrete variational derivative methods.

The primary object of this thesis is to extend the discrete variational derivative meth-
ods to non-uniform and moving grids. Non-uniform grids is of exceptional importance
for multidimensional problems, since the use of uniform grids would greatly restricts
the types of domains possible to discretize. Yaguchi, Matsuo and Sugihara present in
[25] and [26] two different discrete variational derivative methods on fixed, non-uniform
grids, specifically defined for certain classes of PDEs. In this thesis, we extend the theory
of [9] to non-uniform grids, thus obtaining a framework for developing integral preserv-
ing methods on general fixed grids, corresponding to all existing discrete variational
derivative methods on uniform grids.

Furthermore, the possibility of grid adaptivity can be of critical importance when
solving PDEs numerically. Even for one-dimensional problems, the computational cost
with a fixed grid can be extensive in cases where the solution has large variations occur-
ring over small portions of the physical domain. Taking as an example a propagating
wave, the sections of large variations in the solution, and hence the sections where the
greatest number of grid points is needed, will move with time, making it difficult to
create a good fixed non-uniform grid for a numerical discretization of the problem. To
our knowledge, integral preserving methods on moving grids have not yet been studied
in the literature. With basis in the discrete variational derivative methods on fixed grids,
we develop such methods in this thesis.

The subsequent chapter begins with the definition of integral preserving methods for
ODEs, before presenting the discrete gradient methods. Integral preserving methods for
PDEs are then defined, before the discrete variational derivative methods on fixed grids
are introduced, first for uniform and then for non-uniform grids. Chapter 3 gives a brief
introduction to moving grid methods, mostly focusing on methods for redistributing the
grid at every time step.

Integral preserving moving grid methods are then introduced in Chapter 4, in form
of the modified discrete variational derivative methods. Furthermore, integral preserving
projection methods on moving grids are introduced and shown to be a subset of the
modified discrete variational derivative methods. The interpolation of the solution from
one grid to another is discussed in the light of these methods, and general solution
procedures are presented. The chapter concludes with a brief discussion of other possible
integral preserving moving grid methods, not fitting into the framework of the modified
discrete variational derivative methods.

In chapter 5, we present examples of the modified discrete variational derivative
methods for two different nonlinear, dispersive PDEs, the KdV equation and the BBM
equation. Numerical results are presented and discussed. The thesis ends with a con-
clusion in chapter 6.



Chapter 2

Integral Preserving Methods on
Fixed Grids

The aim of this chapter is to give an introduction to the integral preserving discrete
variational derivative methods for solving partial differential equations (PDEs). First
however, we will give a short introduction to the integral preserving discrete gradient
methods for ordinary differential equations (ODEs), since they are strongly connected to
the discrete variational derivative methods for PDEs. We will furthermore state what is
meant by integral preservation, both in the continuous and discrete case, and establish
the properties of the PDE that leads to the integral preservation. The chapter concludes
with a general framework for discrete variational derivative methods on general fixed
grids, which to our knowledge is not previously presented in the literature.

2.1 Integral Preserving Methods for ODEs

We will now first define integral preserving methods for ODEs, and then introduce
the concept of discrete gradients and discrete gradient methods, before presenting four
different discrete gradients. A more thorough presentation of discrete gradient methods,
with various properties of the discrete gradients and numerical examples, can be found
in [9].

2.1.1 Preservation of First Integrals

For a given ordinary differential equation of the form

dx

E - f(X), X € Rda (2'1>

a first integral is a function I(x) : RY — R that satisfies

VIx)Tf(x)=0 vx (2.2)
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This implies that

dt dt

and hence I (x(t)) = I(x(tg)) = constant for all solutions x of (2.1). Other terms used
for the first integral I(x) are invariant, conserved quantity and constant of motion [14].

As proven by McLachlan, Quispel and Robidoux in [19], the property (2.2) is satisfied,
under some mild technical conditions, if and only if there exists some skew-symmetric
matrix S(z) such that

ar_ VIx)T <dx> =0,

f(x) =Sx)VI(x). (2.3)
The fact that (2.2) follows from (2.3) is verified by
VIx)Tf(x) = VIx)TS(x)VI(x) =0, (2.4)

where the last equality is a result of the skew-symmetric property of S(x). Utilizing
(2.3), we may write (2.1) on the form

dx
4 = SVIX), (2.5)

representing any ODE with a preserved first integral I(x).

A numerical method for solving (2.5) is said to be an integral preserving method if
the numerical approximation /(x,) ~ I(x(t,)) satisfies I(x,) = I(x(to)) for all values
of n > 0.

2.1.2 Discrete Gradient Methods

A discrete gradient of the first integral I(x) is defined in [14] as a continuous function
VI(k,x) of (X,x) satisfying

VIig,x)'(x-x) = I%) -1(x), (2.6)

Vix,x) = VI(x). (2.7)

When a discrete gradient is chosen, what remains is to find a skew-symmetric matrix

S(%,x) approximating to S(x). It is often required that S(x,x) = S(x) [14, 4]. We then
have the discrete gradient method given by

Xn+1 — Xn ral

— =S

At

where At is the time step and x, ~ x(t,) is the numerical approximation to x at time
step number n, consistent with the ordinary differential equation (2.5). We have that
the discrete gradient methods preserve the first integral, as by coupling (2.6) with (2.8),
we get that

I(xpi1) = I(%n) = VI(Xpi1,%n)" (At - S(Xpt1, %) VI (Xn+1,%5))
= At-VIXni1,%0) TS (Xng1, %) VI (Xpp1, Xn) = 0,

(Xn11, %) VI (Xpt1,Xn), (2.8)

for all n > 0, and consequently we have I(x,) = I(x9) = I(x(to)) = constant, for all
n > 0.
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2.1.3 Examples of Discrete Gradients
If d =1 in (2.1), then the unique discrete gradient of I(z) is given by

= I(z) — I(a;)

VI(z,x) =

~—

(2.9)

=

—x
For d > 2, there are infinitely many different discrete gradients. The coordinate

increment discrete gradient introduced by Itoh and Abe in [17] is given by

I(%1,22,23,..,%d—1,2q) — I (21,22,23,...,T4—1,Zq)
~ ~ i‘ _x ~
1(961,Igarmnwﬂidﬂ,mds—f'%ﬂﬂl7127137~~,zd717zd)

To—x2
Vol (%k,x) = : , (2.10)
I(Z1,%2,,8d—2,8d—1,2d)— 1(1‘1@27 ®d-2,Td—1,Zd)
o . _ Zg_1—mg_ . .
I(#1,22,.&q—2,8d—1,2d) — L (21,22, ,E4—1,8d—1,2d)
Tg—xq

where x; and Z; denotes the i’th element, for i = 1,2, ...,d, of x and X, respectively. As
noted in [19], it is here understood that 0/0 leads to %
Gonzalez introduced in [13] what has been called the midpoint discrete gradient,

% +x %)~ I(x) - VI (5%)" (% - x
£x) | 10 1) ’;—I;;) B 9. e

VmI(%,x) := VI (

We remark that in the case that VI (’A‘%) is itself a discrete gradient satisfying (2.6),
the numerator in the second term of the midpoint discrete gradient is zero, and thus the
midpoint discrete gradient is VI (x+x)

The type which later has been labeled mean value discrete gradient [19] or averaged
vector field discrete gradient [22, 7] was first introduced by Harten, Lax and van Leer in
[15]. Henceforth it will be called the averaged vector field discrete gradient. It is defined
by

1
Vavrl(%,x) = /0 VI((1-¢&)x+£&x)dE. (2.12)

A new discrete gradient, based on the discrete variational derivative method pre-
sented by Furihata in [10] and expanded upon by Cohen and Raynaud in [5], is intro-
duced in [9]. Assume that we can write the first integral I(x) on the form

d
=> a]] @), (2.13)
l =1

where ¢; are constants, and x; are the elements of x, for s = 1,2, ...,d. Then the product
discrete gradient VpI(X,x) is defined by its elements

d 1/x 1
vpl(f(,x)i:§:2ldx . Hfg +Hfa @) | I fk(wk);fk(xk)’
l 1y M1

k=i+1
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fori=1,2,...,d, where

df _ [HEEE i d e (2.14)
d(@,z) " | Lf@)  if i=a '
The term (2.14) may be evaluated with help from the rule
S[(f-9))=0[f]-nlgl+dlgl-pulfl, (2.15)

where

In [9] it is shown that there exists an infinite number of discrete gradients for any
first integral with d > 2. Given a discrete gradient Vi I(X,x), any discrete gradient
satisfying (2.6) and (2.7) is given by

VnI(%,x) = ViI(%,x) + N(X,x),
for a function N(%,x) : R x R — R satisfying
N x) (& -x) = 0, (2.16)
N(x,x) = 0, (2.17)
which there is an infinite number of functions that do, if d > 2.
Example 2.1.1. Consider the double well system,

d*q 2

T4 g2 - 1), 2.18
T (g 1) (218)
which can be written on the form (2.3) with the first integral being the Hamiltonian

1, 1
H(q,p) = 5192 + 5((12 —1)% (2.19)

and the skew-symmetric matrix being

s= (% 1),

The Hamiltonian (2.19) is a first integral of the from

d

I(x) =Y cifilws) + cap,

=1
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where ¢; € R are constants, and f;(z;) : R — R are functions, and hence, by Theorem 2
in [9], the coordinate increment, average vector field and product discrete gradients are
identical for this problem. We get

_ 1ia 42 2_2)
CerH (G pa.p) = 2(d+9)(@" +4q )
CI (q D, q p) ( %(p-i—p)

and the resulting integral preserving numerical scheme

(Qn—l-l - QH> _ ﬁ < Dn+1 + Pn >
Pn+1 — DPn 2 _(Qn-i-l + Qn)(quJrl + q% - 2)

for solving (2.18). Furthermore,

- (GG +* -1\ 1 ((-9*d+a) [(i-q
Tt = (O ) - R (0),

and another scheme preserving (2.19) is given by

(gn _QH)g(Qn +an)(Pn+1—pn)
<Qn+1 B q") _ At < 2(pnt1 +pa) + -‘—(Zn-ﬁ-l*Qn);i(pn-&-l*p:l)Q )

_ 4
st = Pn) A \(Gns + gn) (4 = (dns + 0)?) — R e T,

We have that

ﬁCI-E[((jaﬁa Q7p) = vMH((jaﬁa Q7p) + N(ijﬁv Qap)

with

. 1(G— )G+ —p) (ﬁ—p)
N y 2y Yy = = ~ ~ ~ ]
(@..0.0) =7 (G—q)?+(B-p? \a—4d
satisfying (2.16)-(2.17).

2.2 Integral Preserving Methods for PDEs

We will now define first integrals of PDEs and numerical methods preserving an approx-
imation of these. We will then introduce discrete variational derivative (DVD) methods,
and establish their relationship to discrete gradient methods, first on uniform grids and
then on general fixed grids.

2.2.1 First Integrals of PDEs
Consider now partial differential equations of the form

du
i f(x,u’) x e R u e B, (2.20)
where we by u/ mean u itself and all its partial derivatives with respect to the indepen-

dent variables (z!,..., a:d), up to and including some degree v. The function u belongs
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to the Hilbert space B C L?, where the inner product is the L? inner product (-,-), with
values u(x,t) € Rl The precise definition of B will depend on the PDE (2.20), and we
will not be discussing its technicalities in this thesis. We assume however that B3 consists
of functions that are sufficiently regular for the purposes of the remains of this section.
We then define a first integral of (2.20) to be a functional Z [u] satisfying

z
<(§u,f(x,u‘])> =0 VxeR? Vuebh, (2.21)

where ‘;% is the wvariational derivative with respect to u defined by
7 [u + ev] Vv € B. (2.22)

TN _a
Su' "/ de|_,

By inserting (2.20) into (2.21), we get that

AT _ /T du\
dt \ouw dt/ 7

and therefore 7 [u] is preserved in the sense that Z [u(t)] = Z [u(to)] = constant for all
solutions u(x,t) of (2.20).

We have that (2.21) is satisfied if there exists some differential operator S(u”) that
is antisymmetric with respect to the L?-inner product such that we can write

(571'
ou’

0T 0T 0T
(Gerttx)) = (Grsygs ) =0,

where the last equality is a property of the antisymmetric operator S(u”).
In this thesis we will only consider integral preserving PDEs, i.e. PDEs where (2.23)
is satisfied, and which therefore can be written on the form

f(x,u?) =Su’) (2.23)

since we then will get

T S(u )%, (2.24)
where
Zu] = /I(x,u‘])dx Q CRY, (2.25)
Q

with de = dzidzs - --dxy. The class of PDEs of the form (2.24) contains the class of
Hamiltonian PDEs, in which case Z [u] would be the Hamiltonian H [u], and S(u”) must
satisfy the Jacobi identity [7, 21].

Since the exact value of the integral 7 [u] cannot be calculated numerically without
knowing the function u(x,t), we define an integral preserving numerical method for
solving (2.24) to be a method that preserves a consistent numerical approximation to

T [u].
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2.2.2 Discrete Variational Derivative Methods on Uniform Grids

There are published several different studies on how to develop the theory of dicrete
gradient methods to partial differential equations. A method founded on developing
discrete counterparts to the variational derivative is thoroughly reviewed by Furihata,
Matsuo and coauthors in a large number of publications, see e.g. [10] and [12]. The
average vector field method performed on the system of ordinary differential equations
obtained by discretizing the PDE in spatial dimensions is presented, with examples for
several different PDEs, in [3]. Dahlby and Owren present a method in [7] where they
defer the spatial discretization and perform a semi-discrete variational derivative method
on the system. However, as stated in [9], all these methods can be viewed as identical,
in the sense that they lead to the same scheme, for a given discrete gradient and a given
spatial discretization.

Following the definition in [9], a discrete variational derivative method for PDEs of
the form (2.24), preserving the consistent approximation Zy(u) : RM — R of the first
integral Z [u] on the uniform grid X}, : g < x1 < ... < xp—1, represented by the vector
X = (wg,21,...,207-1)", is given by

unt 1 _ u” 5Id

= Sdi&(uﬂ“, oL (2.26)

where u" = (uf,u?,...,u, )T are vectors of approximations u? to u(z;,t"), Sy is a
skew-symmetric matrix Sg(u™”!, u") approximating the antisymmetric operator S(u),

and the discrete variational derivative % is a continuous function of (1, u) satisfying

<5(ffdu),ﬁ—u> = T,(1) — Zy(u), (2.27)
5T, 61y
Smw) — du (2.28)

The inner product (-, -) in (2.27) is here meant to be the discrete analogue to the L?-inner
product in the continuous case, defined by

(u,v) = Az -ulv, (2.29)
where Ax is the spatial step size.
As proven in [9], by setting Zy(u) = A-Zy4(u), a discrete variational derivative satis-
fying (2.27)-(2.28) can be found by the relationship
0Ly == .
= VI, 2.30
5(1/\1’ u) d(u7 u)? ( )

for any discrete gradient VZy (i1, u) satisfying (2.6)-(2.7).
Example 2.2.1. The well-known Korteweg—de Vries (KdV) equation is given by

U = —6uly — Upgy. (2.31)
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It can be written on the form (2.24) with

9
oz’

HE [u] = /(;ui —u3> dz, (2.32)

where the first integral HX [u] is the Hamiltonian. We wish to discretize the equation
on a uniform grid uniform grid X : zg < z1 < ... < xp—1 with spatial step size
h = zi4+1 — x;. We let the approximation to u(x;,t) be denoted by u;, and define the
difference operators on the vector u = (ug,u1, ..., upr—1)" by

SK =

Ujr1 — Us
5;;_1111 L )
_ U; — Uj—1
oo = L
Uil — Ui—1 1 _
(5;;“@ T = 5(5;_’&-1-(536 Uy,
52 Uj—1 — 2U; + Uit1
U 2 )

The Hamiltonian (2.32) can then be approximated by
M-1 1 )
Hg(u) = Z h <2 (6;3%1) — (u1)3>

M1
1
= 2 <2h (uig1 — u;)” — h(ui)3> : (2.33)

This is a first integral of the form

d
Hd(u) = Z lez(uz) + Z CijUitj | + Ca+1, (2.34)

i=1 j=it+1

where ¢;, ¢;5, c4+1 € R are constants, and f;(u;) : R — R are functions. From Proposition
1 in [9], we then have that the average vector field and product discrete gradients are
identical. By applying (2.30), we get the discrete variational derivative

5AVFH§ _ 5PH§ R TP A2 2
) o(mu) iéw(u—i-u) (0° 4+ tlu + u®),

where the multiplication of two vectors is meant to be component-wise. Similarly, we
get the coordinate increment discrete variational derivative

(5017’[5_1 . + 2 A 2
5(ﬁ,u)_ﬁ(5xu 6 u) — (0 + Gu + u?),
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and have then two different schemes for solving (2.31),
1
u"tl = u" — At- 5; (25923(un+1 + un) + (un+1)2 + u"u ! + (un)2>
and
1
h
which both preserve the approximation (2.33) of the Hamiltonian (2.32). Although not

presented here, a third, slightly more intricate scheme can be found by applying the
midpoint discrete variational derivative.

un+1 —u" - At(sgcc ( (5;run+1 _ 5;11”) + (un+1)2 + unun+1 + (un)2>

2.2.3 Discrete Variational Derivative Methods on General Fixed Grids

Extending the discrete variational derivative methods to non-uniform grids is of great
interest, both since it increases the possibility of getting precise results with a limited
number og space points and because it makes it possible to solve multi-dimensional
problems on complicated domains.

Yaguchi, Matsuo and Sugihara developed in [25] an extension of the discrete vari-
ational derivative method of Matsuo and Furihata, presenting a discrete variational
derivative, for every PDE in a limited class, that is unique up to the spatial discretiza-
tion. In [26], they have developed an integral preserving method for general fixed grids
by combining the discrete differential forms of Bochev and Hyman [2] and the discrete
variational derivative methods.

In this section, we will extend the theory of the previous section to non-uniform
grids, thus obtaining integral preserving methods for general fixed grids, with infinitely
many different discrete variational derivatives for a given first integral. Let us first give
a formal definition of a discrete variational derivative on a general fixed grid.

Definition 1. Denote by x;, ¢ = 0,..., M — 1, the positive weights defined such that
Zi]\ial k; approximates the integral operator. Let the function Zx(u) = Zf‘ial kill(a)
of the vector u € RM of approximations u; to u(z;) be a consistent approximation to

the first integral Z [u] on the grid X, : z9 < z; < ... < xp—1, whose grid points x;

are the elements of x € R™. Then the continuous function 5(5{{’:1) of (i, u) is a discrete
variational derivative of Zy(u) if it satisfies
0Ix . "
<5(ﬁ,)i1) ,a— u>x = ZIx(0) — Ix(u), (2.35)
0T« 0T«
= = 2.36
d(u,u) du’ (2:36)

where the inner product (-,-), is the discrete analogue to the L?-inner product, defined
by

M-1
(u,v), = Z Rilivj. (2.37)
=0
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Note that the weights x; depend on the grid points x;, and are typically given by
Ki = Tjp1 — T; OF K; = ~HLT=L

We now present a generalization of (2.30) that also holds for non-uniform grids.
Theorem 1. Given a discrete gradient VI(,u) satisfying (2.6)-(2.7), then for every
function Ix(u) = zg‘io_l kil;(u) : RM — R of the vector u of values u; on the fived grid
Xpizg < 1 < ... < xp—1, whose grid points x; are the elements of the vector X, a
discrete variational derivative satisfying (2.35)-(2.36) is given by

0Zx
d(a,u)

= D(x) "'V (1, ), (2.38)
where the M -dimensional vector K := (kg, K1, ..., kar—1)* and the M x M-matriz D(K) :=
diag (Ko, K1y ey KM—1)-

Proof. Applying (2.6), we get that, for the discrete variational derivative defined by
(2.38),

<

< 51, ’ﬁ_u>x = (D(x)"'VI(&,u),a - u),

(4, u)
M-1 1_ B
= ) i — VI (8, W), (1 — i) = Vi (&, u)’ (it — u)
:0 1

= X ﬁ)_IX(u)v

and hence (2.35) is satisfied. Furthermore, applying (2.7),

0Zx

5(11 ll) = D(K)ilﬁl—x(U, 11) = D(K)ilvz—x (u) . (239)

Now, with the discrete inner product given by (2.37), we have from (2.22) that

M-1
d 0T \ 0T,
ae:OIX(u+EV) B <5u’v>x_ iz;ﬁl<6u)ivl
ST\ * "
u

This can be compared to a property of the directional derivative of Z, which says that

d

| Lutev) =ViI(u) = V. (w)lv, vveRM, (2.41)
€

e=0

as long as Zx is differentiable at u. Since (2.40) and (2.41) holds for all vectors v, we
have that
0Ty

o= D(x) 'V (u), (2.42)
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and by coupling (2.39) and (2.42) we get

T _om,
S(u,u)  Su’

and (2.36) is also satisfied. O

Then we have that the discrete variational derivative methods for PDEs of the form
(2.24), preserving the consistent approximation Zx(u) of the first integral Z [u] on the
general grid x € RM | is given by

u"tl —u” 0T«

At = SXW7 (2.43)

where Sy is a matrix Sx(u”t!,u") that is an approximation to the antisymmetric op-
erator S(u), and itself antisymmetic with respect to the inner product (-,-), defined by
(2.37). That is, Sx must satisfy

(v, Sxw), = — (Sxv, W), (2.44)

for two arbitrary vectors v,w € RM. Note that a matrix Sy satisfying (2.44) is in general
not antisymmetric by the standard definition in linear algebra, i.e. S # —Sx. However,

(D(K)Sx)" = —D(k)Sx

is an equivalent definition to (2.44).



Chapter 3

Moving Grid Methods

In this chapter we will give a brief presentation of general methods for solving time-
dependent PDEs on moving grids. The moving grid methods can roughly be described by
three major components: A grid movement strategy, discretization of the PDE and the
approach used to solve the coupled system of physical and grid equations [16]. The grid
movement strategy and the discretization of the PDE can to a large extent be described
separately from eachother. We will therefore mainly focus on the grid movement in this
chapter, since it is independent of any integral preserving property of the method. Lastly
we give a short summary of common approaches to discretizing the PDE and solving
the coupled system.

3.1 Grid Movement

The motivation behind using a moving grid is a wish to minimize the number of grid-
points necessary to achieve the desired accuracy of the numerical solution, thus mini-
mizing the computational cost for the solver. The intuitive idea is that more grid-points
are needed in the areas with the highest spatial activity. More formally, the grid-points
should be clustered in the regions of the domain where the gradient of the solution w is
largest at a time t.

3.1.1 Equidistribution

Most methods for distributing the grid are based on the equidistribution principle, first
introduced by de Boor in [8]. Given a continuous function w(x), typically depending
on the first and/or second order derivatives of the underlying solution u to be adapted,
the number of grid points M + 1 and the bounded domain [a,b] where u is defined,
equidistribution entails finding a grid X, : xp = a < 1 < ... < xpy = b such that

1 Ti4+1
/ w(x)dr = / w(x)dz, fori=1,...M —1. (3.1)

0 i
The function w(x) is in most cases chosen out of a desire to minimize the error of
the numerical approximation. It is called the monitor function in much of the literature,

14
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including [27] and [24], while it is labeled the mesh density function in [16], where its
square, w(z)?, is called the monitor function. We will follow the latter terminology here,
renaming w(x) the grid density function. To ensure that the equidistribution is unique,
we will impose that the grid density function is by definition strictly positive, i.e.

w(z) >0, Yz € la,bl.

A typical choice of w(x) is the arc length grid density function

wla) =1+ 2, (3.2)

which is such that the integrals in (3.1) represent the arc length of the curve between
adjacent nodes.
3.1.2 Coordinate Transformation

The grid X5, may be given by a one-to-one coordinate transformation from the compu-
tational domain = = [0, 1] to the physical domain X = [a,b], denoted by

r=a(¢), £€[0,1]. (3.3)
Given a uniform grid =, : §g < & < ... < & in the computational domain =, defined by
i
T A 4
b= (3.4)
the transformation (3.3) should be defined such that

The equidistribution property (3.1) may be rewritten as

/z wla)dr = - / :M w(z)dz. (3.6)

Defining o = f;;)M w(z)dx and inserting (3.4) and (3.5), the property (3.6) becomes

z(&;)
/ w(x)dr = o&;. (3.7)

0

Generally, a continuous mapping (3.3) is called an equidistributing coordinate transfor-
mation for w(x) if it satisfies the equidistribution principle given as

z(§)
/ w(z)dxr = o€. (3.8)
o
Differentiating (3.8) once or twice with respect to & yields two equivalent definitions,
d
w(az)d—z =0

and

;g <w(x)j§> 0. (3.9)
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3.1.3 Computing the Equidistributing Grid

Although the equidistributing grid is uniquely given for a strictly positive grid density
function, it can rarely be found exactly. Even if we know the function u(z), the integral
of w(z) is often impossible to calculate analytically. Since, in most cases, it is impossible
and also unnecessary to find a precise equidistributing grid, there exists several differ-
ent methods for obtaining the grid by numerical computations, giving slightly different
approximations to the equidistributing grid defined by (3.1). We will now give a brief
presentation of some different methods for finding an approximately equidistributing
grid Xj,.

Zegeling presents in [27] a method for finding a system of M — 1 semi-discrete grid
equations for the implicit determination of the grid X;. By applying the midpoint
quadrature rule on the integrals in (3.1) and inserting semi-discrete variables, we get the
system of M — 1 equations

(1 — xo)w1 :(xi+1—xi)wi+%, i=1,..,M—1

[

or equivalently
(x; — mi_l)wi_% = (Tiy1 — xi)wH%, 1=1,..,M—1, (3.10)
which together with the boundary conditions
ro=a, xpy=>,

can be solved to give an approximation to an equidistributing grid. In (3.10), w; 41
2

represents a semi-discrete approximation to w(L;:Z“) As an example, for the arc

length grid density function (3.2), we may set

2
Uj41 — Uj

=1 )
i+3 \/ <$i+1 - l‘z)
If w(z) in known, the wu;’s can be found exactly. However, typically u is only given by
numerical approximations evaluated on a previously evaluated grid. The u;’s can then
be found by interpolation over on the the new grid, or the system of equations (3.10) can
be coupled with the system of equations representing a step in time of the PDE solver.

The system of equations (3.10) can also be found by discretizing (3.9) on the com-
putational grid &, obtaining

2 ZL’l+1 Ty — Tj— 1)
S —0, 3.11
Siv1 — &1 < Yits §it1 — & Yij 2§ — & (3:-11)

which is equivalent to (3.10) when &1 — & = A is constant. To avoid having to
interpolate the u;’s over on the new grid, we may introduce an artificial time 7 to
(3.9) and solve a relaxed version of (3.11) with the w’s evaluated on a previous grid, as
described in [24].

w
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An alternative to the discrete moving grid equations given above is the so-called
moving mesh PDEs,; which explicitly involves the speed of the grid. A presentation of
these methods is given in [16].

A direct approximation method for one-dimensional problems is proposed by de Boor
in [8]. For this method, it is assumed that the grid density function is known on a given
grid X; : 2y = a < 2} < .. < 2l = b, typically the current approximate grid in an
iterative process. The grid density function w(z) is then approximated by the piecewise
constant function

W for z € [z, 2]

w(z))tw(zh) for x € (x4, x

e : (7, 2] (3.12)
w for € (2 _y, o] .

We will modify the algorithm slightly, by replacing % with w(%)
discrete approximation of this, as in Zegeling’s method.

De Boor’s algorithm finds the equidistributing grid for the function p(x). Denoting

, O &

we get
/ /
Ti_q +xj

/ / .
P(z;) = Z(% - x;_l)w(T)’ i=1,..,K.
After determining, for a given i € [1, M — 1], the index k such that
1
P(af_y) < +-Plaxr) < Plaf),

we also get
/ /
Tp_1 T T

Pz;) = P(aj_1) + (2i — 2y Jo(——

) fori=1,..,M—1. (3.13)
The property (3.7) can now be rewritten as

P(x;) = &P(xm),
and by inserting (3.4) and (3.13), we find that z; can be directly calculated from

o #P(xar) — P(x),_y)
Ty = Tp_1 7 /
w(x)_, + )

The drawback of de Boor’s algorithm is that it does not extend easily to higher dimen-
sions.

Note that all these methods only find the equidistributing grid for an approximation
to w(x). For a better approximation to the equidistributing grid of w(x), an iteration
procedure could be performed.
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3.2 Discretization of the PDE

The effect of grid movement in the time discretization of the PDE is typically treated
with either the Lagrangian approach or the rezoning approach [16].

3.2.1 The Lagrangian Approach

With the Lagrangian discretization approach, we assume that the grid points move
continuously in time, so that the time-derivative term wu; in the PDE (2.20) can be
transformed into a term along the grid trajectories X (t) : o = a < z1(t) < ... <
z;i(t) < ...xpr = b. Denote the transformed variable v(&,t) = u(z(,t),t). By the chain
rule, we then have

Ov  Ou  Oxdu

ot~ ot " ator

which inserted into (2.20) results in the Lagrangian form

ov Oz Ou J

— = ,u’). 3.14

ot = aros 0w (3.14)
Applying the differences operator J, to spatially discretize the convection term %%

and letting F(u,x) = [fo(u,X), ..., far_1(u, x)] denote the discretization of f(x,u”), we
obtain the semi-discrete system of ODEs

= A+ fi i =0,.,M—1
at E)t 5&:”1 + fz(u7X)7 ? 07 7M

where u;(t) ~ v(&,t) = u(x;(t),t). Thus the temporal discretization can be performed
in a standard manner.

3.2.2 The Rezoning Approach

When applying the rezoning approach, we assume that the grid moves in an intermittent
manner in time. That is, the grid is considered to vary only at discrete time levels ¢".
The PDE can then be integrated for the current time step at the fixed grid X}?H :
gt =a < i < < 2! = b, The initial data a7 ~ u(2}",¢") at the integration
step from time ¢" to "1 must then be interpolated from the solution data u? ~ u(z?,t")

from the integration over the previous time step.

3.3 Solution Procedure

There are two different approaches used to solve the coupled system of physical and grid
equations: The alternate and the simultaneous solution procedure.
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3.3.1 Alternate Solution Procedure

As its name suggests, the alternate solution procedure involves solving alternately for
the physical solution and the grid. Given the grid X}’ and numerical solution u” at time
t", the grid X;;'H is evaluated, before the solution u”*! is obtained on this grid by a
PDE solver. With this procedure, the grid at time ¢"*! adapts only to the solution u”
at time t"™. This lagging in time will usually not create any trouble, as long as the time
step is reasonable small. By design the rezoning approach can only be carried out this
way. For higher dimensional problems, with accompanying increased complexity, the
alternate solution approach is usually preferred.

3.3.2 Simultaneous Solution Procedure

With the simultaneous solution procedure, which is only relevant when a Lagrangian
approach is used, the grid .CUZ+1 is evaluated simultaneously with the solution u™*! at
the time ¢"*!. That is, the grid equations and the physical PDE are coupled and solved
as one large system of equations.



Chapter 4

Integral Preserving Methods on
Moving Grids

In this chapter we will present integral preserving moving grid methods. As noted in the
previous chapter for general moving grid methods, the grid movement strategy and the
discretization of the PDE can to a large extent be described separately from eachother.
We will propose methods where the integral preservation property is a consequence of
the temporal discretization of the PDE, which thus is the part we will focus on in this
chapter.

First we must clarify what is meant by integral preservation on moving grids, since
the exact integral Z [u] cannot be calculated without knowing the continuous function
u(x,t), and must therefore typically be approximated by a function of the vector u
evaluated at a given grid Xj. Given such an approximation Zyo(u") of Z[u] at the
initial time t° on the grid Xg represented by xY, the methods introduced in this chapter
are integral preserving in the sense that

Ixn (u") = Lo (u°),  for all n > 0.

The methods will all be defined by a single step

n+1l __ n
u - \I’(Xn+1,xn,At)u )

computing the approximated solution u”*! at time ¢"*' = t" + At on the grid x"*!,
from the solution u™ at time t" on the grid x™. To simplify notation and make the
numerical schemes more perspicuous, we will use @ := u”*! and u := u”, and likewise
for x and t, in the subsequent sections.

4.1 The Modified Discrete Variational Derivative Methods
on Moving Grids

We wish to further develop the discrete variational derivative methods to also be ap-
plicable to moving grids. Since the Lagrangian discretization approach involves the

20



4.1. THE MODIFIED DISCRETE VARIATIONAL DERIVATIVE METHODS ON MOVING GRIDS21

introduction of a convection term and subsequently discretization of a PDE not of the
form (2.24), it is incompatible with the DVD methods. We will therefore focus on al-
ternate solution procedures that utilize the rezoning approach, which requires the initial
data at every time step to be evaluated at the new grid X, represented by X. Therefore
it is necessary to interpolate the solution approximation at time ¢ from the old grid x
to the new one, X.

Unless the interpolation procedure, given by the operator @4 ) mapping a vector
v € RM™ from x to %, has integral preservation as a property, the approximation of the
first integral will in general not be preserved, i.e.

Ix (u) # Iﬁ(q)(fc,x)u)

Hence applying a standard discrete variational derivative method, as given by (2.43), on
® (5 x)u will not preserve Zy (u), although it will give

Iz (@) = Zx(P sz x)0)-

We will thus propose a method that adjusts the DVD method so that is does indeed
preserve Zy (u), while still being a discrete analogue to the form (2.24) of the continuous
equation.

Definition 2. Let the elements x; of x € RM be the first M points on the grid X, :
o =a < 21 < .. < xpy =0b, and let u € RM be a vector of approximations wu; to
u(z;,t), for i = 0,..., M — 1. Let Zy(u) : RM — R be a consistent approximation to the
first integral Z [u] over the interval [a,b], and % any discrete variational derivative
of Zx(u), as given by Definition 1. Then, the modified discrete variational derivative
methods on moving grids, for advancing the numerical solution u of (2.24) on x at time

t to @ on X at time ¢, are given by

X ’x) u) ~ 61.5‘(
Vi At-Sg——
N (@) + § (@, @ (zu)

(4.1)

where @z ) is any operator interpolating from x to %, At = t —t, and Sy := Sg(i,u)
is an approximation to S(u) that is antisymmetric with respect to the scalar product

<'7 >5c

Theorem 2. The modified discrete variational derivative methods on moving grids,
defined by (4.1), preserve an approximation to the integral T [u], in the sense that

Tx(8) = Ze(u). (4.2)
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Proof. By inserting (4.1) into (2.35), we get

Ts Iy — Iz ,(I) X,X
W, P(zx)U 0Ts - (1
<6(ﬁ7¢<ﬁ S VE(@)

6(u (s, x)u

+AL 01x
1) (u (E(xx)u)’ x5 (u <I>(xx)u) %

= Ix(u) - I}?<(I)(5(,x)u)a

_ <Ix(2 ( u)> < uf;ix)u),vz,z(ﬁ)k
S

and hence (4.2) is statisfied. O

We will call the second term on the right hand side of (4.1) for the adjustment term,
since it adjusts the solution @ to make it satisfy (4.2). Note that VZ; (&) = D(k )5513‘ in
the adjustment term could be replaced by any vector field VZg : RM x RM — RM and
(4.1) would still be integral preserving as defined by (4.2). However, VZz should be an
approximation to VZ (1), as this keeps the adjustment term small. We have chosen to
only include VZ; (1) in the definition of the modified DVD method, whereas one step
of the alternate modified DVD methods is given by

Ix — Ix(P X,X ~
a = (I’(;‘c,x)U-i- 5T (u) ” ( A( . )U) VI;C (ﬁ,‘I)(;(’x)u)
(saogw VI (8 ‘1’<>z,x>u)>ﬁ
+AL- S; 0Lk (4.3)

5 (ﬁ, <I>(,27x)u) ’

where VZg (ﬁ, P (5,x) u) can be chosen to be different from VZ ().

4.2 Linear Projection Methods

An introduction to integral preserving projection methods for solving ODEs is given in
[14]. By semi-discretizing the PDE (2.20) to obtain a set of ODEs, projection methods
can thus be used to generate integral-preserving methods for PDEs on a fixed grid, as
with discrete gradient methods. We will now introduce integral preserving projection
methods on moving grids. For simplicity, only linear projection is regarded.

Definition 3. Let the function fy : RM x RM — RM be such that
a—u

At

— fult, ) (4.4)
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defines a step from time ¢ to time ¢ = t + At of an arbitrary one-step method applied to
(2.20) on the fixed grid X}, represented by x. Define the (M —1)-dimensional submanifold
M(:‘c,x,u) of RM by

Mz xum = {0 € R : T (01) = Ty (u) } . (4.5)

Then, we define one step of a linear projection method u — 1 from the grid x to the
grid X by

1. Interpolate u over on X by computing v = @3 yyu for an arbitrary interpolation
operator ® (5 4 interpolating from x to X,

2. Integrate v one time step by computing W = v + At fx (W, v),

3. Compute &t € Mz x ) by solving the system of M +1 equations & = W+ AVZg (1)
and Zg () = Zy(u), for t € RM and A € R.

The projection in the above definition is called linear projection because VZg (1) ||
(—Ww). Note that VZz (@) in point 3, which defines the direction of the projection, may
be replaced by any vector field VZg : RM x RM — RM | but VZg(i) is the choice that
minimizes the Euclidean distance ||[& — W/

By utilizing the fact that for a method defined by (4.4) there exists an implicitly
defined map ¥y : RM — RM gsuch that &t = ¥y u, we define

Y,u—u

gl ="

and may then write the tree points in Definition 3 in an equivalent, more compact form
as: Compute @t € RM and A € R such that

a = <I>(,»(’x)u+Atgﬁ(<I>(,»(,x)u)Jr)\VI;((ﬁ), (4.6)
L) = Ti(u) (4.7)

for an arbitrary interpolation operator @4 ) interpolating from x to X.

The following theorem and proof are reminiscent of Theorem 2 and its proof in [20],
whose subsequent corollary shows how linear projection methods for solving ODEs are
a subset of discrete gradient methods.

Theorem 3. Let g5 : RM — RM be a consistent approximation of f in (2.20) and let

6(61‘%,’:1) be an arbitrary discrete variational derivative of T in (2.24) on the grid X} given

by the elements of x. If we set Sx in (4.1) to be

2(P(z0w) VI (0) T — VIg(0) g2 (Pz0u) ”
5. = 5P VIx(D) (0)g%(P(zxu0) D), (48)

5Tx N
<§(ﬁ,<b(5(’x)ll) ’ VI,"( (u)

then the linear projection method for solving PDEs on a moving grid, given by Definition
3, is equivalent to the modified discrete variational derivative method on moving grids,
given by Definition 2.



24 CHAPTER 4. INTEGRAL PRESERVING METHODS ON MOVING GRIDS

Proof. Assume that (4.6)-(4.7) are satisfied. By (4.7) and (2.35), we have that
Ix(u) = Iz (P u) = Zz() — Zz(Pz x)u)

R S —— »

0, 0z xu %

and by applying (4.6), it follows that

0Z%
Ix(u) — I&((I)(i,x)u) = At <‘m(ﬁx)‘1)’gX((b(i’X)U)>ﬁ
01y
7. (§
A <5(ﬁ7 q)(fc,x)u) ’ v X(u)>5<
and hence
T (1) — Tz (@5 5001) <76(ﬁ 2 u)agﬁ(@<i,x>u>>-
\— (%.x) _ At (& x) X (4.10)

0T (o
<6(ﬁ,<1>(;(,x)u) ’ va(u)>
Substituting this into (4.6), we get
Ix (0) = Zz(® (3 x)u)

(st VI (@)

X

0 = ®gxut

0T
s % (Paow)
+At (gfc(q)(fc,x)u) < (5Zi - > V(1)
5(11,@(;(4’,()11) ? VI)"((H) >5&
Ix — Ix(P(s x
= Bggut 2B op g
AT
6(uvq>(x,x)u)
C 51,} (6
o [P migm) VO
Y (s X X,X
<6(u,<1>(x,x)u) ’ vzx(u)>§(
T
A 0Tz
_ (D(K)é(u <I)(x,x)u)) gﬁ((b(&vx)u) VIA (ﬁ)
6Tz (s X
<6(u,<1>(x x)u) ? va(u)>
_ (I)(~ : Ix (u) —I,*((q)(xx)u) VT (1"1)
X,x Ta N %
<(§(l"l,<1>(;(7 )u),va (u) )A(
X @ XX VI,*( a)T %
—i—At( 9(6;,)11) (@) PR iz |
X i u, Px,x)u
<5(ﬁ,q>(ﬁ,x)u)7VIx(u)>& (%:%)
_ VIx(ﬁ)g;(((I)(x x)u)T D(|A<) 01z )
0L% (A 5 ﬁ, d U 3
<5(u,<1)(ﬁ,x)u)’ x(u)>i (@, @z, 1)
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and hence (4.1) is satisfied, with Sx as given by (4.8). Conversely, if G satisfies (4.1), we
have from Theorem 2 that (4.7) is satisfied. Inserting (4.8) into (4.1) and following the
above deduction backwards, we get (4.6), with A defined by (4.10). O

Since defining Sg by (4.8) is a restriction, the linear projection methods on moving
grids are a subset of all possible modified discrete variational derivative methods on
moving grids. Note also that, since the linear projection methods are independent of
the discrete variational derivative, each linear projection method defines an equivalence
class of modified discrete variational derivative methods, uniquely defined by the choice
of g%-

If we allow for more generality in our projection methods, and replace VZ4 (1) in the
third step of the linear projection method by a different vector field @I;((ﬁ,v) as the
direction of the projection, the linear projection method will be a subset of the alternate
modified DVD methods (4.3), with

gf((q)()”(,x)u)@l}c(ﬁa Q)(&X)u)T - @Ifc(ﬁa (I)()“(,x)u>g§((¢)(fc7x)u)T

Ty o D(K).
(g VI, Pagw))

We could also let gz depend on 1 in addition to ® (5 xyu, thus obtaining the matrix

5. 9

(saaiom VIz(0 9axu) )

4.3 Interpolation

Since the modified discrete variational derivative method defined by (4.1) utilizes the
rezoning approach, the initial data at each time step must be interpolated over on
the new grid from the solution data obtained on the old grid at the previous time
step. The interpolation method may be chosen arbitrarily, but by choosing an integral
preserving interpolation method, i.e. an operator @3 ) dependent on Zx that satisfies
Z3(®(x,x)u) = Ix(u), the adjustment term on the right hand side of (4.1) vanishes, and
thus (4.1) becomes identical to a standard DVD method on the non-uniform grid X,
with @4 xyu as the initial solution data at each time step. We will therefore present two
different ways of generating integral preserving interpolation methods.

4.3.1 A Direct Integral Preserving Interpolation Procedure

Assume that for the first integral Z [u f 1 ( ) dz, we have a consistent approxima-
tion on the grid x given by
M—1
kil (%, u);
=0
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which for any weight x; can be rewritten as

M-1

@
Lo = Y (win — el (xw); = [ iGo)da,
i=0 %o
where i(z) is the piecewise constant function
I(x,u)g for x € [zg, x1]
I(x,u); for x € (z1,x9)

I(x,u)p—1 for z € (xpr—1,20m] -

Then the idea behind the integral preserving interpolation method @ = @& XU is to find
the vector @ € RM satisfying the system of M equations
Tir1
(f,%iJrl - f}l)I()’i, fl)l == / ’L(%)d.T, 1= 0, ceey M —1. (411)
i

As an example, if for the grid point Z;,1, there exists an integer k£ such that Z; €
(xg—1, ] and &;41 € (zk, xE+1], then the i-th equation of (4.11) becomes

(Ziv1 — &) I(X, Q)i = (2 — )L (X, @)1 + (Tip1 — zp) L (X, 1)y

4.3.2 A Two-Step Integral Preserving Interpolation Procedure

Given an approximation u’ on X found by an arbitrary interpolation method u’ = @& ol

which does not in general preserve the first integral Z [u], an interpolant G = @g.?x)u
preserving the first integral can be found by linear projection, i.e. by solving

a = u +\VZz(v) (4.12)

Iz(a) = Ix(u), (4.13)

for t € RM and A € R. We have here replaced @ with u’ in the argument of VZx in
order to save some evaluations of VZ;.

Proposition 1. A step of the discrete variational derivative method on a moving grid
with an antisymmetric matriz Sg, and the initial solution data found by the two-step
interpolation method 1 = (ID&*?X)U, 18 equivalent to a step of the alternate modified dis-
crete variational method (4.3) with interpolation operator @é},x), adjustment direction
Vi (ﬁ, oA u) = Vi (34

(%,%) % X)u), and the antisymmetric matriz Sg given by

T
S 6T A T A S 0Ly
(Sié(ﬁ@({.sx)u)) V(@ 0w — VIz(2( xu) (Sﬁa(ﬁ,qﬂs u)> D

S)"( — (%,%)
_ 0Ty _(HA
<6(ﬁ,<1>é.( oW’ Vis (q)(fc,x) u) >x

R). (4.14)
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Proof. Assume that ®T5  u satisfies (4.12)-(4.13), and that @ is found by (4.1) with Sg

(%)

and G = ®%5_ u. Inserting (4.12) and (4.13) into (4.1) yields

(%:%)

5T

0= O gu+ AV (O yu) + At - Sg—— S (4.15)
) (u,fb X u)
(%%)
By applying (2.35), (4.13) and (4.15), we get that
A . ~ TS e A
Ty (u) — T4 <<I>(5(’X)u) = i (q>(ﬁ,x)u) Tx <<I>(;(7X)u>
— Ti(d) - Ix (@&7,()11) + T (@&?x)u) A
T
= <5:, )\VI&(@E‘;@X)U)
0 (u,q)(&x) >
. Ts
1) <u, é(i’x)u) X
) (u, ®(ﬁ,x)u> ) <u, é(i’x)u> <
Te
- )\<5AX,VI,~{(<I>&7X)u)>
1) (u, <I>(27x)u> <
ror )
1) (u, <I>(§(7x)u> 1) (u, q)(i’x)u) <
and hence
< O S §Tx
Z.(u) — Zz (PL _\u 0@, w5 (a,0TS_u) /.
= (u) (P00 A (028 m) /o (4.16)

X

X

5Ts s
<6(ﬁ7¢'é‘c,x)u) ’ VIX(LI)>

<(mg€m,vzﬁ<ﬁ>>

(%,%)

By substituting this into (4.15), and arguing as in the proof of Theorem 3, we then find
that

Ix () — Zx (D ,yu)

0T%

Vi (@A u)

(%:%)
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with Sg as given by (4.14). To see the converse, follow this last deduction backwards to
get (4.15), with X\ as given by (4.16). For (I)Z?S:X)u satisfying (4.12)-(4.13), the relation
(4.15) is identical to (4.1). O

Discrete variational derivative methods on moving grids with the two-step interpo-
lation method are thus a subset of the alternative modified DVD method with
A (ﬁ, Q)&’x)u> = VIx(9A . u)

(%:%)

and an arbitrary interpolation method.

4.3.3 Standard Interpolation

The computation of u = @1& U typically consists of solving (4.11) numerically, which
may be expensive. Thus it is often advantageous to use a simpler interpolation scheme.
One of the simplest methods is the linear interpolation u = @%ﬁ L where each element
i, 1 =0,...,M — 1, of @ is found by

T; — Tp—1

Ui = ug + (U1 —Uk>xk 2y’

where k is the integer satisfying
T < T < Thyr.

Other choices can be polynomial or spline interpolation. These methods will in general
not be integral preserving, but this will be made up for by the adjustment term in (4.1).

4.4 Solution Procedure

As remarked at the beginning of the chapter, the modified DVD methods on moving grids
utilize the rezoning approach, and must be solved by an alternate solution procedure.
That is, the solution at each new time ¢"*! is calculated by three main steps. First,
the grid X}TLL+1 is computed based on the solution u™ on X7}, calculated in the previous
time step. Then u” is interpolated over on the new grid X,?H, either by a procedure
that preserves the approximation of the first integral or by a procedure that does not.
Subsequently, the solution u”*! at the time t"*! can be found by the scheme (4.1). The
two first steps can alternatively be repeated for a given number of iterations, or until
convergence.

If the grid redistribution at each new time step is generated from the values at the
old time step, with no further iterations, the solution procedure can be illustrated by
the following flowchart.

1. Given a uniform fixed grid over the physical domain and an initial condition ug(z),
use a suitable grid density function w(x) and the equidistribution principle (3.1)
to compute an (approximately) equidistributing initial grid x°. Then compute the

initial solution data u® = {uo(x?)}?igl. Set n = 0.
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2. Use one of the methods presented in section 3.1.3 to compute the approximately
equidistributing grid x"*! from x” and u”.

3. Sompu;ce a :n ﬁ(xn+17xn)u”, for a given interpolation operator ®yn+1 yny mapping
rom x' to x"7.

4. Solve
Ten (0") = Tnsr (1)
6T, n
<§(u::7+;r’lﬁ)7 VIX”""1 (un+1)>
(5Ixn+l
5w @)

u = u-+

VIxm- 1 (u”“ )

xn+1

+At . an+1

: : s e . . o,
for a given discrete variational derivative 5 0 xntl

CGax) and antisymmetric matrix Syn+1,
to obtain u™*!.

5. If t"T1 < M3 increment n + n + 1, and go to step 2.

It may be desired to make several iterations of the grid redistribution process to
achieve a better approximation of an equidistributing grid at every time step. Given
a number of maximum iterations p and a tolerance €, the steps 2 and 3 of the above
procedure can be replaced by the following steps.

a. Set X¢ := x"™ and 0y := u". Set [ = 0.

b. Use one of the methods presented in section 3.1.3 to compute the approximately
equidistributing grid X;11 from X; and ;.

c. Compute 11 = P, )W fl+1 < pand |X;+1 — X;|| > €, increment | < [+ 1
and go to step a. Otherwise, set @ := ;1 and x"*! := %, ; and proceed to step

4.

4.5 Alternative Methods

We will now briefly present two alternative integral preserving methods for PDEs on
moving grids, neither of whom fits into the framework of the modified discrete variational
derivative methods.

4.5.1 Method of Modified Discrete Variational Derivatives

The modified DVD methods utilize the discrete variational derivatives as defined on a
fixed grid. Another way of developing the DVD methods to moving grids could be based

. . . . R . . Tix
on the idea of finding modified discrete variational derivatives 652’5”3) :RMxRM — RM|
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dependent on the grids x and X and an interpolation operator @ ), satisfying

0L(x,x,8) . .
(a0 eam) = Ta(0) 2w o
5I(x x,D) 5Ix
5(u,u) ju’ (4.18)

so that one step of an integral preserving scheme advancing the numerical solution u of
(2.24) on x at time ¢ to 1 on X at time ¢ can be given by

a— <I>(,~C7X)u
At

0T (%,x,3)

BRREICETE

(4.19)
where Si as before is antisymmetric with respect to the inner product (-, ).

One example of a function satisfying (4.17)-(4.18) is the modified coordinate incre-
ment discrete variational derivative, defined by its ¢’th element

|:6CII(§¢,X,<I>):| L 1 Iiz (fl,l, ceny ﬁz‘, Ujt-1y -0 uM—l) - Iii—l (fl,l, ceny ﬁi—l; Ugy vnny uM—l)
T~ . | T = - ’
(5(11, u) Kj U; — Q(ﬁ,x)ui

where we have set X' := (21, ..., %, Zit1,...,2a—1) . Another example is the modified

midpoint discrete variational derivative, defined by

ML (% x,®) 0Tx 1
— = +D
d(a,u) 6 ((0+ Pzxu) /2) (®)
5 T
Ta(@) - Tu(u) = VI (252%) (6= Dis )

- 3 (ﬁ — (I)(f(’x)u).
[ — Dzl
A modified version of the product discrete variational derivative can also be found, but
its explicit definition is quite intricate, and therefore omitted here.

Even if the consistency relation (4.18) is satisfied by the modified DVDs defined
above, we generally have that

Tiz.x,0) 0Zx

(Pxxu,u) © du’
as long as X # x. In fact, the modified DVDs generally diverge as G — @3 x)u and
X # x, and hence (4.19) is often difficult to solve numerically. For this method to be

successful, the implementation must ensure that the grid movement is sufficiently small
where the variations in the solution are small.

4.5.2 Projection Method with Lagrangian Discretization

The main goal of this thesis is to extend the discrete variational derivative methods to
moving grids, in which case the Lagrangian approach is not relevant, as noted in section
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4.1. Considering projection methods however, the Lagrangian approach could be used
to obtain a temporary solution at the new time step, which could then be projected
over on the manifold Mx x ) defined by (4.5). One step of that particular projection
method could then be given by the following: Compute @t € RM and A € R such that

i = u+ D(X—x)0xu+ Atgx(u) + A\VIg (1),
Ii(0) = Ix(w),

where gx is defined as in section 4.2, and the difference operator dx approximates the
spatial derivative on the grid x. Coupling this system of equations with the equations
for grid generations, we obtain an integral preserving method than can be solved by a
simultaneous solution procedure.



Chapter 5

Numerical Examples

In this chapter, we will develop the integral preserving modified discrete variational
derivative methods presented in the previous chapter for two different initial-boundary
value problems. The schemes will be evaluated in the form (4.1) for the concrete exam-
ples, and numerical results are subsequently presented.

5.1 The Test Problems

We will test the integral preserving moving grid methods on two different nonlinear,
dispersive partial differential equations which both model waves on shallow water sur-
faces and have exact analytical solutions for certain initial conditions. The first such
equation is the KdV equation from Example 2.2.1, given by (2.20). It is a popular choice
of equation for testing numerical schemes. We will impose a given initial condition

u(z,0) = up(z), (5.1)
and periodic boundary conditions,

w(=L,t) = u(L,1). (5.2)

5.1.1 The BBM Equation

We will furthermore consider the Benjamin-Bona—Mahony (BBM) equation introduced
in [1],
Up — Uggt + Uy + uty = 0, (5.3)

with a given initial function (5.1) and periodic boundary conditions (5.2). The BBM
equation describes surface waves in a channel. It belongs to a class of equations defined
by the generalized hyperelastic-rod wave equations [5].
By introducing m(xz,t) = u(x,t) — ug.(z,t), the equation (5.3) can be rewritten on
the form (2.24) as
my = S(m)%v

32
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for two different pairs of a antisymmetric differential operator S(m) and a Hamiltonian
H [m],

1 _ 2 1
S (m) = (3u+ 1)0, 5 Uas
H[m] = ;/(u2 + u2)dz, (5.4)
and
SZ(m) = —0;+ 890959[:7
We[m] = % / ( 2+%u3)dx. (5.5)

Discrete variational derivative methods on uniform grids, preserving either #! or H?, are
derived for the problem in [9]. We will here develop corresponding schemes on moving
grids.

5.2 Modified Discrete Variational Derivative Methods

We will now systematically derive integral preserving schemes of the form (4.1) for the
KdV and BBM equations.

5.2.1 Spatial Discretization

We wish to discretize HX, H! and H! in space using finite differences on the grid X, :
0 =a < 71 < ..<xp = b, from which we get the vector x = (:Eo,xl,...,a:M_l)T. We
let the approximation to u(z;,t) be denoted by u;, and set u = (ug, uy, ..., uM_l)T.

The difference operators 6+, 6~ and § on an element v; of the vector v are defined
by

+.,.
(5 V; = Ui41 — U4,y
0 v = v —vi_1,
C
0°v; = wviy1 — Vi1,

and accordingly, the right, left and central discrete derivatives of u at x; are given by

0wy wipr —

x Y
0te; w1 — @
5= R R e T
xui - 6_ - 9
Ti T — T
s — 0°u;  Uip1 — Ui
xX -

0°i  Tip1 — Ti-1
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Furthermore, we define the discrete double derivative as

2y = L1 (5 OTi 5t 1ot 5%25)%
20%x; ((SJrl'l) (671'1)

_ 1 <$i+2+xi+1_~ri_$i—1(u‘ =)
) (i1 — )2 " '

Xl T T Ti—1 — T2

(ui — Ui—l)) ;

and set
m := (1 —62)u.

Utilizing the difference operators, we get a discrete approximation of HX [u] by

W - Yo (3 (620" + G0)”) - @)

M1y x 1 u w;\ 2 U — U 2
o — 21 1 — o
= Z ke S N e (HZ> + (H> — (w)? ] .
— 2 4\ \zit1 —w; T — T
=0
For the BBM equation, we have a discrete approximation of the first Hamiltonian given
by

Hy(m) = MZ_I 664% ((Ui)Q + % ((5;{%)2 + (5;%')2))
i=0

S 1 (i —ui\? wi— w1\’
_ Z i+1 i—1 (Uz)2 += i+1 7 + % 1—1 ’
pad 4 2 Tip1l — T T — Ti—1

while the second Hamiltonian is approximated by

M-1 M-1
2m) = S” 0T (2 L) = S T = Tion (e L s
i) = 32O (0 o) = 32 T ().

5.2.2 The Discrete Variational Derivatives

As in the case of a uniform grid, the approximation HX (u) of (2.32) is of the form (2.34),
and the average vector field and product discrete variational derivatives are therefore
identical. We find it in the general grid case to be

5AVF/H,I§ . 51:7‘[5
S(a,u)  6(f,u)

1
== —553( (+u) — (&* +du+u?), (5.6)

Here, and in the following, the multiplication of two column vectors is meant to be
componentwise. We will utilize this DVD in the following experiments.
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The variational derivatives with respect to m, %imj for j = 1,2, can be found by first

deriving the variational derivatives with respect to u, ‘%j, using the definition (2.22),

and then utilize the relation % =(1- am)—% to get % Using this approach, we
get

e
om "
57‘[2 o -1 )

Similarly, we use % =(1- 5,2()_1% to get

oML

om "

OH2 _ 1
- (1—63)"(u+ §u2).

Corresponding to the variational derivative case, we define the discrete variational deriva-
tives with respect to m by the relation

5H;, 5H;,
X —(1— 62 —1 X . 57
seam) ) S D
We observe that 657;% is a linear function of m, and hence, by Theorem 3 in [9]

and Theorem 1 in this thesis, the midpoint, average vector field and product discrete

variational derivatives are identical for #!, and they are given by 5((ﬁ1§+;)/2) Thus we
have a discrete variational derivative on the grid X} represented by the elements of x
given by

(5MH,1< _ (SAVF/H,Ic _ 5})7‘[,1( u+u

S(,m) 6(m,m) o(m,m) 2 (5.8)

which we will employ in the subsequent experiments.
Furthermore, since H2(m) is of the form

M—-1

Hx(m) = Z szz(’u,z) + CM,

=0

where ¢; € R are constants and f;(u;) : R — R are functions, we have from Theorem 2 in
[9] that the coordinate increment, average vector field and product discrete variational
derivatives are identical. We find

vcﬂ-[i(ﬁ, u)i =

4 @i—ui
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and accordingly, we get

SciMz  daveMi  SpHE
S(m,m) §(rm,m) J(rh, m)

_ 1 -1
(1-062) 1D<250x> VerH2 (i, u) (5.9)

- (1-6)" <;(ﬁ+u)+é(ﬁ2+ﬁu+u2)),

which we will use as the discrete variational derivative of %2 in the following experiments.

5.2.3 Approximation of the Antisymmetric Matrix

The choice of an approximation of S¥(u) or S(m), for j = 1,2, is not unique. For S¥(u),
it is natural to choose the central difference operator d5, which is indeed antisymmetric
with respect to the inner product (-, -),.

In the BBM case, we will use two different choices for each Hamiltonian. First we

use the central difference operator, and apply the fact that

2 1 1 1
Si(m)v = —(gu + 1)0,v — FUs¥ = —(gu + 1)0,v — gam(uv)
to find the antisymmetric operator
1 1
S}((rh,m) = — <6 (ﬁ+u)+1> 5;3(—65;3((ﬁ—|—u), (5.10)

where we emphasize that an operator (dxu) is defined such that (dxu)v = dx(uv). As

an alternative choice, we have

—((1 4 a) 6ga) (D(6°%)a) " + (D(°%)a) ((1+ @) oga)T
(G410, D(6x)a),

where we for convenience have set 1 := @4 xyu. The matrix (5.11) is of the form (4.8),

where we have set

Sz (i, m) = D(5°%), (5.11)

95(P(0n) = = (1+ Pz xu) 0% (1) (5.12)
and hence, for the BBM problem, the modified DVD method with the approximation
to St(m) given by (5.11) is equivalent to a linear projection method with the temporal
integration step given by the Euler method.

Similarly, for the approximation of S?(m), we use the central difference operator to
find
Sz(m, m) = —65(1 - 6563), (5.13)
and from (4.8) and the Euler method, we obtain
gx(W)VHZ (0)" + VH2 (1) go (1) T
(=82 (@+a+5 @+ i+ @), VH2 (a))

Sg(rh, m) =

where gg(1) is given by (5.12), and

VH (@) = %D(dci) (1-42) <ﬁ 4 ;ﬁ2> .
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5.2.4 An Integral Preserving Scheme for the KdV Equation

Applying the modified discrete variational derivative method with the DVD (5.6), and
defining the operator 6P on a vector v by

b
0°v; = v; + vi_1,

we get the scheme

1
—At - 5 (52(ﬁ + 1) + 0% + G+ ﬁ2> : (5.15)

where we have set % := x"™!, & := u"™! and @ := ®(xn+1 ,nyu”, for any interpolation
operator ®yn+1 yny mapping from the grid given by x™ to the grid given by x"t1. The
scheme preserves the Hamiltonian (2.32) in the sense that

HE, (u™) = HE, (u’), foralln>0.

5.2.5 Integral Preserving Schemes for the BBM Equation

Utilizing the discrete variational derivative (5.8), we obtain the numerical scheme

un+1 — ﬁ—‘l- (1 _ 5)2(n+1)—1 {
(6xm)" ((u)? + 300 (5um)?) = (Fexn )" (8 + 30° (07, )°)
(urt! + @) (D((sexn+1)2)untl)

D(5x" "t 4 %Sinﬂ(mnﬂ, m) (u"t! + @) } (5.16)

where still @ = @ (xn+1 xnyu”, and S (m"*!, M) can be given by (5.10) or (5.11). The
scheme preserves the Hamiltonian (5.4) in the sense that

Hyn (m") = Hio (m?),  foralln > 0.
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Similarly, by using the DVD (5.9), we get the scheme

un-‘rl — + (1 N 5xn+1)—1 {

|: < xn+1 - (un-‘rl + ﬁ+ % ((un+1)2 + un—i—lﬁ +
( ((6°x™T1)?) (1 — 5)2(n+1)_1 <u’”rl + ;(u”H)Q)) } (5.17)
D((Scxn+1) (1 _ 5)2<n+1)_1 <un+1 + ;(un—‘rl)Z)

At _
52n+1 (mn+1’ rh) (1 - 5>2<n+1) 1

—_

(un—H —|—ﬁ—|—§ ((un+1)2+un+1ﬁ+ﬁ2)> },

where S2(m™ ! m) can be given by either (5.13) or (5.14). This scheme preserves the
second Hamiltonian (5.5), i.e. it satisfies

H2, (m™) = HZ, (mo) ,  forall n > 0.

5.3 Solution Procedure

For these one-dimensional problems we will use our slightly modified version of the
straightforward de Boor’s algorithm to compute an approximately equidistributing grid
at each step of time. We choose the arc-length function (3.2) as our grid density function,
and obtain the piecewise constant function

p

ut —ug 2 n ..n

L+ (o= for x € a7, 7]
1

up—up ) ? non

L+ (= for z € («7, 3]

M—1"Tp—2

1+ (%)2 for x € (:U” L]
L L—x%, M-1

n n 2
Unr_ 17 Upr—
\/1 I (H) for z € (2%_y, 2},

at time t", used in the generation of the grid X;ZH represented by x" 1. We set xgH =
z? = —L and find the remaining M — 1 elements of x"*! by first determining, for each
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i € [1,M — 1], the index k such that

P(z_4) < MP (L) < P"(xy),

where

(]~
8
U3
|
8
.3
—
S~—
i~
3
8
=3
N~—

P(af) =
j=1
k
= Z\/(x? —af )P+ (U} —uly)? fork=1,..,M—1,
j=1
PY(L) = P"(xir_1) + (L = xf_1)p" (L)

= P(@Ry) (L=l () — )2

and then calculate

i P (L) = PM(a}_y)
p(zy)
For the calculation of the initial grid X,? represented by x°, we use a background
grid X, ! with grid points

n+l _ _n
Ty =Tt

(5.18)

9L
;! :ZW—L, for i = 0., M —1, (5.19)

and define the piecewise constant function p~!(z) by

p (@) = % \/1 4 <ddxu0(a;;1)>2 + \/1 4 <(icu0(x;r11)>2 (5.20)

for z € (xi_l, m;ﬁl], which we use to calculate x° by (5.18).

For the interpolation over on the new grid, we use either linear interpolation, cubic
Hermite interpolation or the two-step integral preserving interpolation procedure pre-
sented in section 4.3.2. We only regenerate the grid and interpolate u over on it once
every time step, i.e. with no further iterations.

The solutions u”t! at every new time step are subsequently found by the
schemes presented in the previous section. Note that when the integral preserving in-
terpolation procedure is applied, the adjustment term vanishes from the schemes, and
they are hence reduced to standard discrete variational derivative methods on the grid
x" 1 with the initial solution at every time step being the solution from the previous
time step, u”, interpolated over on x"*1.

The solution procedure can then be illustrated by the following flowchart.

tn+1

1. Given the initial solution (5.1) and the background grid x~! defined by (5.19),
compute x” by (5.18) with (5.20), and compute u® = {uo(ajg)}fwgl. Set n = 0.
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2. Generate x"! by (5.18), and compute @i = P (yn+1 xnyu", for a given interpolation
method ®(xn+1 xn) mapping from x™ to x"*1.

3. Compute the numerical approximation u”*! at time ¢"*! by one of the integral
preserving schemes presented above.

4. If t"t1 < ¢M3 increment n < n + 1, and go to step 2.

5.4 Numerical Results

We now present numerical results obtained with the scheme (5.15) for solving the KdV
equation and the schemes (5.16) and (5.17) for solving the BBM equation, implemented
as described above.

5.4.1 The KdV Equation

An exact solution of the KdV equation (2.31) with initial condition

up(x) = %csechQ (\fx) (5.21)

and periodic boundary conditions (5.2) is given by

w(z, t) = %csech2 <\f5(x,t)) , (5.22)

where
l(xz,t) = min |z — ct + 25 L|. (5.23)
JEZL
This is a soliton solution, traveling with a constant speed ¢ in z-direction while main-
taining its initial shape.
We set ul,,.. to be the vector of the exact solution at every space step z;, i =
0,....,M — 1, at time t,,

ugxact = (u(x(]v tn)> ceey u(xM—la tn))T X

and have then that the global error at time step ¢, is given by

Eglobal = HenHZ = Hugxact - unH2 :

For a better indication of the long time behaviour of the presented schemes, we define
the vector u?(n) = (us(xf,n), us(x,n), ..., us(z5,_1,1))T of functions

1
us(zy',m) = icsech2 <\f(l‘ — 17)> , fori=0,...M —1,
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and can then define the shape error

8ghape = l’IlniIl ||un - u?(n)”2 ) (524)

measuring the extent to which the numerical methods are able to preserve the shape of
the wave, and the distance error

€gistance = Ij%lél arg min ||un - u?(n) ”2 —ct" + QJL (525)
n

measuring to what extent the methods preserve the phase speed c of the exact solution.
The global, shape and distance errors, as well as the Hamiltonian error

E;L-[K = HHE”(U'”) - H)Ifo(uo)ng

is plotted for various implementations of the scheme (5.15) in Figure 5.1. The moving
grid solution procedure described in the previous section is tested, with both the integral
preserving two-step interpolation procedure and linear interpolation, and compared to
the same scheme evaluated on a uniform grid.

In Figure 5.1a we see how the scheme preserves the Hamitonian, up to a small
computational error that can be attributed to the round-off error in Matlab’s numerical
solver of systems of linear equations. From Figure 5.1b, we see that the global error of
the moving grid implementations can be compared to the global error of the uniform
grid implementation, although the graph seems to indicate that the error of the moving
grid implementations will get considerably higher than the error of the uniform grid
implementation over longer time periods. This assumption is supported by Figure 5.1d,
where we see that the shape error of the moving grid methods grows steadily with time,
while it seems to stay within a certain limit in the uniform grid case. The phase speed
is however better preserved by the moving grid methods.

The choice between linear interpolation and the two-step interpolation procedure
seems to make only a small difference in this case. We remark that for the initial
interpolation step u’ = ®(z,x)u in the two-step procedure, we used linear interpolation.
Thus the small difference between the methods makes sense in the view of Proposition 1,
which states that they are then different types of the alternate modified DVD method,
but with the same interpolation operator.

5.4.2 The BBM Equation

We have that
1/ 1
u(z,t) = 3(c — 1) sech? (2 1- l(x,t)) : (5.26)
(&

with I(z, t) as given by (5.23), is a solution of (5.3) with the periodic boundary conditions
(5.2) and the initial value

up(z) = 3(c — 1) sech? (;\ /11— 136) : (5.27)
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This is a soliton solution of the BBM equation which travels with a constant speed c in
z-direction while maintaining its initial shape.
We define the vector of exact solutions u”,.. = (u(zo,tn),...,u(zar—1,t,))", the

global error 3,1 = [[Ugkact — u"||y and the Hamiltonian errors
Sy = [P (™) = o ()|,
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Figure 5.1: Error plots for variants of the integral preserving numerical scheme (5.15)
applied to the KdV equation (2.31), with initial-value conditions (5.1)-(5.2), ug given
by (5.21) with ¢ = 4, L = 20, the number of grid points M = 200, time step At = 0.1
and tyax = 20. UG: DVD method on a fixed uniform fixed grid. MG-LI: Modified DVD
method on moving grid, with linear interpolation. MG-LI: DVD method on moving grid,
with integral preserving interpolation.
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as for the KdV equation. For this problem we set the elements of u?(n) to be

1 1
us(x?,m) = 3(c — 1) sech? (2\/1 — —(z— n)) , fori=0,..,M—1
c

and have the shape error given by (5.24) and the distance error given by (5.25).

The schemes (5.16) and (5.17) are tested on the interval [—50, 50], with initial solution
(5.27) and various choices of the grid, the antisymmetric matrix and the interpolation
method. The schemes are also compared to the implicit midpoint method, evaluated
both on a fixed uniform grid and a moving grid.

First we note that the variants of the schemes (5.16) and (5.17) with the alterna-
tive antisymmetric matrices (5.11) and (5.14), i.e. the schemes equivalent to projection
methods, perform consistently worse than the schemes with the antisymmetric matri-
ces (5.10) and (5.13). Still, they generally express similar behaviour as the schemes
with (5.10) and (5.13) when compared to eachother and the implicit midpoint method.
Therefore we refrain from showing plots of the numerical results of the schemes with the
alternative antisymmetric matrices, focusing on the similar plots for the schemes with
(5.10) and (5.13).

We first present the results when the schemes are implemented with a linear inter-
polation method, either as the whole interpolation procedure or as part of the integral
preserving two-step interpolation procedure. The Hamiltonian errors are presented for
these methods in Figure 5.2. We observe how all the variants of the scheme (5.16)
preserve an approximation of H!, while the variants of the scheme (5.16) preserve an
approximation of H?2.

In Figure 5.3a we see that the integral preserving methods give good results compared
to both implementations of the implicit midpoint method. Asin the KdV case, the choice
between the direct and two-step interpolation methods have only a small impact on the
results. We also observe that the difference in the results of the scheme (5.16) and (5.17)
are small. In the figures 5.3b and 5.3c we observe results similar to the results in the
KdV case. That is, the moving grid implementation of the modified discrete variational
derivative methods preserves the phase speed better than the fixed grid implementation,
while the opposite is true for the shape of the wave. In this case, it is reasonable to
claim that the moving grid implementation of the DVD methods preserve the phase
speed quite well.

In Figure 5.4 we present the errors of the schemes when implemented on a moving grid
with a cubic interpolation method instead of a linear interpolation method. The most
evident result is how greatly the implicit midpoint method benefits from this change.
However, we can also observe how the integral preserving schemes, especially (5.16),
in this case preserves the shape of the wave much better than in the cases with linear
interpolation. The global error and distance error are on the other hand larger when
cubic interpolation is used.
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Figure 5.2: The Hamiltonian errors for the different numerical schemes, when applied to
the BBM equation (5.3), with initial-boundary value conditions (5.1)-(5.2), ug given by
(5.27) with ¢ = 3, L = 50, the number of grid points M = 200, time step At = 0.1 and
tmax = 20. UGI1: Scheme (5.16) on a fixed uniform grid. MG1-LI: (5.16) on a moving
grid, with linear interpolation. MGI1-IPI: (5.16) on a moving grid, with the integral
preserving two-step interpolation procedure. UG2: Scheme (5.17) on a fixed uniform
grid. MG2-LI: (5.17) on a moving grid, with linear interpolation. MG2-IPI: (5.17) on a
moving grid, with the two-step interpolation procedure. IM: Implicit midpoint method
on a fixed uniform grid. IM-MG: Implicit midpoint method on a moving grid, with linear
interpolation.
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Figure 5.3: Error plots for the different numerical schemes applied to the BBM equation
(5.3), with initial-boundary value conditions (5.1)-(5.2), ug given by (5.27) with ¢ = 3,
L = 50, number of grid points M = 200, time step Ak = 0.1 and tpax = 20. UGI:
Scheme (5.16) on a fixed uniform grid. MG1-LI: (5.16) on a moving grid, with linear
interpolation. MG1-IPI: (5.16) on a moving grid, with the integral preserving two-step
interpolation procedure. UG2: Scheme (5.17) on a fixed uniform grid. MG2-LI: (5.17)
on a moving grid, with linear interpolation. MG2-IPI: (5.17) on a moving grid, with
the two-step interpolation procedure. IM: Implicit midpoint method on a fixed uniform
grid. IM-MG: Implicit midpoint method on a moving grid, with linear interpolation.



46

Global error

(b) The distance error €fisance at different time (c) The shape error eg,,p.
steps t".

CHAPTER 5. NUMERICAL EXAMPLES

— MGI-CI
MGI1-IPIC

5r |- — MG2-CI
MG2-IPIC

— IM-MGC

Global error

8

10
t

.
12

. . .
14 16 18

20

(a) The global error eg,p, at different time steps

t".

—— MG1-CI
MGI1-TPIC

- — MG2-CI
MG2-TPIC

— IM-MGC

/

0¥
0

2 4 6

8

10 12 14 16 18
t

20

Shape error

t".

0.8

0.71

0.6

0.5

— MG1-CI
MGI-IPIC

- — MG2-CI
MG2-IPIC

— IM-MGC

04r /

031
0.2t

01y

at different time steps

Figure 5.4: Error plots for the different numerical schemes applied to the BBM equation
(5.3), with initial-boundary value conditions (5.1)-(5.2), up given by (5.27) with ¢ = 3,
L = 50, the number of grid points M = 200, time step At = 0.1 and tyax = 20. MG1-CI:
(5.16) on a moving grid, with cubic interpolation. MG1-IPIC: (5.16) on a moving grid,
with the integral preserving two-step interpolation procedure with cubic interpolation.
MG2-CI: (5.17) on a moving grid, with cubic interpolation. MG2-IPIC: (5.17) on a
moving grid, with the two-step interpolation procedure with cubic interpolation. IM-
MGC: Implicit midpoint method on a moving grid, with cubic interpolation.



Chapter 6

Conclusion and Discussion

We have presented the integral preserving discrete gradient methods for solving ODEs
and the related discrete variational derivative methods for solving PDEs on uniform
grids, before defining the discrete variational derivative methods on general fixed grids.
We have subsequently given a short introduction to general moving grid methods, and
introduced the modified discrete variational derivative methods for solving PDEs on
moving grids while preserving an approximation to a first integral. Integral preserving
linear projection methods on moving grids were also presented and proven to be a subset
of the modified discrete variational derivative methods. We presented various methods
for interpolating a numerical solution from one grid to another, including a new, integral
preserving procedure, and we showed their different properties as a part of the modified
discrete variational derivative methods. A brief presentation of two alternate integral
preserving methods on moving grids was also given.

Although some variants of the discrete variational derivative methods have been
proposed on non-uniform grids previously in the literature, e.g. in [25, 26|, the unified
method presented in this thesis adds to what is already presented in that it is a com-
pletely generic approach valid for all discrete variational derivatives and general grids,
so that all known methods for constructing integral preserving methods for PDEs based
on the discrete gradient methods fits into this new framework. In addition and most
importantly, this thesis presents, as far as we know, the first integral preserving methods
on moving grids.

Numerical experiments confirm that the modified discrete variational derivative meth-
ods preserve an approximation of the first integral. When tested on soliton solutions
of the KdV and BBM equations with linear interpolation, we see that the moving grid
implementations preserve the speed of the waves better than the uniform grid implemen-
tation, while the shape error is larger in the moving grid case. However, for the BBM
equation, we observe how the shape error can be significantly reduced, at the expense
or larger distance error, by choosing cubic interpolation instead of linear. This indicates
that the results of the discrete variational derivative methods will have large variations
for different choices of interpolation methods.

Our primary concern in this thesis has been to develop integral preserving methods
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for PDEs on moving grid and show that they do indeed preserve an approximation of the
first integral while otherwise giving good numerical results. We have therefore not put
much effort into optimizing the solvers. In general, the discrete variational derivative
methods, as implemented in our examples, perform well when compared to the implicit
midpoint method, but we expect that more accurate numerical solutions can be achieved
by improving the implementation of the methods, e.g. by using higher order spatial
discretization or by iterate the grid redistribution procedure to produce more accurate
approximations of equidistributing grids. This can be a subject for further studies.

We have in this thesis only considered PDEs with a conservation property. The
variational derivative methods can however, with a small alteration, also be applied to
PDEs with a constant dissipative structure, generating schemes that preserve the correct
monotonic decrease of energy, as shown for the average vector field DVD method in [3].
We remark that the generalization in this thesis of the discrete variational derivative
methods to moving grids also holds for the dissipative variant, replacing the antisym-
metric matrix Sk in (4.1) with a matrix Ny approximating the semi-definite operator N/
of the dissipative PDE and being itself semi-definite with respect to the discrete inner
product (-,-)s.

For simplicity, we have only considered one-dimensional problems in this thesis. The
framework we have presented can however be generalized to multiple dimensions, in
which case a moving grid implementation can be of especially great use.
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