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Abstract—This work focuses on the minimization of the
harmonic distortion in multi-bus electrical grids of marine
vessels using a single active power filter. An active power
filter is commonly used for local harmonic mitigation. How-
ever, local filtering may lead to a “whack-a-mole” effect,
where the reduction of harmonic distortion at the point
of installation is coupled to an increase of distortion in
other grid nodes. The few existing filtering methods that
consider system-wide mitigation are based on an accurate
model of the power grid, which may not be available if the
complexity and the scale of the grid are large. In this work,
we investigate the use of an extremum-seeking control
method to optimize the injection current of an active power
filter for system-wide harmonic mitigation. Because the
extremum-seeking control method is model free, it can be
used without knowledge of the electrical grid. Moreover, the
method can be implemented on top of existing approaches
to combine the fast transient response of conventional
harmonic-mitigation methods with the optimizing capabil-
ities of extremum-seeking control.

Index Terms—Active power filter, Extremum-seeking
control, Harmonic mitigation, Power grids

I. INTRODUCTION

EXTREMUM-SEEKING control is an adaptive-control
methodology that optimizes the performance of dynami-

cal plants based on measurements by automated tuning of plant
parameters [1], [2]. The main advantage of extremum-seeking
control compared to many other optimization techniques is
that often no plant model is required. This makes extremum-
seeking control suitable to optimize the performance of sys-
tems for which an accurate model is not available or costly
to obtain. In this work, we apply extremum-seeking control to
compute the injection current of an active power filter that
minimizes the harmonic distortion in an electrical grid on
board of a marine vessel.
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There are many challenges related to the power quality on
board of marine vessels; see for example [3], [4]. One of
these challenges is harmonic distortion. Harmonic distortion
in alternating-current power grids is the presence of harmonic
components in current and voltage signals other than the
fundamental frequency. Harmonic distortion is caused by
nonlinear loads in the power grid. Although low levels of
harmonic distortion are often tolerated, high levels of har-
monic distortion can result in significant power losses and an
increased wear of mechanical components in the grid. Severe
harmonic distortion may even lead to overheating and failure
of components. Several harmonic mitigation methods such
as passive filtering, active filtering and phase multiplication
are discussed in [5]–[7]. In practice, often a combination of
mitigation devices is employed to enhance power quality.

An active power filter injects a current to counteract the har-
monic distortion generated by the nonlinear loads in the power
grid. The control of active power filters for local filtering has
been studied extensively in [7]–[10] and references therein.
Although local filtering decreases the harmonic distortion at
the point of installation, it may simultaneously increase the
distortion in other buses of the grid, leading to a “whack-a-
mole” effect [11]. There are several methods that avoid the
whack-a-mole using a system-wide approach. To avoid the
whack-a-mole, the harmonic distortion in multi-bus electrical
grids may be mitigated by connecting an active power filter to
each grid node. However, this is often not a viable solution for
marine vessels due to the large economic cost and the limited
available space on board the vessel.

Contrary to local filtering, there are methods that apply a
system-wide approach using a limited number of active power
filters (often only a single active power filter is used) to avoid
whack-a-mole issues. These methods are based on computing
the relation between the current injections of the active power
filters and the corresponding harmonic distortion in the grid
nodes with the help of a grid model. To find the optimal current
injection of an active power filter for system-wide mitigation
under static load conditions, a cost function is introduced in
[12], [13] to weigh the harmonic voltage distortion in the
buses of the grid. The impedance matrix of the power grid
is used to link the voltage distortion to the current injection
of each active power filter. The optimal current injection is
subsequently obtained by minimizing the cost function. In
[14]–[18], a model-predictive control method is presented
for system-wide harmonic mitigation. The methods in [12],
[13] and in [14]–[18] have two major drawbacks that limit
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their applicability. First, an accurate grid model is required to
effectively mitigate the harmonic distortion in the electric grid.
Obtaining an accurate grid model may require modeling of
many components in the grid as well as their interconnections.
Hence, the effort and expenses of applying these methods may
be substantial, especially if the complexity and the scale of the
grid are large. Second, the underlying optimization problems
on which these methods are based need to be solved at every
sampling instance if the methods are to be implemented in
real time. Depending on the scale and complexity of the grid,
one may have to settle for a relatively coarse grid model
to avoid that the computational effort exceeds the available
computational capacity to solve the optimization problem in
the limited available time. In turn, a coarse grid model may
impair the performance of the methods.

The contributions of this work can be summarized as
follows. First, we present a discrete-time extremum-seeking
control method to optimize the injection current of a single
active power filter for system-wide harmonic mitigation in
electric grids of marine vessels. We note that the presented
method can easily be extended to include several active
power filters using a multivariable extremum-seeking control
approach similar to [19], [20]. The main advantage of the
presented extremum-seeking method is that it does not require
a model of the grid. Contrary to alternative model-based
methods, it is computationally cheap and easily scalable to a
grid with an arbitrary number of nodes. Second, the extremum-
seeking controller can be implemented on top of local active
filtering approaches to combine the fast transient response of
conventional harmonic-mitigation methods with the system-
wide optimizing capabilities of extremum-seeking control.

The organization of this work is as follows. We formulate
the harmonic-mitigation problem in Section II. The extremum-
seeking control method is introduced in Section III. A case
study of a diesel-electric ship with a three-bus electrical grid
with distributed generators is presented in Section IV. The
conclusion of this work is given in Section V.

We introduce the following notations. I is the identity
matrix. 0 is the zero matrix. MT denotes the transpose of
the matrix M.

II. HARMONIC-MITIGATION PROBLEM FORMULATION

Consider a stable balanced three-phase three-wire multi-
bus power grid. An active power filter is connected to one
of the buses of the grid. Suppose we want to use the active
power filter to minimize the harmonic distortion in n buses
of the electrical grid. Let these buses be numbered one to
n. Moreover, let the three phases be denoted by a, b and c.
For constant loads and steady-state conditions, a simplified
representation of the voltages in bus j for the phases a, b and

c is given by

Vj,a(t) =

∞∑
h=1

Ahj sin

(
2πht

Tf
+ φhj

)
,

Vj,b(t) =

∞∑
h=1

Ahj sin

(
2πht

Tf
− 2π

3
h+ φhj

)
,

Vj,c(t) =

∞∑
h=1

Ahj sin

(
2πht

Tf
+

2π

3
h+ φhj

)
,

(1)

for j = {1, 2, . . . , n}, where Ahj and φhj are the amplitude
and the phase offset of the hth-order harmonic of the voltages
in bus j, where t denotes the time, and where Tf is the
period of the fundamental frequency. We note that the voltage
contributions for interharmonic frequencies may be substantial
in some marine applications [21]. However, these are neglected
here in order to focus on the harmonic mitigation problem. To
balance the objective of minimizing the harmonic distortion
in the n buses, we introduce the following cost function
consisting of the sum of squared voltage amplitudes of the
dominant distortion harmonics in the electrical grid, similar to
[12], [13]:

J(Ah1
1 , Ah1

2 , . . . , Ahm
n ) =

n∑
j=1

∑
h∈H

βhj
(
Ahj
)2
, (2)

where βhj is a chosen positive weighting constant for the
voltage amplitude Ahj , and where H = {h1, h2, . . . , hm} is
a set consisting of the orders of m dominant harmonics in
the electrical grid to be mitigated, where each element of H
is unique and larger than one. As pointed out in [13], the
cost function in (2) is suited to incorporate several harmonic-
distortion measures, including the total harmonic distortion,
the telephone influence factor and the motor-load loss function.

To minimize the harmonic distortion in the buses, we
provide the following current reference to the active power
filter for the three phases a, b and c:

ir,a(t) =
∑
h∈H

ihr,a(t), ir,b(t) =
∑
h∈H

ihr,b(t),

ir,c(t) =
∑
h∈H

ihr,c(t),
(3)

with

ihr,a(t) = uh1 sin

(
2πht

Tf

)
+ uh2 cos

(
2πht

Tf

)
,

ihr,b(t) = uh1 sin

(
2πht

Tf
− 2π

3
h

)
+ uh2 cos

(
2πht

Tf
− 2π

3
h

)
,

ihr,c(t) = uh1 sin

(
2πht

Tf
+

2π

3
h

)
+ uh2 cos

(
2πht

Tf
+

2π

3
h

)
(4)

and parameters uh1
1 , uh1

2 , . . . , uhm
2 . By feeding the references

in (3) to the active power filter, the active power filter generates
a current injection for the three phases with feedback from the
power grid. Assuming that the generated current injection is
equal to the reference current and that the bus connections in
the grid can be modeled by linear impedance, the impedance
matrix of the grid can be used to determine the effect of the
current reference on the voltages in the buses; see [12], [13].
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For example, the voltage difference in bus j for phase a due
to the current injection of the active filter can be written as

∆Vj,a(t) =
∑
h∈H

((
ZhR,ju

h
1 + ZhI,ju

h
2

)
sin

(
2πht

Tf

)
+
(
ZhR,ju

h
2 − ZhI,juh1

)
cos

(
2πht

Tf

)) (5)

for j ∈ {1, 2, . . . , n}. Here, ZhR,j and ZhI,j denote the real and
imaginary part of the impedance that links the hth harmonic
of the current injection of the active power filter to the voltage
of bus j. Similar expressions for the voltage differences for
the phases b and c can be obtained by applying appropriate
phase shifts as in (1) and (3). Now, let the voltage in bus j
for phase a prior to the current injection be denoted by

V 0
j,a(t) =

∞∑
h=1

A0,h
j sin

(
2πht

Tf
+ φ0,h

j

)
, (6)

such that the voltage after the current injection is given by

Vj,a(t) = V 0
j,a(t) + ∆Vj,a(t). (7)

From (1) and (5)-(7), it follows that(
Ahj
)2

=
(
A0,h
j cos(φ0,h

j ) + ZhR,ju
h
1 + ZhI,ju

h
2

)2

+
(
A0,h
j sin(φ0,h

j ) + ZhR,ju
h
2 − ZhI,juh1

)2
(8)

for all j ∈ {1, 2, . . . , n} and all h ∈ H. By combining (8) and
the cost function in (2), we obtain that the output of the cost
function is a function of the parameters uh1

1 , uh1
2 , . . . , uhm

2 ,
that is, J(Ah1

1 , Ah1
2 , . . . , Ahm

n ) = F (uh1 ,uh2 . . . ,uhm), with

F (uh1 ,uh2 . . . ,uhm)

=

n∑
j=1

∑
h∈H

βhj

((
A0,h
j cos(φ0,h

j ) + ZhR,ju
h
1 + ZhI,ju

h
2

)2

+
(
A0,h
j sin(φ0,h

j ) + ZhR,ju
h
2 − ZhI,juh1

)2
)

(9)
and uh = [uh1 , u

h
2 ]T for all h ∈ H. We refer to the function F

as the objective function. To minimize the cost function in (2),
we aim to find the values of the parameters uh1

1 , uh1
2 , . . . , uhm

2

for which the value of the objective function is minimal. To
simplify the task at hand, we note that

F (uh1 ,uh2 . . . ,uhm) =
∑
h∈H

Fh(uh), (10)

with uh = [uh1 , u
h
2 ]T and

Fh(uh) =

n∑
j=1

βhj

((
A0,h
j cos(φ0,h

j ) + ZhR,ju
h
1 + ZhI,ju

h
2

)2

+
(
A0,h
j sin(φ0,h

j ) + ZhR,ju
h
2 − ZhI,juh1

)2
)
.

(11)
Hence, minimizing the objective function F in (9) is equivalent
to minimizing each quadratic function Fh in (11). Contrary to
[12], [13] and [14]–[18], we assume that detailed knowledge of
the electrical grid is not available. The active power filter and
the power grid are regarded as a black box; see Fig. 1. This
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Fig. 1. Harmonic-mitigation scheme.

implies that the impedance matrix of the grid and thus the
constants ZhR,j and ZhI,j are unknown. Hence, the functions
Fh are unknown and their minima cannot be computed
analytically.

To minimize the cost function in (2), we introduce m
extremum-seeking controllers to find the values of the parame-
ters uh1 and uh2 that minimize the function Fh and generate the
corresponding partial current reference in (4) for each h ∈ H.
The current reference in (3) that minimizes the cost function
in (2) is subsequently obtained by summing the partial current
references produced by the controllers. In order to determine
the parameters uh1 and uh2 that minimize the function Fh, each
extremum-seeking controllers minimizes the cost function

Jh(Ah1 , A
h
2 , . . . , A

h
n) =

n∑
j=1

βhj
(
Ahj
)2

(12)

for one harmonic h ∈ H, where the voltage amplitudes
Ah1 , A

h
2 , . . . , A

h
n are obtained by applying a fast Fourier trans-

form algorithm to measurements of the voltage signals of
the buses. A comparison of different algorithms to com-
pute coefficients in Fourier series for electric power system
applications is provided in [22]. We note that, similar to
[12], [13] and [14]–[18], the presented harmonic-mitigation
solution requires communication between the buses to process
the voltage measurements. An overview of the harmonic-
mitigation scheme is given in Fig. 1.

The assumptions in this section that are used to obtain the
expression of the objective function in (9) may not hold in
practical applications: the power grid may be unbalanced, the
active power filter may generate a current injection that differs
from the current reference, modeling of the bus connections
by linear impedance may be inaccurate, etc. Nonetheless,
the assumptions in this section often appear to be be good
approximations in practice and are common in many text
books about harmonic mitigation; see for example [7]. As
we will see in the case study in Section IV, extremum-
seeking control is a robust optimization technique that may
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be successfully applied even if the assumptions in this section
do not entirely hold.

III. EXTREMUM-SEEKING CONTROL METHOD

For each h ∈ H, we introduce a discrete-time extremum-
seeking controller to find the values of the parameters uh =
[uh1 , u

h
2 ]T for which the objective function Fh in (11) exhibits

a minimum. Let the sampling time of the extremum-seeking
controller be denoted by the positive constant Ts. At each
sampling instance t = kTs (with counter k = 0, 1, 2, ...),
the extremum-seeking controller updates the values of the
parameters uh and the corresponding partial current reference
to the active power filter in (4). Let uhk = [uh1,k, u

h
2,k]T

denote the vector of parameter values at time t = kTs. More-
over, let yhk = Jh(Ah1,k, A

h
2,k, . . . , A

h
n,k), where the inputs

Ah1,k, . . . , A
h
n,k of the cost function Jh in (12) are obtained

by taking the fast Fourier transform of the measured voltage
signals of the buses for the time interval (kTs − Tf , kTs].
In Section II, we implicitly assumed that uh1 and uh2 are
constant such that Jh(Ah1 , A

h
2 , . . . , A

h
n) is equal to Fh(uh)

under steady-state conditions. For a stable power grid, as we
assume here, the output yhk of Jh remains close to Fh(uhk)
for suitable initial conditions of the active power filter and
the electrical grid if uhk is sufficiently slow compared to the
dynamics of the active power filter and the electrical grid. This
can be formally proved using a singular-perturbation method
as in [23], [24]. Due to the use of the fast Fourier transform, a
distributed time delay is introduced between uhk and yhk . This
delay is especially large if Tf � Ts. Bounded time delays
in extremum-seeking schemes can be handled by making the
parameter vector uhk sufficiently slowly time varying; see
for example [25], [26]. In this work, however, we aim to
compensate for the time delay, which may help to enable a
faster convergence of the extremum-seeking controller [27],
[28]. We model the relation between uhk and yhk as

yhk =
1

N

N−1∑
r=0

Fh(uhk−r), (13)

where we assume that N =
Tf

Ts
is a positive integer. Linear

interpolation can be applied to obtain a similar expression if
Tf

Ts
is not a positive integer. We note that (13) implies that yhk =

Fh(uhk) if uhk is constant and that a similar argument as before
can be invoked to prove that (13) is an accurate approximation
for suitable initial conditions if uhk is sufficiently slowly time
varying.

Next, we introduce a perturbation-based extremum-seeking
controller. The controller steers the parameters uhk towards the
point of optimal harmonic mitigation using a gradient-descent
approach based on an estimate of the gradient of the objective
function Fh. We define

uhk = ûhk + αhωω
h
k , ωhk =

[
sin

(
2πk

Nh
ω

)
, cos

(
2πk

Nh
ω

)]T
,

(14)
where ωhk is a vector of perturbations with amplitude αhω > 0.
The tuning parameter Nh

ω > 0 is an integer related to the

frequency of the perturbations in (14). From (14) and Taylor’s
theorem, we have that

Fh(uhk) = Fh(ûhk) + αhω
dFh

duh
(ûhk)ωhk +

(
αhω
)2
R1,k, (15)

where
(
αhω
)2
R1,k is the remainder of the Taylor series ex-

pansion. R1,k is a function of the uniformly bounded vector
ωhk in (14) and the Hessian of the quadratic function Fh in
(11). Hence, it is independent of uhk and uniformly bounded,
which implies that the remainder term

(
αhω
)2
R1,k can be

made arbitrarily small by choosing sufficiently small values
of αhω . Define ∆ûhk = ûhk+1 − ûhk . Similar to (15), it follows
from Taylor’s theorem that

Fh(ûhk+1) = Fh(ûhk) + αhω
dFh

duh
(ûhk)

∆ûhk
αhω

+
(
αhω
)2
R2,k,

(16)
and

αhω
dFh

duh
(ûhk+1) = αhω

dFh

duh
(ûhk) +

(
αhω
)2

RT
3,k. (17)

Assuming that ∆ûh
k

αh
ω

is uniformly bounded with a bound that
is independent of αhω , by using similar reasoning as for R1,k,
it follows that R2,k and R3,k are uniformly bounded, which
implies that the remainder terms

(
αhω
)2
R2,k and

(
αhω
)2

RT
3,k

can be made arbitrarily small by choosing sufficiently small
values of αhω . From (14)-(17), we obtain that (13) can be
accurately approximated by

yhk = Fh(ûhk) + αhω
dFh

duh
(ûhk)

(
1

N

N−1∑
r=0

uhk−r
αhω

− ûhk
αhω

)
(18)

for sufficiently small values of αhω if ∆ûh
k

αh
ω

is uniformly
bounded with a bound that is independent of αhω . Now, let
us define the vector

mh
k =

[
Fh(ûhk)

αhω

(
dFh

duh (ûhk)
)T] . (19)

By combining (16)-(19), we obtain that the dynamic model

mh
k+1 = Ah

km
h
k

yhk = Ch
km

h
k ,

(20)

with

Ah
k =

1

(
∆ûhk
αhω

)T
0 I

 (21)

and

Ch
k =

[
1

(
1

N

N−1∑
r=0

uhk−r
αhω

− ûhk
αhω

)T]
, (22)

is accurate if uhk is sufficiently slowly time varying, if ∆ûh
k

αh
ω

is
uniformly bounded with a bound that is independent of αhω ,
and if αhω is sufficiently small. We note the vector mh

k in (19)
contains the gradient of the objective function Fh scaled by the
tuning parameter αhω . Therefore, an estimate of the gradient of
the objective function can be obtained by estimating the state
vector mh

k of the model. We note that the perturbations in
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(14) are essential for estimating the gradient of the objective
function because they ensure that the model (20) is uniformly
observable under appropriate tuning conditions.

We introduce the following three-step observer [29] to
estimate the state vector mh

k :
Step 1→ 2 (correction step):

m̂h
k|2 = m̂h

k|1 + Lhk|1

(
yhk −Ch

km̂
h
k|1

)
,

Qh
k|2 =

(
I− Lhk|1C

h
k

)
Qh
k|1

(
I− Lhk|1C

h
k

)T
+

1

1− λhm
Lhk|1

(
Lhk|1

)T
,

(23)

Step 2→ 3 (regularization step):

m̂h
k|3 = m̂h

k|2 − Lhk|2Dm̂h
k|2,

Qh
k|3 =

(
I− Lhk|2D

)
Qh
k|2

(
I− Lhk|2D

)T
+

1

σhr (1− λhm)
Lhk|2

(
Lhk|2

)T
,

(24)

Step 3→ 1 (prediction step):

m̂h
k+1|1 = Ah

km̂
h
k|3,

Qh
k+1|1 =

1

λhm
Ah
kQ

h
k|3
(
Ah
k

)T
,

(25)

with

Lhk|1 = Qh
k|1
(
Ch
k

)T ( 1

1− λhm
+ Ch

kQ
h
k|1
(
Ch
k

)T)−1

,

Lhk|2 = Qh
k|2D

T

(
1

σhr (1− λhm)
I + DQh

k|2D
T

)−1
(26)

and
D =

[
0 I

]
. (27)

The observer in (23)-(25) is comparable to a Kalman filter,
where m̂h

k|3 is an estimate of the state vector mh
k , and where

Qh
k|3 resembles the positive-definite state covariance matrix of

the Kalman filter. The vectors m̂h
k|1 and m̂h

k|2 and the positive-
definite matrices Qh

k|1 and Qh
k|2 are intermediate variables.

The observer is initiated by selecting the values of m̂h
k|1

and Qh
k|1, after which (23)-(25) can be used to obtain an

estimate of the state vector for each subsequent time step. The
tuning parameter λhm ∈ (0, 1) is sometimes referred to as the
forgetting factor [30]. Its value determines the convergence
speed of the observer: a value close to zero implies a fast
convergence, while a value close to one implies a slow
convergence. Commonly, the value of λhm is set to be close
to one. Contrary to the Kalman filter, the observer contains
a regularization step that prevents the elements of the matrix
Qh
k|3 from becoming excessively large if the parameter vector

uhk is momentarily not sufficiently rich to accurately estimate
the state vector mh

k . Because regularization deteriorates the
estimate of the state vector mh

k , the regularization constant
σhr > 0 is commonly chosen to be small.

Noting that m̂h
k|3 is an estimate of the state vector mh

k ,
we obtain that Dm̂h

k|3 is an estimate of the gradient of the

objective function Fh scaled by the tuning parameter αhω .
With this in mind, we define the following gradient-descent
optimizer to guide uhk towards the minimum of the objective
function Fh:

ûhk+1 = ûhk − λhu
ηhuDm̂h

k|3

ηhu + λhu‖Dm̂h
k|3‖

, (28)

with linear gain λhu > 0 and normalization gain ηhu > 0.
The linear gain λhu influences the convergence speed of the
optimizer: a large value results in a fast convergence, while
a low value results in a slow convergence. Its value should
be chosen sufficiently small to enable convergence towards
the minimum of the objective function Fh and to preclude
chattering. The normalization gain ηhu limits the maximal
convergence convergence rate of the optimizer. By normalizing
the optimizer gain, we obtain that ‖∆ûhk‖ ≤ ηu such that ∆ûh

k

αh
ω

is uniformly bounded with a bound that is independent of αhω
for any value of ηu that is proportional to αhω .

A. Tuning of the controller
As mentioned, the values of αhω and σr should be suffi-

ciently small for a successful controller implementation. The
remaining tuning parameters of the controller are chosen such
that the resulting closed-loop system exhibits the following
time scales, similar to [20] and also [23], [24]:
• fast – active power filter, power grid;
• medium fast – perturbation of the controller;
• medium slow – observer of the controller;
• slow – optimizer of the controller.

This can be achieved by choosing the tuning parameters
such that 1

Nω
, − ln(λhm)Nh

ω , − λh
uα

h
ω

ln(λh
m)

and − ηhu
αh

ω ln(λh
m)

are
sufficiently small; see also [29]. As mentioned, the active
power filter and the power grid are faster than the controller
to ensure that the model in (20) is accurate. The perturbations
of the controller are faster than the observer of the controller
so that the time window of the observer is sufficiently long for
estimating the state vector m̂h

k by observing the perturbations
in the time signal of yhk . Finally, the observer of the controller
is faster than the optimizer of the controller to provide an
accurate state estimate without much lag. More details about
the stability and tuning of the controller can be found in [29].

IV. CASE STUDY: THREE-BUS ELECTRICAL GRID WITH
DISTRIBUTED GENERATORS

We consider the three-bus electrical grid with distributed
generators in Fig. 2. The electrical grid portrays a simplified
shipboard power system. It consists of two generators, three
buses with propulsion loads, an active power filter, an LCL
filter and RC shunts. The loads are modeled as variable-speed
drives with 12-pulse rectifiers. Due to the 12-pulse rectifiers,
the dominating harmonics are of the orders 12r±1 for positive
integer values of r. The parameters of the model are presented
in Table I. The per-unit model is given relative to the generator
power rating. The current that can be produced by the active
filter is limited. To avoid unwanted effects due to saturation
of the filter current (that is, current clipping), the current
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TABLE I
PARAMETERS OF THE ELECTRICAL GRID (WITH ωf = 2π

Tf
)

Parameter Value Unit

Nominal voltage 690 V

Fundamental frequency
(

1
Tf

)
50 Hz

Generator power rating 1 MVA

LG1, LG2 0.2 pu
RG1 0.1·LG1·ωf pu
RG2 0.1·LG2·ωf pu
LM1 0.04 pu
RM1 0.1·LM1·ωf pu
LM2 0.08 pu
RM2 0.1·LM2·ωf pu

CS1, CS2 2 µF
RS1, RS2 2 Ω

LL1, LL2 0.3 mH
RL1, RL2 0.03 Ω

CC 30 µF
RC 10 Ω

RD 160 Ω

references given to the active power filter are cut off if they
exceed the maximal current that the active power filter control
can produce. Because the models of the grid and the active
power filter are similar to the ones used in [17], the reader is
kindly referred to [17] for more information. The simulations
in this section are conducted in MATLAB/Simulink using the
Simscape Power Systems toolbox.

We use the extremum-seeking control method in Section III
to compute the optimal parameters uh1 and uh2 of the current
reference (3) of the active power filter for the harmonics h ∈
{11, 13, 23, 25}. The sampling time of the extremum-seeking
controller is given by Ts = 10−3 s. The tuning parameters
are set to α11

ω = α13
ω = 0.02 pu, α23

ω = α25
ω = 0.01 pu,

Nh
ω = 80, λhm = 0.887, λ11

u = λ13
u = 8 pu, λ23

u = λ25
u = 4 pu,

η11
u = η13

u = 4×10−3, η23
u = η25

u = 10−3 and σhr = 10−3 for
all h ∈ {11, 13, 23, 25}. The applied cost function in (12) is
Jh =

∑3
j=1

(
(Ahj,a)2 + (Ahj,b)

2 + (Ahj,c)
2
)

, where Ahj,a is the
amplitude of the hth harmonic of the voltage in bus j that is
obtained from the fast Fourier transform of the voltage signal
of phase a. The amplitudes Ahj,b and Ahj,c are defined similarly
such that Jh = 3

∑3
j=1(Ahj )2 if Ahj = Ahj,a = Ahj,b = Ahj,c

under steady-state balanced conditions. It is essential that the
perturbation amplitude is sufficiently large so that the effect of
the perturbations can be observed in the voltage amplitude sig-
nals in order to estimate the gradient of the objective function;
see Section III. However, because the resulting oscillations
in the voltage amplitude signals impair the obtained steady-
state performance, the perturbation amplitude is chosen to be
relatively small. To illustrate the difference between local and
system-wide harmonic mitigation, we compare our results with
those of a local-filtering method. The local-filtering method
extracts the 11th, 13th, 23rd and 25th harmonic from current
measurements of the local load (Load 2) using a fast Fourier

transform and provides the same harmonics with an opposite
phase to the active power filter as current reference, similar
to [31]. The extremum-seeking control method can easily
be combined with other methods. To demonstrate this, we
additionally present results for a combination of the extremum-
seeking method and the local-filtering method. For this com-
bined method, the current reference that is supplied to the
active power filter is the sum of the current references of
the extremum-seeking control method and the local-filtering
method. The current reference of the local-filtering method
acts as a “feedforward” to the extremum-seeking controller in
order to respond faster to changing grid conditions. Moreover,
we also compare our results with those of the model-predictive
control method in [14]–[18]. The model-predictive control
method uses a simplified two-bus grid model, where Load 2
and Load 3 are replaced by a single load with an equivalent
combined power. The two-bus model has fewer states and
parameters than a three-bus model, which makes model iden-
tification easier and the computational burden lower. However,
because Bus 3 is not contained in the simplified model of the
model-predictive controller, the resulting current injection of
the active power filter only targets the harmonic distortion in
Bus 1 and Bus 2. Because modeling and monitoring all loads
that are connected to and disconnected from the electrical
grid of a ship is often practically infeasible, it is commonly
necessary to resort to model simplifications similar to the one
here.

A. Constant load conditions

We use the total harmonic distortion (THD) as a measure
for the mitigation performance, where the total harmonic
distortion of the voltage in Bus j, with j ∈ {1, 2, 3}, is given
by

THDj =

√
(V 2
rms,j)

2 + (V 3
rms,j)

2 + (V 4
rms,j)

2 + . . .

V 1
rms,j

, (29)

where V hrms,j is the root-mean-square value of the hth voltage
harmonic in Bus j. Table II present the total harmonic dis-
tortion of the voltage in the buses under different constant
load conditions, where the power of Load 1, Load 2 and
Load 3 is denoted by P1, P2 and P3, respectively. From
Table II, we obtain the total harmonic distortion of the model-
predictive control (MPC) method and the extremum-seeking
control (ESC) method are comparable for low-load conditions.
For high-load conditions, the electrical grid is more sensitive
to the applied harmonic compensation. Because the model
imperfections are more predominant under high-load condi-
tions, the model-predictive controller performs slightly worse
than the extremum-seeking controller under these conditions.
Because the model-predictive controller is designed to mitigate
the harmonic distortion in Bus 1 and Bus 2 only, the harmonic
distortion in Bus 3 may be much larger than the distortion in
the other two buses under certain load conditions, as shown
in Table II. The extremum-seeking control method, on the
other hand, uses voltage measurements from all three buses
and is therefore able to mitigate the distortion in the buses
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Fig. 2. Model of three-bus shipboard power system.

more evenly. Compared to these two system-wide harmonic-
mitigation methods, the local-filtering method (Local) per-
forms significantly worse. Combining the extremum-seeking
control method and the local-filtering method (Local + ESC)
gives a performance that is similar to that of the extremum-
seeking control method. The amount of harmonic distortion
of the voltages in the buses mildly oscillates if the extremum-
seeking controller is applied due to the use of perturbations;
see Section III. To obtain the constant THD values in Table II,
the root-mean-square values of the corresponding voltage
harmonics are computed by taking the mean over a sufficiently
long time interval.

B. Dynamic load conditions
To compute the total harmonic distortion under dynamic

load conditions, the length of the time window for the THD
calculation is set to the wavelength of the fundamental fre-
quency. In Fig. 3, the THD dynamic responses to a step in the
power of the loads are displayed; the power of Load 1 and
Load 2 is increased from 0.3 pu to 1.0 pu at time zero, while
the power of Load 3 is kept constant at zero. The oscillations
in the voltage THD signals of the extremum-seeking control
method are due to the used perturbations. Due to the increased
sensitivity of electrical grid to the applied harmonic mitigation
for high-load conditions, the amplitude of the oscillations is
larger for high-load conditions than for low-load conditions.
Compared to the model-predictive control method and the
local-filtering method, it takes the extremum-seeking control
method longer to adapt to the new power levels of the loads.
The convergence is faster for the combined extremum-seeking
control and local-filtering method, but not as fast as for the
model-predictive control or the local-filtering methods.

To simulate the shipboard system during dynamic-
positioning operation under rough sea conditions, we apply
a sinusoidal oscillation to the power of Load 1 and Load 2
while the power of Load 3 is kept at zero. The power of

TABLE II
PERCENTAGE OF TIME-AVERAGED VOLTAGE THD IN THE BUSES FOR

CONSTANT LOAD CONDITIONS IN pu

MPC Local ESC Local + ESC P1 P2 P3

THD1 [%] 5.17 6.44 3.84 3.85
1 1 0THD2 [%] 4.88 5.58 3.65 3.67

THD3 [%] 4.86 5.59 3.65 3.66

THD1 [%] 1.82 3.03 2.03 2.04
0.3 0.3 0THD2 [%] 2.04 2.63 1.94 1.97

THD3 [%] 2.04 2.57 1.94 1.97

THD1 [%] 2.52 6.08 2.88 2.89
1 0.3 0THD2 [%] 2.50 5.12 2.20 2.22

THD3 [%] 2.49 5.13 2.20 2.22

THD1 [%] 2.07 3.92 2.25 2.26
0.3 1 0THD2 [%] 2.36 3.96 2.33 2.33

THD3 [%] 2.36 3.94 2.33 2.33

THD1 [%] 3.93 5.70 3.08 3.10
1 1 1THD2 [%] 2.91 5.35 2.57 2.59

THD3 [%] 5.65 8.24 4.10 4.11

THD1 [%] 1.66 3.26 2.37 2.38
0.3 0.3 1THD2 [%] 1.90 3.96 2.22 2.23

THD3 [%] 5.18 7.62 4.31 4.31

Load 1 and Load 2 oscillates between 0.3 pu and 1.0 pu with
a wavelength of five seconds. The voltage THD signals in the
buses during one oscillation are presented in Fig.4. Similar to
Fig. 3, the THD values and the magnitude of the perturbation-
related oscillations correlate to the load power. Although the
response of the extremum-seeking controller is too slow to
effectively mitigate the harmonic distortion around times 0.5 s
and 3 s, the combined extremum-seeking control and local-
filtering method is able to better track the load changes due
to a higher convergence rate, which leads to a lower THD
around these times. We note that the convergence rate and
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Fig. 3. Percentage of voltage THD in the buses as a function of time as
the values of P1 and P2 jump from 0.3 pu to 1.0 pu at time zero while P3

remains zero.
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Fig. 4. Percentage of voltage THD in the buses as a function of time
as the values of P1 and P2 oscillate between 0.3 pu and 1.0 pu with a
wavelength of five seconds while P3 remains zero.

the steady-state performance (including the amplitude of the
oscillations due to the perturbations) of the extremum-seeking
control method and the combined method depend on the tuning
of the extremum-seeking controllers. A faster convergence will
generally deteriorate the steady-state performance due to the
tuning trade-off discussed in [24].

V. CONCLUSION

In this work, we have presented an extremum-seeking
control method that optimizes the injection current of an active
power filter for the system-wide minimization of harmonic
distortion in electrical grids of marine vessels. The main
advantage of the presented method compared to alternative
methods is that no grid model is required. The presented

method is computationally cheap compared to model-based
system-wide harmonic mitigation methods, can easily be ap-
plied to an electrical grid with an arbitrary number of nodes,
and can be implemented on top of existing methods. A case
study of a three-bus electrical grid displays that an equally
good or superior steady-state harmonic mitigation can be
achieved with the presented method compared to a model-
predictive control method and a local-filtering method. The
convergence rate of the extremum-seeking control method is
lower, but can be improved by combining the extremum-
seeking control method and the local-filtering method without
significant loss of steady-state performance.
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