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2 A.P. Fernandez and G. Sindre
1 Introduction

Privacy was early defined as “the right to be left alone” [Warren and Brandeis, (1890),
p.205], and later as “the claim of individuals, groups, or institutions to determine for
themselves when, how, and to what extent information about them is communicated to
others” [Westin, (1967), p.7]. It is an important aspect of life in society that has quickly
become more relevant due to the evolution into the information society (Introna, 1997).
Several reasons are given for the importance of privacy by Rachels (1975), generally
because the person whose information is exposed is put at disadvantage in a competitive
environment. However, an important aspect not mentioned by Rachels is that individuals
can also benefit from providing as much information as possible if the society is highly
collaborative (Lunheim and Sindre, 1993). It is difficult to determine whether an
environment is mainly collaborative or competitive, or rather somewhere in between, and
in such cases it seems convenient to apply the principle of proportionality proposed by
lachello and Abowd (2005), judging the adequacy of the personal information exposure
based on the proportional benefit obtained by the individual being exposed, or rephrased
with the words of Palen and Dourish (2003, p.131) “the goal of privacy regulation is to
modify and optimise behaviours for the situation to achieve the desired state along the
spectrum of openness and closeness.” In any case, trying to provide an adequate
definition of privacy is a hard task and it should be done with a clear purpose in mind,
since privacy issues “are fundamentally matters of values, interests, and power”
[Gellman, (1997), p.194].

When designing and implementing ubiquitous computing applications (Lyytinen and
Yoo, 2002), privacy related requirements are normally de-prioritised in favour of
functional requirements. Developers consider it more important to implement a system
that is working than one that is privacy-friendly. In the cases where privacy is taken into
consideration, it is done only “ad hoc and specific to the system at hand” (Langheinrich,
2001). Even if the system designers and developers of these systems had privacy as a
main focus, this task is complex enough to require a proper methodology.

In Section 2 of this paper, we provide an overall problem definition, justifying the
importance of understanding privacy concerns in interactive ubiquitous computing
systems. Section 3 discusses related work. Our proposed framework is presented in
Section 4. The methods used to evaluate the framework with experts and students are
described in Section 5. Finally, Section 6 provides some concluding remarks.

2 Problem definition

Improvements in technology allow flows of information that were impossible before. In
2003, the organisation Consumers Against Supermarket Privacy Invasion and Numbering
(CASPIAN) called for a worldwide boycott against the razor manufacturer Gillette and
the fashion firm Benetton, supposedly for using RFID to unobtrusively track customers
behaviour (Ismail, 2009). The computer magazine PCWorld (2011) published an article
in June 2011 warning mobile phone users about how scanning a malicious QR code could
lead to disclosure of personal information. On December 2014, the Bluetooth Special
Interest Group (SIG, 2014) released the core specification version 4.2 with support for
the anonymisation of the Bluetooth MAC address as a mechanism to protect users’
privacy at the link layer. Also on December 2014, Jan Krissler (a hacker from the Chaos
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Computing Club) managed to clone the fingerprints of Ursula von der Leyen (The
German Defence Minister) by processing pictures of her fingers (Kleinman, 2014). From
Autumn 2012, the Norwegian chain store Bunnpris started using fingerprints at their
stores as a way to prevent selling alcohol or cigarettes to minors, which initiated a dispute
between the firm and the data protection inspector about the necessity of using biometrics
for this purpose (Kisku et al., 2013).

These are a few examples that illustrate the relation between privacy concerns and
ubiquitous computing. These concerns do not affect only the end users. Due to the
incorporation of the General Data Protection Regulation (GDPR) in the European
regulation, organisations that collect or process any personal information from EU
residents, are required to apply Privacy-by-design (Cavoukian, 2009) as an integral part
of their process model (Colesky et al., 2016) even if the term is still abstract and difficult
to operate (Rubinstein and Good, 2013). This requirement also applies to developers of
ubiquitous computing systems. This means that the efforts in protecting privacy should
shift from data protection (DP) techniques towards personal privacy (PP) like data
minimisation.

understand the implications of the new regulations in uquUItOUS computing. Minimising
the usage of data must take place in the interaction phase, before information is collected.

~ proposed by Ziegeldorf et al. (2014)

Interaction
o =
- — Information
; :"\ - Processing . .
((s & *  Information Digsgrr:iiazgn
Collection

‘)] é ﬁ

[ e Pnie i Pt Man Ealinflufi Smore, ufto M-
. Smart | 1 Subject | IInfrastructurel | Service 1
I 'I-hi gS | b o e e d b e - e - = b o - -
[ |

::\ Information

Presentation Dissemination

Ubiquitous computing system developers need conceptual models, process frameworks,
and tools to understand the complexities of user interactions in ubiquitous computing
systems and how these interactions impact users’ privacy

The research question for this paper is: What framework can be elaborated to assist a
privacy-by-design process of ubiquitous systems at the interaction level? To answer this
question, we have opted to apply a design science research methodology (DSRM)
(Peffers et al., 2007). The main motivation for applying DSRM is that our intention was
to provide an answer to the research question in the form of an artefact (a framework).
Our DSRM has a problem-centred initiation and aims at providing a better understanding
of the privacy implications of the interaction in ubiquitous computing.
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3 Related work

There are several proposed frameworks and guidelines for the development of
privacy-friendly information systems. Each of them has a trade-off between several needs
in order to fit the purpose within the scope of the problem it was aiming to solve.

Probably the most well known of these frameworks is the fair information practices
(FIPS) which has been widely applied in the industry for the development of systems that
had as a main purpose the large-scale storage of sensitive personal information (Gellman,
2017). Bellotti and Sellen (1993) proposed an adaptation of the questions options criteria
(QOC) (MacLean et al., 1991) to address the privacy threats that would be present in the
RAVE media space. Another, more procedural, framework for the analysis and
evaluation of systems is STRAP [Jensen et al., (2005), p.4] which has a different iterative
approach compared to the others and focuses on the requirements related workflow. The
approximate information flow framework proposed by Jiang et al. (2002) applies
different concepts from economics and information theory to model the exchange of
information among the actors (data owners, data collectors and data users) to
minimise the asymmetry of information flow among them. Other authors propose a
privacy-by-architecture approach. One example is the privacy awareness system (PawsS)
architecture (Langheinrich, 2001). PawsS is an implementation of the FIPS and proposes
the utilisation of privacy beacons as a helper mechanism to provide privacy policies for
the interaction with services proxies from the user client. Other architectures that
consider the privacy aspects in ubiquitous systems include the aura project (Garlan et al.,
2002) and the home media space (HMS) privacy project (Neustaedter and Greenberg,
2003). Thomas et al. (2014) propose both a framework (privacy facets, or PriF) and a
process (the privacy requirements distillation process) to elaborate the list of privacy
requirements for the software development of a mobile app. There are some
disadvantages of this proposal, including the complexity of the process when it comes to
use it in real case scenarios, and the need for an initial phase of elaboration of qualitative
user data. Spiekermann and Cranor (2009) provide an interesting model, the three-layer
responsibility framework, which helps identifying the areas in which an engineer needs to
focus when developing different types of systems. Corcoran (2016) elaborated an
extension of Spiekermann and Cranor’s framework after broadening its scope by
applying the definitions of privacy from Finn et al. (2013).

These frameworks and architectures make an in depth analysis of privacy in different
specified scenarios and at different levels.

One way of classifying these frameworks has been introduced by lachello and Hong
(2007) considering their characteristics, such as the type (guideline, process framework or
modelling framework), scope (general, specific), purpose (data protection vs. personal
privacy), motivation (principled vs. communitarian), advantages and disadvantages (for
example, if the framework is difficult to use or not) (Table 1). All the frameworks
proposed by lachello plus eight other frameworks that we found relevant were evaluated
in terms of their adequacy in the ambit of privacy in ubiquitous computing systems. As
part of our research process and, following the DSRM, we observed that tasks such as
performing a goal oriented analysis (GOA) or cost estimation have a positive impact on
how effectively they can address privacy threats during the design and development of
such systems. Additionally, understanding the development process that was followed in
order to elaborate the different frameworks is interesting in the sense that it can be useful
to compare them in terms of completeness and limitations.
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6 A.P. Fernandez and G. Sindre

For these reasons, the original comparison table by lachello and Hong (2007) has been
extended with three new columns:

e GOA based: if the framework proposes a GOA during the development process.

e Cost estimation method: if the framework proposes a method to estimate the costs of
developing or compensating the impact on users’ privacy by the system.

o Development process: what process was followed to obtain the framework? This
could be based on experience (applying lessons learned and mistakes while
developing systems and applications that have exposed the privacy of the users),
extension (use an already existing framework as a starting point and adapt it to the
privacy domain), methodical process (apply an already existing framework or
process to obtain the resulting framework in a systematic way).

None of the frameworks address in detail the impact of ubiquitous interactions on users’
privacy. Rather, they focus on more traditional systems where data is explicitly provided
by input, rather than sometimes harvested automatically. With the advent of ubiquitous
computing and big data, it is important to cover also the latter, which is the purpose of
this paper. Thus, the next section will present a framework that also takes systems with
ubiquitous data harvesting into account.

4 The PATH framework

We propose a process framework to guide the stages of development of interactive
ubiquitous computing applications. We consider that this framework needs to be iterative
and adapted to the different phases of the software development lifecycle. According to
Jensen et al. (2005), “changes to one part of a system’s design may affect multiple other
parts in terms of privacy.” Our framework consists of four iterative steps: GOA, privacy
related interaction vocabulary (PRIV) elaboration and PRIV guided evaluation and
iteration (Figure 2). These phases are described in Sections 4.1 to 4.4.

Figure2 The PATH framework
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4.1 Goal-oriented analysis

One of the most significant observations from our evaluations, also supported by
literature, is the high probability of introducing over-specifications in the system
during the design or development process of the system (Shmueli et al., 2015).
Over-specification are a type of cognitive-bias (Mohanani et al., 2017) caused by an
emotional or irrational attachment or preference for one specific alternative over other
alternatives that might be more suitable or that might be less privacy intrusive.

Dealing with over-specification is a challenging problem because “in general,
cognitive biases do not disappear just because people know about them.” [Stacy and
MacMillan, (1995), p.62] and de-biasing can be either ineffective or too expensive
(Mohanani et al., 2017). De-biasing is somewhat easier when the process promotes it, for
example, as planning poker promotes the minimisation of biased estimation (Haugen,
2006). Performing GOA helps preventing system over-specifications by forcing
engineers to move from the traditional way of thinking of what the system should do
towards how and how-else (Yu and Mylopoulos, 1998) and, even more important, why
the system should do that. This can help preventing over-specifications because a
requirement that is not derived from a justified why can be questioned as valid. The
majority of the analysed privacy frameworks do not consider the incorporation of a GOA
phase in the development process. One exception is the STRAP framework (Jensen et al.,
2005), that recommends the use of a Goal analysis method like ScenlIC (Potts, 1999) or
GRAIL/KAQS (Darimont et al., 1997). Kalloniatis et al. (2008) take one step further and
propose a method to identify technological solutions to privacy vulnerabilities during the
implementation phase. The problem with such methods is that they strongly rely on
formal textual representations of the requirements making it less convenient for agile
processes. Our proposal is to apply a simplified GOA (Figure 3) at a higher level, and
more focused on the interaction mechanism. The simplified GOA phase is applied over a
high level description of the system (normally provided by the stakeholders to the system
developers). This description of what the system is supposed to do contains, implicitly, a
motivation of why the system needs to be developed (e.g., raise profits or improve the
performance of an already existing system). There is a possibility that the high level
description imposes an unjustified limitation on how the system should be implemented
which can lead to the introduction of over-specifications in the system requirements
(examples of over-specifications in ubiquitous computing are imposition of certain
interaction mechanisms like RFID, QR codes or fingerprint readers). The simplified
GOA phase consists of modifying the high-level description so that the motivation is
made explicit and the implementation details are presented in a separate document with a
list of alternatives.

A benefit of keeping the analysis at a higher level is that it can be used in early stages
of conceptualisation, before there is a more formalised list of requirements. Maintaining
the focus of analysis on the interaction mechanism allows the simplification of the GOA
into a two-level hierarchy without requiring identifying obstacles, objectives, tasks, and
actors as proposed in ScenlC. The output of the GOA should be a more refined
description of the system and a list of alternatives that can be subsequently evaluated.

In many cases, the whole project is driven by the development of one specific
interaction mechanism, without having a unique user-centred scenario to guide the
process. This type of project can be identified if the initial GOA results in a high level
description of the project that contains a highly defined explicit-how and an ambiguous,
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unspecific or unclear explicit-why. In such cases it is important to identify the reasons
why that alternative is the only possibility (for example: required by a stakeholder,
reduced cost or already familiar to the development team). For technology-centred design
projects, it is necessary to guide the process with one (or more) user-centred scenarios,
since the problem of privacy is fundamentally user-centred (lachello and Abowd, 2005)
(Section 3.4).

Figure 3 Lightweight GOA, (a) implicit decisions on the initial system description are made
explicit and (b) alternatives found

Initial high level description Resulting high level

of the system (What the description of the system Explicit
system does or should do) (What the system does or alternatives
should do) (how)

alternative 1
alternative 2

GOA
implicit  :implicit e
how © why
Potential
over-spacification
@ (b)

4.2 Elaboration of the PRIV

Privacy is a highly complex and multidimensional construct. To facilitate the
management of privacy in the development of ubiquitous systems, it is necessary to
divide it into more manageable and understandable sub-problems. Our proposal is to do
this by identifying the attributes of the interaction mechanisms that have a potential
impact on users’ privacy. Making use of a PRIV has a number of advantages that can be
grouped into three categories: communication, evaluation and composition.

e Communication: sharing a common vocabulary across development team members
helps reducing ambiguity during the discussions about the suitability of a specific
interaction mechanism in a project. There is no restriction on how abstract a term
should be.

e Evaluation: the evaluation of the suitability of an interaction mechanism can be
divided into the evaluation of each of its attributes separately. For example, the
intentionality (Table 2) can be estimated by performing surveys during the
conceptualisation phase and, when a prototype is available, a user test can be
performed with real users applying the perceived control (PC) (Spiekermann, 2005)
extension of the technology acceptance model (TAM) (Venkatesh, 2000).

e Composition: if an interaction mechanism is found to be unsuitable to the project due
to one or more of its attributes, it can be replaced or combined with other interaction
mechanisms that do not have that limitation.
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Proposed initial PRIV (continued)
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‘[aUURYD [RUIBIXd Y} AQ WaISAS ay) 03 paresodiodul g pinoa eyl siealyl
Aoeaud ayy asAjeue 03 Alessadau sawo2aq ) ey si suonealjdwi Aoeand BuisAjeur uaym sasiie eyl uonedljdwod urew
8y -o1suLul g pjnom abessaw e yiim 1xal urejd e Buipoous Bey apod YO Jayloue INg OISULIIXa aq pjnom abedgam
© 0] |Un & BuIpoous si Jey) Bey apod YO e ‘ajdwexa ue Sy UOIeWIOUI BY} HLISUEI] 0] [SUUBYD UOIRIIUNWIWOD [euIalXd
Ue AJessadau I 11 USUM DISULIIXa SI LOKEIIUNWIWOD 3y} ‘siy} 03 pasoddQ “|auuieyd UoIedIuNWWod Se Wsiueyosw
uonaeIaul ay) A|pAISN|axa Buisn papiodsues) SI UOIBWIOJUI U} || UBYM JISULIUI SI UOIIRIIUNWIWOD 8y | "OISULIXd
10 2ISULIIUI S JayMa pastiofialed ag ued Wisiueydaw Uondealul ay) Aq papiAoid UoiIedIuNWWOod 8y} JO ainjeu ay |

*|eUOI}0B.IPIq S1 MO 8} 3SNBIBY SI PASILLIOISND 8¢ Uied UOITBWIOUI 3U} AYM UOSEaI U} ‘spaed g9 uesdoind
aU Jo a|dwexa ayy U UoIRWIOUI 3U J0 AN[IqeIUBWGSS JO SWIS) Ul UoIEIIWI| © Jussaid SUOIORIBIUI [RUOHIBIIP-IUN
*ABA [2UO1IOBJIP-1UN IO [RUONDBIIP-1Q B Ul UOITBLLIOJUI J8JSUBI) O} WSIURYO3W UondeIsiul 8y} Jo Anjigissod ays saiyioads

*(ssauppe pue aweu ‘abie) uonewlojul jeuosiad Jo (UOIESLIOYINE) UOIRWLIOUI Pale|al 3dIAles Ajjuspuadapul
Jwisuesy 03 ajqe si (800z ‘UsqBoH pue uuewneN) psed gje ueadoina ay) 81| sainyea) AoeAlld yum spies g| paseq
diyD 1o @14y ue ‘apis ansoddo ay) UQ "SI8AI18231 3Y} |[e 0} I S.43PJoY ayy Hwisuel} Ajuo |j1m Ajgegold 1sow ‘pueq

anaubew e uo paseq pJed | ue ‘ajdwexa Ue sy "uoieluawihas uoiewloyul ojul (8T0Z e 18 ueynoyd) uoneiuswhas
abews J o (TTOZ ‘sueelipy) uoneluawbas yoaads 81| UoneIuaWBas Jo Sased 8191002 310w JO Uolresijelauab e s siy L
"UOIIBWLIOYUI JO SIUBWIBSS Ja||BWS OJUI LOITELLIOJUI Y} BPIAIP 0} WSIUBYDAW UOIIRISIUI 3y} J0 ANjigissod ay saquioseq

(SSalppe 2BW “"3'1) S30IASP 3]CRJeaM 10 3]IGOL UO JSSN U} 0 J311IUaPI UB w093 03 109[gNns aJe swisiueyosw
uonaeIaIUIL B|qEINWW| “($00Z “'Ie 18 SI9AN) AN|1qeses) Juaaaid 01 S, IISIA B]GBLIA SB YONS UOIIeISN}qo UOIeIIuapI
10} wsiueydsw e juawaydws 03 ajqissod si 3| “AujigeInw Jo aa16ap JayBiy e sey ‘puey Jayio ayy uo ‘Bey a4y
Uy "eunal 1o sjunidiaBuiy se yons sOLIBWOIG JO SUWLIOY JUSISHIP JO 8SN BY) SI WISILBYIBW UONIRISIUI d|qeInuul [ea1dAy
10 9|dwexa Uy "pPajILISUERI SI 18U} UOIBWLIOLUI Y} AJIPOW 0} WSIUBYOSW UoNJRISIUL 8Y) Jo Alljiqeded sy} sa1y109ds

*(FTOZ ‘81pUIS pUB ZapuUBUIS-) UomewIoUI [euoslad apIy pue uolssas BuloBuo ue ayeulwis) 0) ajdwexs 1oy pasn
s131 J1 Aaeand ,s1asn ayy ul AjaAnisod 10edwil 0) payojdxa ag os[e Ued WSIUBYIaW UONJISIUL Ue JO aingLie ANnunuod
8L "UoIYeINp Ay} [e3A3] 10U SB0P (UONDBIBIUI 813J0SIP) SUOHIPUOD J13193ds UIYNIM UOLIed0] 8y} Ul sabueyd noge Ajuo
S313130U ey} WalsAs e a]1ym ‘Buo] moy Joy pue si Jasn sy} aJaym noge uorewloul sainded (Uondessul snonupuod) (T
J131dey)) (00zZ ‘paesIoN pue J3[[1yds) Bumyorl) awin-[eal Yym WalsAs paseq UoKedIO| 7 "(Snonunuod) pus pue Buluuibag
Jea|o e sey )1 peajsul Jo (8310s1p) awn ui julod 913193ds e Je Ajuo aoe|d saye) uondeIBUL Ay} JaUIBYM Sa14109dS

(WYON) SamngLie Jawoisnd-uoN

¢loreipaw Aved
pA1yY1 e Jo alinbai uonewloyul
10 UoISsIWsUe1} 8y} s80q
¢uonoalp
auo U1 AJuo Jo suoldalIp
410Q Ul MOJ4 UoIrewIoul sy} ued

¢aWes ay) skempe
11 S1 10 SIBAI3231 JUBJAHIP 0}
uolewloyul Jo (s)uswbas) sied
JUBJaIp puss o3 a1qissod i S|

¢awes ayl sAempe 11 si Jo abueyd
uonew.Ioul paniwsues) 8y} ssod

01 WasAs ayy Joy aqissod 3 S|

uoneIpajN

Aunfeuonsang

uonejuswbhss

Aungeinn

Aununuod

uondiasaq

slauonnoead 1oy uonsand

IETR




The privacy aware transmission highway framework 11

The elaboration of the PRIV is a complex task and requires previous experience working
with different types of interaction mechanisms, an unbiased mind-set with special focus
on privacy and a good capability for generalisation and abstract thinking. Our
observations show that it requires less effort for practitioners to decide if a term is
applicable to their system and interaction mechanisms than to identify a new term
themselves. For this reason, our framework proposes the use of an initial PRIV (Table 2)
with a list of terms that have been identified through the iterations of analysis of our case
studies and with the incorporation of feedback from the literature. These attributes can be
grouped into customer attributes (CA) and non-customer attributes (NCA) (Chung and
do Prado Leite, 2009) depending on whether they are easily identified and perceived by
an end user or not.

The NCA are more difficult to understand only with a textual description. For this
reason, we found it convenient to use sequence diagrams to illustrate the concepts. These
diagrams are schematic representations proposed as part of the unified modelling
language (UML) Specification as a mechanism to simplify the description of behavioural
aspects of the interactions (http://www.omg.org/spec/UML/2.4.1/Superstructure/PDF/).
(Figure 4) shows an example of the sequence diagrams for each of the five NCA:

e  Continuity [Figure 4(a)]: the diagram on the left indicates that the interaction
mechanism permits the system to determine the ending of the interaction, meaning
that the interaction mechanism is continuous. The diagram on the right indicates that
the start of the interaction can be determined but not the end, meaning that the
interaction mechanism is discrete.

e Mutability [Figure 4(b)]: the diagram on the left indicates that the information sent
by the interaction mechanism never changes, meaning that the interaction
mechanism is immutable. The diagram on the right indicates that the information
transmitted by the sender can be different in different transmissions, meaning that the
interaction mechanism is mutable.

e  Segmentation [Figure 4(c—d)]: Figure 4(c) indicates that the information transmitted
by the sender is the same independently of the receiver, meaning that the interaction
mechanism has a low segmentation. Figure 4(d) indicates that the information
transmitted by the sender can be different depending on the receiver, meaning that
the interaction mechanism has a high segmentation.

o Directionality [Figure 4(e)]: the diagram on the left represents the interaction
between a sender and a receiver where the information flows only in one direction,
meaning that the interaction mechanism is unidirectional. The diagram on the right
represents an interaction mechanism that permits a bidirectional transmission of
information. In this case, sender and receiver can be referred to as transceivers, since
both can transmit and receive information.

e Mediation [Figure 4(f)]: this diagram represents the two different types of interaction
with respect to the mediation aspect. The exchange of information between a sender
and a receiver is considered intrinsic so interaction mechanisms that only support
this type of information exchange are also considered intrinsic. If any information is
transmitted to an external third party (mediator), be it because it is indirectly
forwarded from the receiver or directly from the sender, the interaction is considered
extrinsic.
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Figure 4 Sequence diagrams corresponding to the NCA, (a) continuity (b) mutability (c) low

segmentation (d) high segmentation (e) directionality (f) mediation (see online version

for colours)
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4.3 Evaluating the impact of the interaction mechanisms on users’ privacy

The evaluation phase we proposed in our framework has as an objective to identify
threats to users’ privacy originating from the incorporation of one or more interaction
mechanisms to the system. It is recommended for the development team to face the
evaluation process with a critical mind-set and with an understanding of how complex
privacy is (Solove, 2008). A potential pitfall is to constrain the analysis towards a
convenient definition of privacy. For example, privacy definitions within adversarial
models, i.e., that require the presence of an adversary (Hermans et al., 2011) ignore
scenarios in which the system works correctly and securely but the anonymity
or pseudonymity of the user is not guaranteed (Langheinrich, 2005). The
privacy-friendliness of a system does not only depend on which interaction mechanism is
used, it also depends of what is it used for (application), how is it implemented, and the
situation of the user — e.g., is the user especially concerned about privacy or member of a
privacy sensitive group? Any change in the design or implementation of the system can
potentially introduce a privacy threat. For this reason, the evaluation has to be done in an
iterative and continuous way. Cohn (2011) identifies the double nature of non-functional
requirements with respect to validation: initial compliance (before the system or a usable
prototype is present) and ongoing compliance (when a system is already implemented
and needs to be evaluated or modified).

4.3.1 Initial compliance evaluation

When the system is in an early stage of design or conceptualisation and the
implementation choices have not been set, using the PRIV as analytical guide has two
purposes: divide the problem of privacy into more manageable sub-problems and expand
conceptual alternatives in an exercise of lateral thinking. In the same way as in planning
poker (Grenning, 2002) the team initiates a discussion of how much impact on users’
privacy each interaction mechanism will have. The team does that by iterating over each
attribute of each interaction mechanism. One of the simplest forms of evaluation would
consists of requesting each member to provide an estimation for the impact of privacy on
the system (example in Table 3).

In some cases, it might be difficult for the team to predict the impact without prior
knowledge on the details of the system. In these cases, the team can start discussing the
degree of each attribute as they perceive it in a scale from 1 to 5 (Table 4). Strong
disagreements (very high values against low or very low values) in attributes estimations
are interesting starting points because they can represent either a misunderstanding of the
meaning of the term or a different understanding of how the interaction mechanism
works. In both cases, the team has to clarify the reason and evaluate how it can impact on
the project.

In Table 4 here are two types of significant disagreements. Member 1 and member 2
understand the term visibility in a different way. Member 2 considers that NFC has a high
degree of visibility because she thinks that the user needs to be able to see the NFC tag to
exchange information with the system. Member 1, on the other hand, considers that the
degree of visibility is low because NFC itself does not provide enough feedback to the
user of what information has been transmitted. With respect to how the interaction
mechanism works, there is also another disagreement. Member 1 is assuming an NFC
that is implemented as an RFID, meaning that the NFC tags are only capable of sending a
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read only unique ID in one direction, making the interaction immutable,
not-segmental and unidirectional. Member 2 interprets NFC as a more flexible interaction
mechanism capable of storing random pieces of information (Want, 2006).

Table 3 Example of costs estimated to remediate the impact of the interaction mechanism

Cost estimation — impact on privacy per attribute
Application: BCC Shopping
Interaction mechanism: Body Coupled Communication (BCC)

Attribute Description Estimated cost

Intentionality Accidental interactions need to be prevented 20 hours
Visibility

Precision

Understandability ~ Users need to be educated on how the system works 40 hours
Continuity

Mutability

Segmentation

Directionality

Mediation

Note: The text in italics is introduced by a development team member.

Table 4 Example of result of the evaluation of NFC as an interaction mechanism for the
museum visitors’ tracker application performed by two different members

Attributes Estimation for Interaction Mechanism
Application: Museum Visitors Tracker
Interaction Mechanism: Near Field Communication (NFC)

Attribute Member 1 Member 2
Intentionality 5 4
Visibility 2 4
Precision 4 4
Understandability 5 4
Continuity 4 5
Mutability 4 1
Segmentation 4 1
Directionality 4 1
Mediation 1 1

Notes: Bold entries reflect a disagreement on the attributes of NFC. The text in italics is
introduced by a team member.
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4.3.2 Ongoing compliance evaluation

Evaluating potential privacy threats in a system is done differently if a functional
prototype is available. Each attribute of a specific interaction mechanism is evaluated
applying techniques that are appropriated to the attribute (Table 5). The NCAs can be
evaluated by expert developers while the CAs need to be evaluated with the participation
of end-users. Since CAs are, by definition, more easily identified and perceived by the
end-users, there is a possibility that a change in a CA makes users consider an interaction
mechanism as privacy unsafe even when that is not the case. For this reason, CAs can be
used for evaluations that are triggered by a communitarian motivation.

4.4 lteration

Changes in the design and implementation are made to mitigate or eliminate the effects of
the detected privacy threats. These changes can be at the conceptual level, education of
the user, implementation of the interaction mechanism and selection of different
interaction mechanism or composition of interactions.

5 Evaluation of the framework

As part of each iteration of our DSRM process, several groups of people, such as
computer science students, researchers, ubiquitous computing developers and interaction
designers have participated in workshops and evaluations, applying the framework to
their own projects or given mock assignments. Apart from the feedback of these experts,
the Privacy Aware Transmission Highway (PATH) framework also incorporates
methods, concepts and techniques identified as useful in the analysis of privacy in other
areas of application. Table 6 shows a list of projects in which usage of the PATH
framework was proposed to the development team. The research methods used were:
usability inspection method (UIM) (Nielsen, 1994), method evaluation model (MEM)
(Moody, 2003), controlled experiment (Sjgberg et al., 2005), semi-structured interviews
(DiCicco-Bloom and Crabtree, 2006) and case study research (Zainal, 2007).

It was found useful to have such variety of research methods to cover as many aspects of
the framework as possible. We found this selection necessary due to the strength and
weaknesses of each method:

e UIM: one important limitation that emerges during the empirical evaluation of a
framework is to communicate all the details of the framework to the practitioner,
including the steps that need to be followed and in which order, the concepts that
need to be applied and the results that can be expected from applying the framework.
Differences in the way these details are communicated to the practitioner can lead to
variations in the results of the evaluation. To avoid these variations, a software
assistant was developed to guide the practitioner through the process of applying the
PATH framework to their own projects. This method is more expensive, in terms of
resources needed to implement the software, compared to simply giving a
presentation to the practitioners and requesting them to perform a certain task.
However, the usage of software simplifies and automates the collection of data from
the evaluation. A possible criticism is that, through this method, the usability of the
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framework is not being directly evaluated, only the usability of the software. We
consider that this is not a real problem since it is more likely to obtain false negative
results due to a software malfunction or unimplemented features than to obtain false
positive results that do not correspond to the framework.

MEM: Moody (2003) presents the theoretical foundations that need to be considered
for the evaluation of methodological knowledge (know how) in information systems.
Validating a method is not done in terms of whether a method is “correct’ or not, but
in terms of its pragmatic success, defined as the improvement in efficiency and
effectiveness which is reflected in the adoptability of the method. Measuring the
actual adoption of the PATH framework would be difficult since that would require a
long-term analysis of the actual behaviour of the practitioners. Instead of that, MEM
focuses on evaluating the perceived ease-of-use and the perceived usefulness. The
main limitation we have experienced while applying MEM to evaluate our
framework is that practitioners should have a clear motivation and a well-defined
objective to perform a task so that it is possible to evaluate if the framework
improves the performance. From all the experts that participated in the evaluation,
none of them had previous experience, interest, motivation or need to identify
privacy threats that could be caused by their projects. This fact could have a negative
impact in the perceived usefulness but not necessarily in the perceived ease-of-use.

Case study: as Zainal (2007) points out, case studies research is considered
controversial due to the lack of robustness and the limited generalisation of the
results. However, case studies can be useful to improve the understanding of
complex problems where qualitative data is not sufficient. The museum visitors
tracker project was used as a long-term scenario to frame and guide the research to
inform the design of the PATH framework.

Controlled experiment: research using controlled experiments is the standard method
to identify cause-effect relationships. The approach has been to compare the PATH
framework with other privacy framework, in this case Bellotti and Sellens’ (1993)
question option criteria (QOC), considered as a benchmark since it was introduced
(Jensen et al., 2005). Two groups of bachelor students were assigned the task of
analysing the Museum Visitor Tracker scenario with respect to privacy threats and
elaborating a report with a list of privacy-friendly alternatives, each of the groups
using a different framework. Although controlled experiments are interesting
because they are normally easier to reproduce and validate, they are somehow
limited when the research problem is complex, abstract, not understood completely
and the sample size is limited, which is the case of privacy in ubiquitous computing.

Semi-structured interviews: in conjunction with the controlled experiment, a
semi-structured interview was conducted with both groups independently (PATH
and QOC). The interview was guided by a set of open-ended questions related to the
process followed, the difficulties, the decisions and the rationale behind the
decisions, since those details are not captured in the final report delivered by the
students.
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Table 6 Projects used to evaluate PATH

Project name Description of the project Participants Evaluation method

BCC shopping A project where capacitive 2 researchers in e UIM

body coupled communication modelling body

(BCC) is used as an coupled * MEM
alternative to barcodes in the communication
shopping centre prototyped at
Linkdping University.
(Kazim, 2015) (Chapter 4.2)
Adressa Park Public interactive media space e 2 interactive e UIM
with support for storytelling media spaces
promoted by the newspaper researchers * MEM
Adresseavisen. . .
e 2 interaction
designers
Location based Mobile application that 1 DIY practitioner ¢ UIM
sound player reproduces different sounds
depending on the location of * MEM
the user. The expert was 1
DIY practitioner.
Museum visitors ~ Smart system for the Science 1 researcher e UIM

tracker Museum (Vitensenteret) in

. Lo 2el i
Trondheim to track visitors electronics * MEM

; engineers
and capture analytic e Case study
information such as age, 14 bachelor
gender or nationality so that it students in * Controlled
can be matched with the level informatics experiment
of engagement during the e Semi-structured
visit. The expert was an interview

electronics engineer.

The findings obtained from the experiments are grouped into benefits of GOA and use of
PRIV:

GOA: in the controlled experiment, the group that used PATH was able to elaborate
a list of alternative designs including more interaction mechanisms (using RFID or
NFC tag beacons or multiple selection buttons) than the QOC group. The alternatives
proposed by the QOC group were more centred towards different ways to provide
choice and consent to the visitors but constrained to video recording. The advantage
of the alternatives proposed by the group that used PATH is avoidance of the over-
specified requirement of using video recording, which was deliberately introduced in
the problem description.

PRIV: six of the eight experts that participated in the evaluation of the PATH
framework stated that they found the method useful. With respect to the other two
experts, one found the method complex and difficult to follow while the other
remained neutral (neither agree nor disagree). They could use the PRIV as a way to
find unknown privacy threats and to facilitate the communication among the team.
The experts provided a total of 216 estimations for 24 different interaction
mechanisms. The disagreements on the estimations by different members were used
to spot the uncertainties with respect to privacy in their projects.
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Classification of the PATH framework

Table 7
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The UIM evaluations were assisted by a software tool, the path assistant, a web
application that guides the experts through the analysis of their systems. This prototype
served us as a proof-of-concept that it is possible to partially automate the PATH process.

Given the framework classification system from Table 1, it is possible to situate our
proposal so that it can be compared to other frameworks (Table 7). The scope of the
PATH framework is to identify privacy threats associated to interaction mechanisms in
ubiquitous systems. The main difference with respect to the existing frameworks in
Table 1 is the incorporation of a simplified GOA phase to reduce the appearance of
over-specified requirements that may have an impact on users’ privacy. Another
difference of the PATH framework is that, a cost estimation approach is presented to
facilitate the evaluation of alternatives with respect to their potential impact on users’
privacy. Both phases, GOA and cost estimation are assisted through the utilisation of a
PRIV. PATH is applied at the level of personal privacy, since the objective is to prevent
personal information to be exposed through the utilisation of ubiquitous interaction
mechanisms and it remains neutral with respect to the motivation of the practitioner
whether it is principled or communitarian, as described by lachello and Hong (2007).
Compared to the existing frameworks, PATH has the advantage that it helps avoiding
privacy threats caused by over-specification, however, this framework is not useful in
classical desktop based application scenarios and when data protection is required it is
necessary to combine PATH with other frameworks that take that aspect into
consideration. PATH is the result of applying a DSRM to the problem of privacy in
interactive ubiquitous computing systems.

6 Conclusions and future work

In this paper, we have presented the PATH framework, a novel approach that addresses
the analysis of privacy threats in ubiquitous computing systems from the perspective of
user interaction. We incorporate the utilisation of a semiotic approach, the PRIV as a way
to decompose the analysis of privacy issues in more manageable and understandable
subtasks. An evaluation of the framework has been conducted through different research
methods, involving experts, practitioners, and informatics students. This evaluation
shows that our proposal is a promising approach that can be adopted by practitioners in a
variety of disciplines to simplify the analysis of privacy implications in ubiquitous
systems. Future improvements on the framework are under consideration. We intend to
extend our evaluation phase with privacy heuristics present in the literature, like the
seven types of privacy (Finn et al., 2013), or other heuristics derived from the GDPR. It is
possible that this extension complicates the application of the framework. However, it
seems beneficial for practitioners to avoid relying only on their own definition of privacy.
This work represents an overview of the whole PATH framework. Some of the results
from the different evaluations are still pending publication.
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