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ABSTRACT

This thesis studies variational problems invariant under a Lie group transforma-
tion, and invariant discretizations of these. In chapters two and three, a general
method for creating symplectic integrators preserving certain classes of variational
symmetries of first order Lagrangians is developed and demonstrated. In chapters
four and five, it is assumed that the discrete Lagrangian is invariant under a cer-
tain group action, and the Euler–Lagrange equations for the variational problem
are expressed in the invariants of the group action.
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CHAPTER 1

INTRODUCTION

When studying an object in mathematics or other fields, symmetries, transforma-
tions which do not change the object, are often useful for simplifying or reducing
a problem. The symmetries of our concern are Lie group actions acting on a man-
ifold. The machinery of moving frames provides tools for calculating and studying
objects with such symmetries. We use the moving frame formalism as developed by
Fels and Olver [4, 3, 14]. An elementary introduction, which also provides material
on the variational problems studied in this thesis is the book by Mansfield [8].

Our main goal is to study variational problems and discretizations of these.
The objects to be studied are functions f : X → U , where X and U are smooth
manifolds. While the theory in this thesis makes no further assumptions on X and
U , the numerical examples will have X = R, U = Rn.

The thesis assumes the reader to be familiar with basic differential topology
concepts including the concept of manifolds, tangent bundles and tangent maps.
It also assumes the reader is familiar with the basic concepts of Lie groups and Lie
algebras.

A few notes on assumptions and notations
• The Einstein summation convention is used. If an index appears twice in a

term it is an indication that this index should be summed over.

• Function and manifolds are assumed to be C∞ smooth, unless otherwise
noted.

• We use the two-argument atan2 in some formulas, to avoid the usual quadrant
issues of arctan. Mathematically, atan2(y, x) is the principal argument of the
complex number x+ iy.

• Mostly, low indices are used for elements of a sequence, typically a numerical
solution, while high indices are used for coordinates, though his convention
has not been followed completely.
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CHAPTER 2

GROUP ACTIONS AND
MOVING FRAMES

2.1 Basic Definitions and Results
Definition 1. Let G be a Lie group with identity e and M a smooth manifold.
Furthermore, let U ⊂ G ×M be an open set with {e} ×M ⊂ U . A smooth local
left group action is a smooth function Ψ : U →M satisfying

(a) If (h, z) ∈ U , (g,Ψ(h, z)) ∈ U and (gh, z) ∈ U , then

Ψ(g,Ψ(h, z)) = Ψ(gh, z).

(b) For all z ∈M ,
Ψ(e, z) = z

(c) If (g, z) ∈ U , then also (g−1,Ψ(g, z)) ∈ U and

Ψ(g−1,Ψ(g, z)) = z

If U = G ×M , we say Ψ is a global left group action. In this case, part (c) above
follows from parts (a) and (b).

A local right group action satisfies part (b) and (c) above and

(a’) If (h, z) ∈ U , (g,Ψ(h, z)) ∈ U and (hg, z) ∈ U , then

Ψ(g,Ψ(h, z)) = Ψ(hg, z).

We will restrict the study to connected group actions, which means that in
addition to (a), (b) and (c),

3



4 CHAPTER 2. GROUP ACTIONS AND MOVING FRAMES

(d) G and M are connected as manifolds,

(e) U is connected,

(f) Gz = {g ∈ G | (g, z) ∈ U} is connected for every z ∈M .

We will make use of the alternative notations

g · z = Ψ(g, z)

if the action is left, and
z · g = Ψ(g, z)

if the action is right. In local coordinates z = (z1, . . . , zm) on the manifold, we will
sometimes abuse this notation and write e.g. g · zi for the ith coordinate of g · z.

Additionally we will use the notations

Ψg(z) = g · z
Ψz(g) = g · z

for the group action with either argument fixed.

The difference between local and global group actions is somewhat technical. In
this thesis definitions are mostly stated just for the global case. The definitions for
local group actions are analogous, but with additional restrictions. Additionally,
most group actions of our concern are left.

For theoretical purposes it is sometimes useful to restrict the action to a con-
nected open set V ∈ M , which requires that the domain of U is restricted such
that all the axioms above hold.

We will be interested in functions that are invariant or equivariant under a left
group action.

Definition 2.

(a) A function f : M → R is invariant under the group action if

f(g · x) = f(x)

for all (g, x) ∈ G×M.

(b) Given two manifolds M and N , and group actions

ΨM : G×M →M

ΨN : G×N → N

with common Lie group G, a function F : M → N is equivariant if for all
g ∈ G

F ◦ΨM
g = ΨN

g ◦ F

as functions M → N
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The right-equivariant moving frames are equivariant maps from M to G, with
the left action of G on itself defined by Ψg(h) = hg−1.

Definition 3. A right-equivariant moving frame for a group action is a smooth
function ρ : M → G satisfying the right-equivariance

ρ(g · z) = ρ(z) · g−1 (2.1)

for all g ∈ G, z ∈M .

Remark: If z 7→ ρ(z) is a right-equivariant moving frame, z 7→ ρ̃(z) = ρ(z)−1 is a
left-equivariant moving frame, satisfying ρ̃(g ·z) = g · ρ̃(z). While the classic moving
frames pioneered by Cartan [1] and others, are left-equivariant, Fels and Olver [4]
introduced the right-equivariant version as more practical for computations, and
in this thesis, all moving frames are right-equivariant.

Under some assumptions on the group action, a local moving frame, defined in
a neighbourhood of an arbitrary point z ∈ M , exists, and can be constructed. To
state these assumptions, we need some terminology.

Definition 4.

(a) For a point z ∈M the (group) orbit is the submanifold O(z) = {g · z | g ∈ G}

(b) The isotropy subgroup of a point z ∈M is Gz = {g ∈ G | g · z = z}.

(c) A group action is:

• Locally free if Gz is a discrete subgroup for all z ∈M .
• Free if Gz = e for all z ∈M.

• Regular if all orbits are of the same dimension, and for each point x ∈M ,
there exists a neighbourhood U of x such that the intersection between
an orbit and U is either empty or connected.

• Locally effective if the global isotropy subgroup G?M =
⋂
z∈M Gz is discrete.

• Effective if G?M = e.

(d) A submanifold which intersects each group orbit transversally and exactly once,
is a cross-section.

We note that the adjective “locally” is natural in the sense that if Ψ is locally
free, (resp. effective), then by suitably restricting the domain of Ψ, the resulting
local group action is free (resp. effective). If the group action is free and regular,
then for any point z ∈M there is a neighbourhood U ⊂M , such that there exists
a cross-section K ⊂ U for the group action restricted to U .

Theorem 1. Let G act freely and regularly on M , and let K be a cross-section.
Given z ∈ M , let ρ(z) ∈ G be the unique group element such that ρ(z) · z ∈ K.
Then ρ : M → G is a (right-equivariant) moving frame.
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Proof. Let z ∈ U , and h ∈ G such that h · z ∈ U . Since each group orbit intersects
K exactly once, ρ(h ·z) ·h ·z = ρ(z) ·z. Since the action is free, ρ(h ·z) ·h ·ρ(z)−1 = e
and the equivariance follows.

Usually, the cross-section is defined in local coordinates z = (z1, . . . , zm) as the
locus of a set of equations

Zi(z) = 0, i = 1, . . . , r,

and the moving frame can be obtained by solving the equations

Zi(ρ(z) · z), i = 1, . . . , r,

with respect to the group element ρ(z).
The choice of cross-section K and moving frame induces an invariantization

operator on the space of functions on M . If F is any function on M , its invarianti-
zation ι(F ) is invariant under the group action and is defined by

ι(F )(z) = F (ρ(z) · z).

Of special importance are the invariantizations of the coordinate functions z 7→ zi.
These are the fundamental invariants Ii = ι(zi). In coordinates, the invariantiza-
tion of a function is

ι[F (z1, . . . , zm)] = F (I1(z), . . . , Im(z)).

Since the invariantization of an invariant function is the function itself, it follows
that any invariant function can be written in terms of the fundamental invariants.
This result, known as the replacement theorem, is often useful.

Theorem 2 (Replacement theorem). If F is an invariant function, then

F (z1, . . . , zm) = ι[F (z1, . . . , zm)] = F (I1(z), . . . , Im(z)).

In particular, the invariantizations of the cross-section equations ι
(
Zi
)

are con-
stant. These are the phantom invariants.

2.2 Infinitesimals
Let g = TeG be the Lie algebra of the Lie group G. The tangent map at the
identity

TeΨz : g→ TzM

defines the infinitesimal action

ψ : g×M → TM.

If v1, . . . , vr form a basis for the Lie algebra, the corresponding vector fields

vj(z) = ψ(vj , z) = ψji (z)∂zi

are the generators of the group action. The basis will typically be defined by local
coordinates (g1, . . . , gr) on G near the identity such that vj(z) = ∂

∂gj Ψ(g, z)
∣∣∣
e
.
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2.3 Prolongation
For any action Ψ on a manifold M , there are induced actions on M ’s tangent bundle
and more generally, the jet bundles Jn(M,p) over M . Jn(M,p) is defined as the set
of equivalence classes of p-dimensional submanifolds under the equivalence relation
of nth order contact at a single point. The induced action on a jet bundle is known
as the prolongation of the action. For the tangent bundle, the prolonged action

ΨTM : G× TM → TM

is defined by
ΨTM
g = TΨg

that is, differentiation with respect to the manifold variable. The actions on higher
order jet bundles are defined in a similar manner.

Prolongation has a regularizing effect, if Ψ acts effectively on open subsets,
meaning that the only group element fixing every point in an open subset is e, then
for a sufficiently large n, the prolongation of Ψ acts locally freely and regularly on
an open dense subset of Jn(M,p) [13], so that even if Ψ does not admit a moving
frame, ΨJn(M,p) for n sufficiently large does.

Locally on Jn(M,p), we can split M into X×U , where X is p-dimensional and
consider p-dimensional submanifolds as smooth functions f : X → U . For indexing
variables and invariants, it is convenient to use multi-indices. With (x1, . . . , xp) lo-
cal coordinates on X, (u1, . . . , um−p) local coordinates on U we useK = (k1, . . . , kl)
to index the partial derivatives

uαK = ∂luα

∂xk1 · · · ∂xkl
,

and use the (xi, uαK) as local coordinates on Jn(M,p) = X×U (n). The correspond-
ing fundamental invariants are IαK = ι(uαK).

We also define the differential operator

DK = ∂l

∂xk1 · · · ∂xkl
.

Due to the replacement theorem, any invariant expressed in uα and derivatives
of these can be written in terms of the fundamental invariants. For simpler notation
we will often write simply Ψ also for the prolonged action of Ψ, and use the multi-
indices to index the elements of Ψ(g, z), where z is an element of the jet bundle.

The generating vector fields on Jn(M,p) are given in terms of the original
generators by the prolongation formula. In local coordinates, if the original vector
field is

v = ξi∂xi + φα∂uα

the prolonged vector field is

pr v = v +
∑
α,K

φαK∂uαK
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where φαK = DK

(
φα − ξiuαi

)
+ ξiuαK,i.

A group action on M also induces naturally an action on Mn = M × · · · ×M

ΨMn

g (z1, . . . , zn) = (Ψg(z1), . . . ,Ψg(zn)).

which we will call the prolongation to Mn. If v(z) is a generator of the original
group action Ψ, the corresponding generator for ΨMn is

vM
n

=
n∑
i=1

vi(zi)

where vi(zi) ∈ TziMi.

2.4 Differentiation of Invariants
We mainly consider cases where the manifold can be split into X×U where x ∈ X
represent the independent variables and u ∈ U the dependent variables. Further-
more, we assume that x is invariant under the group action. It is important to note
that invariantization and differentiation do not commute, even if the differentiation
is with respect to an invariant variable. However, it is possible to calculate deriva-
tives of the fundamental invariants IαK in terms of other fundamental invariants.
Combined with the replacement theorem, this can be used to differentiate any in-
variant function. Fels and Olver [3, Section 13] showed that these expressions can
in fact be calculated from the prolonged vector fields and the equations for the
cross-section. What follows is a proof of these relations for the case of invariant
independent variables.

Lemma 1. Define Rg : G→ G by Rg(h) = hg. Then

TeΨg·z = TgΨz ◦ TeRg
= TgΨz ◦ (TgRg−1)−1

Proof. The first equality follows from the identity

Ψz ◦Rg = Ψg·z

and the chain rule. The second equality follows from T (Rg ◦Rg−1) = id.

Lemma 2.
Tzρ = Tρ(g·z)Rg ◦ Tg·zρ ◦ TzΨg

for all g ∈ G, and specifically, for g = ρ(z)

Tzρ = TeRρ(z) ◦ Tρ(z)·zρ ◦ TzΨρ(z)
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Proof. ρ(z) = ρ(g · z) · g for all z, thus ρ = Rg ◦ ρ ◦ Ψg. The lemma follows from
the chain rule.

Theorem 3. Assume that Ψ : G×M →M has a cross-section K with correspond-
ing moving frame ρ : M → G. Let z = (z1, . . . , zm) be local coordinates near some
point x ∈ K and assume that in these coordinates K is defined as the kernel of the
function

Z(z) = (Z1(z), . . . , Zr(z)) ∈ Rr.

Furthermore let v1, . . . ,vk, where the vj = ψji (z)∂iz be the generators of the action.
Define the matrices

J(z) = Tρ(z)·zZ,

ψ(z) = TeΨρ(z)·z

with entries
J(z)i,j = ∂Zi

∂yj

∣∣∣
y=ρ(z)·z

ψ(z)i,j = ψji (ρ(z) · z),
The tangent map of the invariantization map

ι : z 7→ Ψ(ρ(z), z)

is in local coordinates given by

Tzι = TzΨρ(z) −ψ(Jψ)−1JTzΨρ(z).

Proof. By the product rule and lemmas 1 and 2

Tzι = Tρ(z)Ψz ◦ Tzρ+ TzΨρ(z)

= TeΨρ(z)·z ◦ (TeRρ(z))−1 ◦ TeRρ(z) ◦ Tρ(z)·zρ ◦ TzΨρ(z) + TzΨρ(z)

= TeΨρ(z)·z ◦ Tρ(z)·zρ ◦ TzΨρ(z) + TzΨρ(z)

(2.2)

Assume that Z1, . . . , Zk, zk+1, . . . , zm are functionally independent near x (if not,
rearrange the zi), so that η(z) = (Z1, . . . , Zk, zk+1, . . . , zm) form local coordinates.
The Jacobian of the transformation map η, at ρ(z) · z ∈ K is

Tρ(z)·zη =
[
J
A

]
,

where J is as defined above, and A plays no further role.
By construction, Z = π ◦ η, where π is projection onto the first k coordinates.

By ρ(z) · z ∈ K, we have
Z ◦ ι = π ◦ η ◦ ι = 0

Taking the tangent map of π ◦ η ◦ ι at the cross-section gives

Tη(ρ(z)·z)π ◦ Tρ(z)·zη ◦ Tρ(z)·zι = 0.
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Since
Tπ =

[
id 0

]
,

we deduce that
Tρ(z)·zη ◦ Tρ(z)·zι =

[
0
A

]
, (2.3)

for some A (different from the previous A). The top k rows of the matrix equation
(2.3) are

J ◦ Tρ(z)·zι = 0.
Inserting from equation (2.2), we get

J(TeΨρ(z)·z ◦ Tρ(z)·zρ ◦ TzΨe + TzΨe) = 0

Jψ ◦ Tρ(z)·zρ = −J ,
where the last line is due to TzΨe = id. Since the cross-section is assumed to
intersect the orbits of the group action transversally, Jψ is of full rank r, so this
implies

Tρ(z)·zρ = −(Jψ)−1J .

Inserting this into equation (2.2) completes the proof.

In our applications, the Zi depend on only a few of the zi, say ζ1, . . . , ζl. Let
J ′ be the non-zero columns of J

J ′i,j = ∂Zi

∂ζj
.

We apply the theorem to fundamental invariants of a prolonged action. We
let the manifold be Jn(M,p), which we split as before and use local coordinates
z = (u1, . . . , u1

1, . . . , u
α
K , . . . ). Where the indices on matrices in theorem 3 refers to

coordinate zi, we instead index with (α,K).
For a fundamental invariant IαK = ι (uαK) = ι(z)α,K , which we differentiate with

respect to the invariant variable xi, we have by the theorem

∂

∂xi
IαK = ∂

∂xi
(ι(z)α,K)

=
(

∂

∂xi
ι(z)

)
α,K

=
(
Tzι

(
∂z

∂xi

))
α,K

=
(
TzΨρ(z)

∂z

∂xi

)
α,K

−
(
ψ(Jψ)−1JTzΨρ(z)

∂z

∂xi

)
α,K

=
(
TzΨρ(z)

∂z

∂xi

)
α,K

−ψα,K(Jψ)−1JTzΨρ(z)
∂z

∂xi
,

where the subscripts on matrices refers to rows. The first term of the final right
hand side is equal to ι(uαKi) = IαKi by the definition of prolongation. The second
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term can be simplified by deleting the zero columns of J and the corresponding rows
of ψ and elements of TzΨρ(z)

∂
∂xi z. The remaining rows of ψ are the coefficients of

∂ζj in the generators, evaluated at the cross-section, and the remaining elements
in TzΨρ(z)

∂
∂xi z are the fundamental invariants ι

(
∂ζj

∂xi

)
, again by the definition of

prolongation.
Let ψζ be the remaining rows of ψ, and let

T i,j = ι

(
∂ζi

∂xj

)
.

and define the correction matrix

C = −(J ′ψζ)−1J ′T .

The correction matrix, which only depends on the ζi appearing in the cross-
section equations and their first derivatives, provide the correction terms relating
invariantization and derivation. We sum up the discussion above in a theorem.

Theorem 4. The derivatives of the fundamental invariants are

∂xiI
α
K = IαKi +Cj,iψ

j
α,K , (2.4)

where ψjα,K = ∂uαK
∂gj

∣∣∣
g=e

and C is as described above.

The symbolic differential formulas above gives a way to express certain IαK as
functions of lower-order invariants and derivatives of these. We will call a finite set
of invariants Igen such that all invariants can be written as a function of invariants
in Igen and a finite number of their derivatives for a set of generators. It is a classic
result that a finite set of generators always exists. A more recent result is that if
the frame is minimal, then the set{

ι(xj), ι(uα), ι
(
∂Zi

∂xj

)}
is a set of generators. [7]
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CHAPTER 3

MECHANICAL SYSTEMS

We approach classical mechanics as formulated by Lagrange and Hamilton from a
geometric point of view. Important sources for the theoretical background in this
chapter are a book by Marsden and Ratiu [9], and an article by Marsden and West
[10]. We follow these sources and consider Hamiltonian mechanics as vector fields
on symplectic manifolds.

3.1 Symplectic Manifolds and Symplectic Maps
We first recall some concepts from differential topology.

Definition 5. Let M be a smooth manifold.

• A differential k-form ω over M assigns to any point q ∈M a k-linear, alter-
nating map

ωq : TqM × · · · × TqM → R,

in a smooth manner. We identify differential zero-forms with smooth func-
tions M → R.

• The cotangent bundle over M , T ∗M is the set of elements of the form (q, p),
where q ∈M and

p : TqM → R

is linear. Differential one-forms over M are sections of T ∗M .

• The wedge product of a k-form ω and an l-form ξ, is the k + l form defined

13



14 CHAPTER 3. MECHANICAL SYSTEMS

by

(ω ∧ ξ)q(v1, . . . vk+l)

= (k + l)!
k! l!

∑
π

(sgn π)ωq
(
vπ(1), . . . , vπ(k)

)
ξq
(
vπ(k+1), . . . , vπ(k+l)

)
where all the vi lie in TqM and the sum is over all permutations of k + l
elements. sgn π is the sign of the permutation,

sgn π =
{

1 if π is even
−1 if π is odd.

• If v is a vector field on M , the interior derivative iv is a map from k+1-forms
to k-forms defined by

(ivω)q (w1, . . . , wk) = ωq(v|q, w1, . . . , wk)

where all the wi lie in TpM and v|q is the vector field evaluated at q.

• The exterior derivative d is a map from k-forms to (k + 1)-forms satisfying

(a) If f is a 0-form, i.e. a function. df is the normal tangent map.
(b) d is linear.
(c) d satisfies the product rule. If ω is a k-form and ξ an l-form then

d(ω ∧ ξ) = dω ∧ ξ + (−1)kω ∧ dξ

(d) d(dω) = 0 for all ω.

• If F : M → N is a smooth function between manifolds, its pull-back F ∗ maps
differential forms over N to differential forms over M . Let ω be a differential
k-form over N , and q ∈M , and v1, . . . , vk ∈ TqM .

(F ∗ω)q(v1, . . . , vk) = ω(TqFv1, . . . , TqFvk).

Pull-backs of functions commute with the wedge product and the exterior
derivative [9, Section 4.2].

• If v a vector field on M and φt its flow, then the Lie derivative of a k-form is

Lvω = ∂

∂t
φ∗tω

∣∣∣
t=0

• If F : M → N is a diffeomorphism, its cotangent lift T ∗F is a map

T ∗F : T ∗N → T ∗M

such that
T ∗F (q, p) = (F−1(q), p̃)

where p̃ is the linear function on TF−1(q)M defined by

p̃(v) = p(TF−1(q)v)
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We will also need Cartan’s magic formula [9, Theorem 4.3.3].

Lvω = d(ivω) + iv(dω).

A symplectic manifold is a smooth manifold M , equipped with a nowhere van-
ishing two-form Ω. The two-form relates a smooth Hamiltonian H : M → R to the
Hamiltonian vector field vH defined by the relation

ivHΩ = dH (3.1)

The integral curves of vH generate the flow of the Hamiltonian φt. The flow satisfies
the two properties

• φ∗tH = H

• φ∗tΩ = Ω

Proof. Indeed,
∂

∂t
φ∗tH

∣∣∣
t=0

= LvHH

= dH (vH)
= Ω(vH ,vH)
= 0

∂

∂t
φ∗tΩ

∣∣∣
t=0

= LvHΩ

= ivHdΩ + d(ivHΩ)
= 0 + d2H

= 0

The last property above implies that the symplectic form is preserved under the
pull-back of φt for all t. Maps with this property are called symplectic maps. As
this is an important property of Hamiltonian flows, it seems natural to search
for numerical schemes which also have this property. Such numerical schemes are
known as symplectic integrators, and have been widely studied.

In most practical applications, the symplectic manifold M arises as the cotan-
gent bundle over some configuration manifold Q. We write points in T ∗Q as (q, p)
and write 〈p, v〉 for pairing of covectors and vectors over Q, and ω ·u to denote the
pairing of covectors and vectors over M = T ∗Q. In both cases, the base point of
the covector and vector is assumed to be the same. Additionally, we will sometimes
abuse notation and write 〈(q, p), v〉 for 〈p, v〉 with base point q.

When M = T ∗Q, the symplectic form is the canonical two-form, defined as
follows. Let Θ be the canonical one-form on T ∗Q. If u is a vector in T(q,p)(T ∗Q)
then

Θ(q, p) · u =
〈
p, T(q,p)π u

〉
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where π : T ∗Q → Q is the natural projection. The canonical two-form is then
Ω = −dΘ.

Maps F : T ∗Q→ T ∗S such that

F ∗ΘS = ΘQ,

where ΘQ and ΘS are the canonical one-forms on their respective cotangent bun-
dles, are special symplectic maps. The special symplectic maps F : T ∗Q → T ∗S
are exactly the cotangent lifts of diffeomorphisms f : S → Q [9, Proposition 6.3.2].

If
q = (q1, . . . , qn)

are local coordinates on Q, we can expand with

p = (p1, . . . , pn)

to get local coordinates on T ∗Q. We will choose the pi to correspond with the
natural basis on TQ, i.e. if v = vi∂qi ∈ TqQ, then

〈p, v〉 = pivi.

In such coordinates
Θ = pidqi

Ω = dqi ∧ dpi,

where dqi and dpi are the exterior derivatives of the coordinate functions qi and pi
The following theorem, whose proof can be found in [10, Sections 1.4.4-5], shows

that the canonical one-form Θ determines symplectic maps.

Theorem 5. Let
F : T ∗Q→ T ∗Q

be a smooth map and let Γ(F ) ⊂ T ∗Q× T ∗Q be its graph. Furthermore let

π1,2 : T ∗Q× T ∗Q→ T ∗Q

be the projections onto each of the components,

i : Γ(F )→ T ∗Q× T ∗Q

the inclusion map, and
Θ̂ = π∗2Θ− π∗1Θ.

Then F is symplectic if and only if there exists, at least locally, a smooth function
S : Γ(F )→ R such that i∗Θ̂ = dS. The function S is called the generating function
of F , and we say that F is generated by S.

A special case occurs if (π1×π2)◦i : Γ(F )→ Q×Q is a diffeomorphism. In this
case, S can be written as a function S : Q × Q → R and is a generating function
of the first kind. In coordinates, the relation between F and S becomes

F : (q1, p1) 7→ (q2, p2)



3.2. LAGRANGIAN AND HAMILTONIAN SYSTEMS 17

where
p1 = −D1S(q1, q2)
p2 = D2S(q1, q2)

and D1 and D2 are the partial differential operators with respect to q1 and q2,
respectively.

Generating functions of the first kind have a nice interpretation when combined
with Hamilton’s principle. To arrive at this interpretation and its consequences for
symmetries and discrete mechanics, we first need to recall some classical mechanics.

3.2 Lagrangian and Hamiltonian Systems
In Lagrangian mechanics, one considers mechanical systems on some configuration
space Q, for which one can define kinetic energy T (q, q̇) and potential energy U(q).
The mechanical system follows a path in Q which minimizes the integral of the
Lagrangian Ldt = (T −U)dt. This is Hamilton’s principle. By variational calculus,
it can be shown that such paths satisfy the Euler–Lagrange equations, which in
local coordinates (q1, . . . , qn) are

Ei(L) = − d
dt

(
∂L

∂q̇i

)
+ ∂L

∂qi
= 0.

In most of the interesting cases, the Lagrangian formalism is equivalent to the
Hamiltonian formalism. In Hamiltonian mechanics, systems are defined by their
Hamiltonian function defined on the cotangent bundle of the configuration space.
The system follows integral curves of the Hamiltonian vector field, which is defined
by (3.1), or in coordinates

vH =
(
∂H

∂pi
∂

∂qi
− ∂H

∂qi
∂

∂pi

)
.

The relation between the Lagrangian and Hamiltonian formulation is the Leg-
endre transformation FL : TQ→ T ∗Q, defined by

FL(q, v) = (q, p)

such that
〈p, w〉 = ∂

∂ε
L(q, v + εw)

∣∣∣
ε=0

. (3.2)

Or in coordinates pi = ∂L
∂q̇i .

The Hamiltonian corresponding to the variational problem is then

H(q, p) = 〈p, v〉 − L(q, v) (3.3)

We assume that the Lagrangian is hyperregular, which means that the Legendre
transform is a diffeomorphism with inverse FH : T ∗Q→ TQ given by

FH(q, p) = (q, v)

such that
〈α, v〉 = ∂

∂ε
H(q, p+ εα)

∣∣∣
ε=0.

(3.4)
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3.3 Symmetries
We first explore how invariance under a group action relates to the Lagrangian and
Hamiltonian formulations. The cotangent lift enables us to prolong a left Lie group
action Ψ : G×Q→ Q to a right action on ΨT∗Q : G× T ∗Q→ T ∗Q, by

ΨT∗Q
g = T ∗Ψg.

The generating vector fields on the cotangent bundle are defined by cotangent
lift. For a generating vector field v on Q, let v ∈ g be the corresponding element
in the Lie algebra. Then its cotangent lift

vT
∗Q = ∂

∂ε
T ∗Ψgε

∣∣∣
ε=0

,

where gε is a path in in G with g0 = e and ∂gε
∂ε

∣∣∣
ε=0

= v.

In coordinates, if v = ψi∂qi , then the cotangent lift is

vT
∗Q = −ψi∂qi + pj

∂ψj

∂qi
∂pi .

This formula is equivalent to the formula in [10, Section 1.4.2], but with terms
simplified. We include a proof.

Proof. Let Fε = Ψgε and T ∗Fε(q, p) = (q̃, p̃), and use coordinates (qi, pi), (q̃i, p̃i)
from the same coordinate chart. From the definition of cotangent lift of the action,
q̃ = F−1

ε (q). So for the coefficients of the vector field corresponding to the qi,

∂q̃i

∂ε

∣∣∣
ε=0

= ∂

∂ε

(
F−1
ε (q)

)i ∣∣∣
ε=0

= −ψi.

For the remaining terms, we let w = wi∂q̃i be an arbitrary vector with base point
q̃. We write 〈p̃, w〉 = p̃iwi, and similar for p and use the definition of cotangent lift
to get

〈p̃, w〉 = 〈p, Tq̃Fεw〉

p̃iwi = pj
∂ (Fε(q̃))j

∂q̃i
wi

Differentiating the individual p̃i with respect to ε gives the coefficients correspond-
ing to the pi in the lifted vector field.

∂p̃i

∂ε

∣∣∣
ε=0

= pj
∂2 (Fε(q̃))j

∂q̃i

∣∣∣
ε=0

= pj
∂ψj

∂q̃i

∣∣∣
ε=0

Where the q̃ in the last line can be replaced by q since F0 = Ψe is the identity
map.
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A Lagrangian L is invariant under the prolongation of a group action Ψ if

L(q, v) = L(Ψg(q), TqΨg(v)) (3.5)

for all g ∈ G and (q, v) ∈ TQ.

Theorem 6. Let the Legendre transform FL be defined as in (3.2) and assume
that L is invariant under the prolongation of the group action Ψ : G × Q → Q.
Then the following diagram commutes.

TQ

TΨg
��

FL // T ∗Q

TQ
FL

// T ∗Q

T∗Ψg

OO

Proof. Let (q, v) ∈ TQ and g ∈ G be arbitrary. We calculate

〈T ∗Ψg ◦ FL ◦ TΨg(q, v) , w〉 = 〈(FL ◦ TΨg(q, v)) , TΨg(q, w)〉

= ∂

∂ε
L(Ψg(q), TqΨg(v) + εTqΨg(w))

= ∂

∂ε
L(q, v + εw)

where the last equality is due to the linearity of TqΨg and the invariance of L.

Theorem 7. Let H be defined as in (3.3). H is invariant under the pull-back of
the action Ψ if and only if L is invariant under the prolongation of the action.

Proof. For the first direction, assume that L satisfies (3.5). The Hamiltonian is
H(q, p) = 〈FL(q, v), v〉 − L(q, v), where (q, p) = FL(q, v)

H(T ∗Ψg(q, p)) = H(T ∗Ψg ◦ FL(q, v))
= H(FL ◦ TΨg−1(q, v))
= 〈FL ◦ TΨg−1(q, v) , TqΨg−1v〉 − L(TΨg−1(q, v))
= 〈T ∗Ψg ◦ FL(q, v) , TqΨg−1v〉 − L(q, v)
= 〈FL(q, v) , Tg·qΨg ◦ TqΨg−1v〉 − L(q, v)
= H(q, p).

For the converse statement, assume that H(T ∗Ψg−1(q, p)) = H(q, p).

L(TΨg(q, v)) = L ◦ TΨ ◦ FH(q, p)

By FH = FL−1, and T ∗Ψg−1 = (T ∗Ψg)−1, and that the diagram commutes, it
follows that this equals

L ◦ FH ◦ T ∗Ψg−1(q, p)
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and by (3.3) and (3.4)

L ◦ FH ◦ T ∗Ψg−1(q, p) = 〈T ∗Ψg−1(q, p) , FH ◦ T ∗Ψg−1(q, p)〉 −H(T ∗Ψg−1(q, p))

= ∂

∂ε
H((T ∗Ψg−1(q, (1 + ε)p))

∣∣∣
ε=0
−H(q, p)

= ∂

∂ε
H(q, (1 + ε)p)

∣∣∣
ε=0
−H(q, p)

= 〈p, v〉 −H(q, p)

Where (q, v) = FH(q, p). The invariance of L follows.

3.4 Discrete Mechanics
The Lagrangian and Hamiltonian formulations of mechanics have corresponding
formulations in a discrete setting. While the Hamiltonian H has no direct equiv-
alent in a discrete setting, one can define a discrete Lagrangian Ld : Q × Q → R.
Specifically, in discrete Lagrangian mechanics one searches for a sequence of points
(q1, q2, . . . , qn) which minimizes the discrete action

A(q1, . . . , qn) =
n−1∑
i=1

Ld(qi, qi+1)

typically subject to constraints on the endpoints. Differentiating with respect to
qi leads to the Discrete Euler–Lagrange equations

D2Ld(qi−1, qi) +D1Ld(qi, qi+1) = 0, (3.6)

We define the two discrete Legendre transforms F±Ld : Q×Q→ T ∗Q by

F+Ld(qi, qi+1) = D2Ld(qi, qi+1) (3.7)
F−Ld(qi, qi+1) = −D1Ld(qi, qi+1). (3.8)

The discrete Euler–Lagrange equations can be stated in terms of the Legendre
transforms as

F+Ld(qi−1, qi) = F−Ld(qi, qi+1) = pi.

Where the above equation defines the discrete momentum pi.
Under the assumption that the Legendre transforms are bijective, Ld is the

generating function of the first kind of a symplectic map F̃Ld : T ∗Q→ T ∗Q

F̃Ld = F+Ld ◦ (F−Ld)−1

alternatively F̃Ld : (qi, pi) 7→ (qi+1, pi+1) where

pi = −D1(qi, qi+1)
pi+1 = D2(qi, qi+1)
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Ld also defines an advancement map FLd : Q×Q→ Q×Q by

FLd = (F−Ld)−1 ◦ F+Ld.

From the definitions of F±Ld it follows that

FLd(qi, qi+1) = (qi+1, qi+2)

where (qi, qi+1, qi+2) satisfy the Discrete Euler–Lagrange equations (3.6).

Theorem 8. Let Ld : Q×Q→ R, be invariant under the prolongation of the group
action Ψ : G×Q→ Q,

Ld(q0, q1) = Ld(Ψg(q0),Ψg(q1)). (3.9)

The group action commutes with the discrete Legendre transforms in the sense
that the following diagram commutes

Q×Q

ΨQ×Q
g

��

F±Ld // T ∗Q

Q×Q
F±Ld

// T ∗Q

T∗Ψg

OO

Proof. For simpler notation, we write Ψ instead of ΨQ×Q. For the map F+Ld,

〈T ∗Ψg ◦ F+Ld ◦Ψg(qi, qi+1) , vqi+1〉 = 〈F+Ld(Ψg(qi),Ψg(qi+1)) , Tqi+1Ψgvqi+1〉
= 〈D2Ld(Ψg(qi),Ψg(qi+1)) , Tqi+1Ψgvqi+1〉
= 〈F+Ld(qi, qi+1) , vqi+1〉.

where the last line follows from applying the partial differential D2 to the identity
L = L◦ΨQ×Q

g and using that Ψ(q1) does not depend on q2. The proof for the map
F−Ld is completely analogous.

The following theorem gives a sufficient condition for when maps generated
from generating functions of the first kind are equivariant under a group action.

Theorem 9. If Ld : Q×Q→ R is invariant under the prolongation of the group
action Ψ : G×Q→ Q, then the maps FLd : Q×Q→ Q×Q and F̃Ld : T ∗Q×T ∗Q are
equivariant under the prolongation and the cotangent lift of the action, respectively.

Proof. The statement follows from combining the commuting diagrams for F+Ld
and F−Ld.

To relate the discrete and continuous formulations, one introduces the step-
length parameter h in the discrete Lagrangian. The discretization of a continuous
Lagrangian is a discrete Lagrangian

Ld(qi, qi+1, h) ≈
∫ h

0
L(q, q̇)dt, (3.10)
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where (q, q̇) in the integral are the solution to the Euler–Lagrange equations with
q(0) = qi, q(h) = qi+1.

The discrete Lagrangian for which equality holds in (3.10), while usually un-
obtainable, is of some theoretical interest and is known as the exact discrete La-
grangian LEd . The correspondence between the continuous and discrete Legendre
transforms is shown in local coordinates

F−LEd (qi, qi+1)α =− ∂

∂qαi

∫ h

0
L(q, q̇)dt

=−
∫ h

0

∂L

∂qβ
∂qβ(t)
∂qαi

+ ∂L

∂q̇β
∂q̇β(t)
∂qαi

dt

=−
∫ h

0

[
∂L

∂qβ
−Dt

(
∂L

∂q̇β

)]
∂qβ(t)
∂qαi

dt− ∂L

∂q̇β
∂qβ

∂qαi

∣∣∣T
0

= ∂L

∂q̇α

∣∣∣
t=0

=FL(q, q̇)
∣∣∣
t=0

.

(3.11)

Similarly F+LEd (qi, qi+1) = FL(q, q̇)
∣∣∣
t=h

. We see that LEd is the generating function
of the first kind for the flow of the Hamiltonian vector field.

3.5 Noether’s First Theorem
Noether’s “Satz I” [11] relates symmetries of a Lagrangian to first integrals of the
solutions of the variational problem. A similar theorem holds for discrete systems,
and we state and prove the simplest case here.

Theorem 10. Assume that Ld is invariant under an action with generator v .
Then the expression

Ni = 〈pi,v|qi〉

is constant along solutions of the discrete Euler–Lagrange equations.

Proof.

vQ×Q(Ld)qi, qi+1) = 〈D1Ld(qi, qi+1),v|qi〉+
〈
D2Ld(qi, qi+1),v|qi+1

〉
= −〈pi,v|qi〉+

〈
pi+1,v|qi+1

〉
= 0

The most basic case of the continuous Noether’s theorem follows by applying
the above theorem to the exact discrete Lagrangian LEd combined with equation
(3.11), namely that if pr v(L) = 0 then the quantity 〈p,v|q〉 is preserved along
solutions of the variational problems.

Noether’s theorem has an analogue for Hamiltonian systems, which is related
to the Poisson structure of a symplectic manifold. We will not need the full power
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of Poisson manifolds and instead state this theorem in the language of Hamiltonian
vector fields.

Theorem 11. Assume (M,Ω) is a symplectic manifold, and H, f Hamiltonian
functions on M . Assume further that vf (H) = 0. Then f is constant along
integral curves of vH .

Proof. Indeed

vH(f) = df · vH = Ω(vf ,vH) = −dH · vf = −vf (H) = 0

There is a natural correspondence between the two theorems above when vf
is the cotangent lift of some vector field on Q. Let v be a vector field on Q with
pr v(L) = 0. Then the cotangent lift vT∗M is the vector field of the Hamiltonian
H(q, p) = 〈p,v|q〉, which is identical to the first integral from Noether’s theorem.

3.6 Invariant Discrete Lagrangians

For first order Lagrangian, the problem of finding equivariant integrators is reduced
to finding invariant discrete Lagrangians. The invariantization operator defined in
Chapter 2 provides a method for creating invariant discrete Lagrangians. Assume
that the Lagrangian L(q, q̇) is invariant under the prolongation of a group action
Ψ : G×Q→ Q, and let L0

d(q1, q2, h) be a discrete approximation. If ρ : Q×Q→ G
is a moving frame for the group action prolonged to Q×Q, the invariantization of
L0
d,

Ld(qi, qi+1, h) def= L0
d(ρ(qi, qi+1) · qi, ρ(qi, qi+1) · qi+1)

is invariant under the group action, and it is still an approximation to the contin-
uous Lagrangian. If L0

d(qi, qi+1, h) = LEd (qi, qi+1, h) + E(qi, qi+1, h), then

Ld(qi, qi+1, h) = L0
d(ρ · qi, ρ · qi+1, h)

= LEd (ρ · qi, ρ · qi+1, h) + E(ρ · qi, ρ · qi+1, h)
= LEd (qi, qi+1, h) + E(ρ · qi, ρ · qi+1, h)

where ρ = ρ(qi, qi+1).
The Legendre maps can be calculated by setting z = (qi, qi+1), then

TzLd = Tρ·zL
0
d ◦ Tzι (3.12)

where ι is the invariantization map, and Tzι is as calculated in (3).



24 CHAPTER 3. MECHANICAL SYSTEMS

3.7 Reparametrization
We have so far only considered group actions which do not transform the invariant
variable. It is often useful to also consider variational symmetries transforming the
independent variable t as well. In which case the invariance equation is

pr vj(L) + LDtτ
j = 0,

where vj = τ j∂t + φji∂qi are the generators of the group action. However, under
a reparametrization t = t(s), where s is invariant, the case of non-invariant inde-
pendent variables transforms into the case of invariant independent variables, and
the reparametrized Lagrangian L̃(t, q, ts, qs) = L(t, q, qsts )ts, satisfies the equation
(3.5). Letting Ei(L) be the Euler–Lagrange equations of the original Lagrangian
L(t, q, q̇), the Euler–Lagrange equations of L̃ are

Ei(L̃) = tsE
i(L)

Et(L̃) = −qisEi(L)

These equations are underdetermined, and to get a well-determined equation, one
usually adds an equation ts = f(t, q, qs), fixing the parametrization. This equation
is then added to the Lagrangian as a constraint. To maintain the symmetry, the
vector field corresponding to the differential equation ts = f(t, q, qs) should be
invariant under the group action. See [8, Chapter 7] for details on this construction.

There are several possible approaches to the discretization of Lagrangian sys-
tems invariant under a group action with a symmetry which transforms the in-
dependent variable. One is to make the reparametrization, and then discretion.
Another is to let the group action work on the discretized Lagrangian

Ld(ti, qi, ti+1, qi+1)hi,

where hi = ti+1 − ti = h(ti, qi, qi+1, ti−1, qi−1). This approach is studied in [2].
A third approach, which we will study in the treatment of the Kepler problem,

is to work with an perturbed problem. The motivation for this is that the symme-
try in the Kepler problem, which originally is a generalized symmetry depending
on derivatives of q, can also be stated as a symmetry of the Hamiltonian of an
equivalent system with reparametrized time. The idea generalizes to other systems
with this property, and is stated here.

Assume that we have a Hamiltonian H(q, p) and a perturbed Hamiltonian
K(q, p) = σ(q)(H(q, p) − H0) where σ is a real function on Q with σ(q) > 0
for all q. Since

dK = (H(q, p)−H0)dσ(q) + σ(q)dH(q, p),

it follows that on the submanifold H = H0, the Hamiltonian vector fields of H and
K are related by

vK = σ(q)vH .

Thus, their flows are reparametrizations of each other.
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Assume further that the vector field w on Q is such that wT∗Q(K) = 0. Then
〈p,w〉 is preserved along the Hamiltonian flows generated by vK , and along those
flows generated by vH which lie on the submanifold H = H0. Let L and L̃ be the
Lagrangians corresponding to H and K, respectively. Then a quick calculations
shows that

L̃(q, qs) = (L (q, qt) +H0)σ(q)

where qt = qs
σ(q) and prs w(L̃) = 0. 1 The exact discrete Lagrangian is

L̃Ed (qi, qi+i, h̃) =
∫ h̃

0
L̃(q(s)qs(s))ds

=
∫ h̃

0
L(q(s), qt(s)) +H0σ(q)ds

=
∫ h

0
L(q(t), qt(t)) +H0dt

= LEd (qi, qi+i, h) +H0h

where h =
∫ h̃

0 q(s)ds. The H0 term is constant and does not affect the flow of vH ,
so it can be dropped. We propose the following discrete Lagrangian approximating
L̃. Let

h(qi, qi+i, h̃) ≈
∫ h̃

0
q(s)ds

L0
d(qi, qi+i, h) ≈ LEd (qi, qi+i, h)

L̃0
d(qi, qi+i, h̃) = L0

d(qi, qi+i, h(qi, qi+i, h̃)).

Finally we invariantize L̃0
d(qi, qi+i, h̃) as

L̃d = L̃0
d(ρ · qi, ρ · qi+i, h̃)

where ρ = ρ(qi, qi+1).
Now, applying the discrete Noether’s theorem, we see that 〈p,w〉 is preserved

along solutions of the discrete Euler–Lagrange equations (3.6). Since the flows of
K and H only coincide on a submanifold of T ∗Q, the first integral of the discrete
system, 〈p,w〉, is generally not equal to the first integral of the continuous system,
but only coincides with it on the submanifold. However, the method is symplectic,
and for small step sizes, it can be expected that the numerical solution will lie
close to this submanifold. Thus, it should be expected that the first integral of the
continuous system is at least approximately preserved, although we have not done
any rigorous analysis on this.

1prs w is the prolongation of w with s taken as the independent variable.
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CHAPTER 4

THE RUNGE–LENZ VECTOR

This chapter started out of the wish to demonstrate the technique described in
chapter 3. However, most immediate examples are rather trivial. Lagrangians of
the form L(q, q̇) = 1

2 q̇
TMq̇ − U(q) can only have affine symmetries. Furthermore,

affine symmetries are preserved for all variational integrators which are based on
discrete Lagrangians of the form

Ld(q1, q2) =
∑
i

biL(Qi, Q̇i).

The focus then turned to symmetries for more exotic Lagrangians, and specifi-
cally symmetries of the Kepler problem in momentum space. These symmetries
correspond to components of the Runge–Lenz vector which is preserved along tra-
jectories of the Kepler problem. Guillemin and Sternberg has written an excellent
book on the Runge–Lenz vector and consequences of the corresponding symmetry
for both the classical and quantum Kepler problem [5]. We reproduce the results
most relevant to us here.

4.1 The Kepler Problem
We consider the Kepler problem in two dimensions, which is a mechanical problem
with Lagrangian

L = 1
2 ‖q̇‖

2 + 1
‖q‖

,

where ‖·‖ is the standard 2-norm on R2. The corresponding Hamiltonian is

H = 1
2 ‖p‖

2 − 1
‖q‖

.

with p = q̇.

27
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We write
q = (q1, q2)
p = (p1, p2).

The Euler–Lagrange equations of L are the well known equations of motion

q̈i + qi

‖q‖3
= 0, i = 1, 2. (4.1)

The first integrals of the Kepler problem

E = H(q, p) = 1
2 ‖ṗ‖

2 − 1
‖q‖

S = q1p2 − q2p1,

which are the energy and the angular momentum, are well known, and corresponds
to the variational symmetries generated by

vE = ∂t,

vS = x∂y − y∂x,

respectively.
Additionally, the components of the Runge–Lenz vector R = (R1, R2)

R1 = (p2)2q1 − p1p2q2 − q1

‖q‖

R2 = (p1)2q2 − p1p2q1 − q2

‖q‖

(4.2)

are first integrals. We note that the first integrals are not functionally independent,
as (R1)2 + (R2)2 = 1 + 2ES2.

A comparison with the formula for first integral arising under Noether’s the-
orem shows that the components of the Runge–Lenz vector cannot arise from a
normal variational symmetry. They do arise from the generalized symmetries with
generators [12, Example 5.59]

vR1 = −q2q̇2∂q1 + (2q1q̇2 − q2q̇1)∂q2

vR2 = (2q2q̇1 − q1q̇2)∂q1 − q1q̇1∂q2 ,

but these cannot directly be used for invariantizing a discrete Lagrangian L(q1, q2),
as the action can not be calculated without knowledge of the derivatives.

The Euler–Lagrange equations (4.1) have one more symmetry, the scaling sym-
metry generated by

v3 = 3t∂t + 2q1∂q1 + 2q2∂q2

and it is in fact possible to derive the preservation of the Runge–Lenz vector from
this symmetry [15]. However, it is not a variational symmetry, and cannot be used
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for invariantizing discrete Lagrangians. Instead, we note that the prolonged action
of this symmetry is

Ψε

tq
p

 =

 exp(3ε)t
exp(2ε)q
exp(−ε)p

 =

 λ3t
λ2q
λ−1p

 (4.3)

where λ = exp(ε), and we have identified p = q̇. We note that

H ◦Ψ = λ−2H.

This symmetry means that we can map between solutions with different energy
H. Considering only bound states with H < 0, we can concentrate on the Kepler
problem restricted to the submanifold defined byH = − 1

2 without loss of generality.
We change coordinates on the phase space T ∗R2 to w = p, ξ = −q, and consider

w to be the position and ξ to be the momentum. The symplectic form in the new
coordinates space is Ω̃ =

∑
i dwi ∧ dξi. The coordinate change is easily seen to be

a symplectic transformation. In the new coordinates,

H(w, ξ) = 1
2 ‖w‖

2 − 1
‖ξ‖

(4.4)

and the corresponding Lagrangian is

L(w, ẇ) = 2
√
‖ẇ‖ − 1

2 ‖w‖
2 (4.5)

with ẇ = ξ
‖ξ‖3 .

We will show that the Hamiltonian vector field on the submanifold withH = − 1
2

is related to geodesic flow on the two-sphere. The integral curves of the vec-
tor field and the stereographic projections of geodesic curves on the sphere are
reparametrizations of each other.

4.2 Stereographic Projection of S2

Consider the unit two-sphere, which we embed in R3 as

S2 =
{
y = (y0, y1, y2) ∈ R3 ∣∣ ‖y‖ = 1

}
.

Let N = (1, 0, 0) ∈ S2 be the ”north pole” and S2
N = S2 \ N The stereographic

projection away from N is
P : S2

N → R2

P : y 7→ w

with coordinate expression

wi = yi

1− y0 , i = 1, 2. (4.6)
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The inverse P−1 : w 7→ y has the expression

y0 = ‖w‖
2 − 1

‖w‖2 + 1

yi = 2wi

‖w‖2 + 1
, i = 1, 2

(4.7)

We can identify T ∗S2 with the (y, η) ∈ T ∗R3 ' R3⊕R3 which satisfies ‖y‖ = 1
and yiηi = 0. With these coordinates the canonical one-form on T ∗S2 is the restric-
tion of the canonical one-form ηidyi on T ∗R3. Cotangent lifts of diffeomorphisms
between the configuration manifolds are special symplectic. [9, Proposition 6.3.2].
Therefore, the cotangent lift of P carries canonical one-forms to canonical one-forms
and we can calculate T ∗P (ξ) = η and its inverse through the identity

ηidyi = ξidwi.

By inserting dy0 = 4(w1dw1+w2dw2)
(‖w‖2+1)2 etc. into the identity above, and then using

(4.6) to replace the resulting expressions in w, and simplifying by yiηi = 0, we
arrive at the formula

ξi = yiη0 + (1− y0)ηi, i = 1, 2.

And, inverted

η0 = wjξj

ηi = 1
2

(
1 + ‖w‖2

)
ξi − (wjξj)wi, i = 1, 2.

4.2.1 H = −1
2

Geodesic flow on the sphere is defined by the Hamiltonian

G(y, η) = 1
2 ‖η‖

2

which is mapped to the Hamiltonian

K(w, ξ) = 1
8(1 + ‖w‖2)2 ‖ξ‖2 .

If u is a real function of one variable, the Hamiltonian vector fields corresponding
to by K and u(K) are related through vu(K) = u′(K)vK , i.e., their integral curves
are reparametrizations of each other. With the Hamiltonian J = u(K) =

√
2K−1,

the Hamiltonian vector field
vJ = 1√

2K
vK .
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On the submanifold K = 1
2 , which corresponds to geodesic flow with ‖η‖ = 1,

the vector fields vJ and vK coincide. Now

J(w, ξ) = (‖w‖2 + 1) ‖ξ‖
2 − 1

= ‖ξ‖
(
H(w, ξ) + 1

2

)
.

(4.8)

And on the submanifold defined by H = − 1
2 or, equivalently J = 0 we have

dJ = ‖ξ‖ dH

so on this submanifold

vJ = ‖ξ‖vH = 2
1 + ‖w‖2

vH .

The integral curves of J , which are projections of geodesic curves on S2, are
reparametrizations of solutions to the Kepler problem with H = − 1

2 .
We can write solutions to the Kepler problem with H = − 1

2 as (t(s), w(s)),
where w(s) = P ◦ y(s) and y(s) is a geodesic curve on S2 with ‖y′(s)‖ = 1, and
t(s) satisfies the differential equation

ts = 2
1 + ‖w(s)‖2

.

Rotations of the sphere clearly leaves G invariant. The vector fields corre-
sponding to rotations about each of the three axis y0, y1, y2 have corresponding
Hamiltonians

σ0 = y1η2 − y2η1

σ1 = y2η0 − y0η2

σ2 = y0η1 − y1η0.

These quantities are preserved along the integral curves of G. Their projection
onto R2 are thus preserved along the integral curves of K, and also those of J and
H on the submanifold J = 0, H = − 1

2 . The projections are, respectively

τ0 = w1ξ2 − w2ξ1

τ1 = 1
2(1− ‖w‖2)ξ2 + (ξiwi)w2

= 1
2(1− (w1)2 + (w2)2)ξ2 + w1w2ξ1

τ2 = −1
2(1− ‖w‖2)ξ1 − (ξiwi)w1

= −1
2(1 + (w1)2 − (w2)2)ξ1 − w1w2ξ2.

(4.9)
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τ0 is simply angular momentum, while τ1 and τ2 are, modulo a constant rotation,
equal to the Runge–Lenz vector when H = 1

2 ‖w‖
2− 1

‖ξ‖ = − 1
2 . In the coordinates

(w, ξ), we have for R as defined in (4.2),

R1 =
(

1
‖ξ‖
− (w2)2

)
ξ1 + w1w2ξ2

= 1
2

(
1 + ‖w‖2 − 2(w2)2

)
ξ1 + w1w2ξ2

= −τ2,

and similarly R2 = τ1.

4.2.2 H < 0
For general H < 0, assume that (q(t), p(t)) is a solution to the Kepler problem with
H < 0. Using the symmetry (4.3) with λ =

√
−2H transforms this to a solution

(q̃(t̃), p̃(t̃)), where
q̃ = λ2q

p̃ = λ−1p

t̃ = λ3t

The transformed solution has H = − 1
2 . Setting w = p̃, ξ = −q̃, the τ i from (4.9)

are preserved. Their expression in terms of the original solution is

τ1 = 1
2

(
λ−2 ‖p‖2 − 1

)
λ2q2 − (qipi)p2

= 1
2

(
‖p‖2 + 2H

)
q2 − (qipi)p2

=
(
‖p‖2 − 1

‖q‖

)
q2 − (qipi)p2,

which is equal to R2 as defined in (4.2). Similarly τ2 = −R1.

4.3 Numerical Approximation
We will show how to define a variational integrator of the Kepler problem which
preserves the symmetry corresponding to rotating the sphere around the y1 axis,
and preserving an approximation to R2 =

(
1
‖ξ‖ − (w1)2

)
ξ2 + w1w2ξ1. Through

the scaling (4.3), we assume that the initial data w0 = p0, ξ0 = −q0 are such that
H(w0, ξ0) = − 1

2 .
The rotation of the sphere

ΨS
θ

y0

y1

y2

 =

 cos θy0 + sin θy2

y1

− sin θy0 + cos θy2


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has stereographic projection in R2

Ψθ = P ◦ΨS
θ ◦ P−1

Ψθ

(
w1

w2

)
=
( 2w1

1+‖w‖2−cos θ(‖w‖2−1)−2 sin θw2

− sin θ(‖w‖2−1)+2 cosw2

1+‖w‖2−cos θ(‖w‖2−1)−2 sin θw2 .

)
(4.10)

The generating vector field is

v = w1w2∂w1 + 1
2
(
1 + (w2)2 − (w1)2) ∂w2 . (4.11)

This is not a variational symmetry of the Lagrangian defined in (4.5). It is
however a symmetry in the Hamiltonian sense of J and of

J ′(w, ξ) = 2
1 + ‖w‖2

(
H + 1

2

)
.

which means we are in the setting described in the last part of section 3.7 with
σ(w) = 2

1+‖w‖2 .

We prolong the group action to act on R2 ×R2, and denote an element thereof
as (w1, w2). We define the moving frame by the cross-section

Z = (w1
1)2 + (w2

1)2 − 1 = 0 (4.12)

(corresponding to y0 = 0) with the additional requirement w2
1 > 0. The formula

for the moving frame is

ρ(w1, w2) = − atan2(‖w1‖2 − 1, 2w2
1). (4.13)

This is not a global frame, as it is not defined when w1 = (±1, 0). The unprolonged
action has (±1, 0) as fixed points, so it is impossible to define a moving frame on R2

near these points. It might be possible to define a global frame for the prolonged
action by using equations depending on the w2 for the cross-section, though this
has not been done.

Discretize the Lagrangian of J ′ by setting

h(w1, w2, h̃) = h̃(σ(w1)

= 2h̃
1 + ‖w1‖2

L0
d(w1, w2, h) = h

2

(
L

(
w1,

w2 − w1

h

)
+ L

(
w2,

w2 − w1

h

))
= 2
√
h ‖w2 − w1‖

1
2 − h

4

(
‖w1‖2 + ‖w2‖2

)
L̃0
d(w1, w2, h̃) = L0

d

(
w1, w2, h(w1, w2, h̃)

)
.

and
L̃d(w1, w2, h̃) = L0

d

(
ρ · w1, ρ · w2, h̃

)



34 CHAPTER 4. THE RUNGE–LENZ VECTOR

The first order approximation to h is to ensure that h̃ = h on the cross section.
We note that L̃d should not be calculated explicitly, as the needed tangent maps

are given by (3.12).
Setting z = (w1

1, w
2
1, w

1
2, w

2
2), we calculate the matrices referred to in (2.4) and

(3.12).

ψ =


I1
1I

2
1

1
2
(
1 + (I2

1 )2 − (I1
1 )2)

I1
2I

2
2

1
2
(
1 + (I2

2 )2 − (I1
2 )2)


where Iij = ρ(w1, w2) · wij , is obtained by evaluating (4.11) at the cross-section.

J =
(
2I1

1 2I2
1 0 0

)
is the invariantization of the Jacobian of Z (4.12).

TzΨθ =
(
T 1 0
0 T 2

)
,

where T i are the Jacobians of the map (4.10) applied to wi, with fixed theta. These
expressions are rather lengthy, but trivial to compute, and are not written out here.
According to (2.4), we then have

Tzι = TzΨρ(z) −ψ (Jψ)−1
TzΨρ(z)

with ρ(z) given by (4.13).

Tρ·zL̃
0
d = Tρ·zL

0
d + ∂L0

d

∂h

∣∣∣
h=h̃

Tρ·zh

= −
[
−

√
h̃

‖I2−I1‖
3
2

(I2 − I1)− h̃
2 I1

√
h̃

‖I2−I1‖
3
2

(I2 − I1)− h̃
2 I2

]
+
(
h̃−

1
2 ‖I2 − I1‖

1
2 − 1

4(1 + ‖I2‖2)
)[
−h̃I1 0

]
where Ii are the row vectors (I1

i , I
2
i ). Finally, the symplectic map is defined by(

−ξ1 ξ2) = Tρ·zL̃
0
d ◦ Tzι.

where ξi are the row vectors (ξi1, ξi2).
By the discrete Noether’s theorem,

〈ξ,v〉 = w1w2ξ1 + 1
2
(
1 + (w2)2 − (w1)2) ξ2

is preserved along the solutions. By replacing 1
‖ξ‖ = 1

2 ‖w‖
2 −H in the expression

for R2, we see that

〈ξ,v〉 = R2 +
(
H + 1

2

)
ξ2.

So R2 is “as preserved as” H. The method is a symplectic method applied to the
Hamiltonian problem with Hamiltonian J ′, so one would expect near preservation
of J ′, which with the initial data specified corresponds to near preservation of H.
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4.4 Numerical Tests
The algorithm described above was tested for initial data q(0) = −ξ(0) = (0.8, 0.6),
p(0) = w(0) = (0.96, 0.28), which has for the four first integrals

H(0) = −0.5
S(0) = 0.3520
R1(0) = −0.26208
R2(0) = −0.89856

and is on a highly eccentric orbit. The algorithm was tested against a simple
Störmer–Verlet scheme, and with a Störmer–Verlet scheme with variable step size
as described in [6, Chapter VIII] This step size was set to ‖q‖ h̃ to correspond to
the step size h = 2h̃

1+‖w‖2 used in the invariant variational (IV) scheme. The other
parameters used was h̃ = 2π

200 , corresponding to approximately 200 steps per orbit,
and the number of steps taken was 4000, or approximately 20 orbits. For this
step-size, the simple Störmer–Verlet fails, and the solution of this scheme quickly
falls into a hyperbolic trajectory escaping the central force.

Figure 4.1 shows the error in the first integrals H,S,R1, R2 for the IV integra-
tor and Störmer–Verlet with varying step size (SV). As can be seen in the plots,
the IV scheme is superior in preserving R2, as it is designed to. It also compares
favourably to Störmer–Verlet with variable step size for preservation of H. On
the other hand, while both Störmer–Verlet schemes preserve the angular momen-
tum S up to machine precision, the IV scheme does not preserve this integral, as
the invariantization with respect to the group action (4.10) breaks the rotational
symmetry.
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Figure 4.1: Error in the first integrals H,S,R1, R2 for the SV and IV schemes



CHAPTER 5

INVARIANT DISCRETE
EULER–LAGRANGE

EQUATIONS

The theory of Chapters 3 and 4 was aimed at creating numerical integrators for
invariant variational problems in the original coordinates. Furthermore, it was
limited to first order Lagrangians. While mechanical Lagrangians are usually of
this form, Lagrangians of higher order, i.e. depending on higher order derivatives
may arise in other settings.

Inspired by [8, Chapter 7], we will try and express the Euler–Lagrange equations
for invariant variational problems in the invariant coordinates.

5.1 Discrete Euler–Lagrange equations
We consider sequences of points {ui} = . . . , u−1, u0, u1 . . . in U . A discrete La-
grangian of order n is a smooth, real function depending on n+ 1 successive points
of the sequence {ui}, that is

L(ui, ui+1, · · ·ui+n).

Define the shifting operator S as

S : ui 7→ ui+1,

and the discrete prolongation prn as such: If {ui} is a sequence of points in U , its
n’th prolongation {prn ui} is a sequence in Un+1 defined by

prn ui = (ui, ui+1, . . . , ui+n)
= (ui,Sui, . . . ,Snui)

37
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We write the discrete Lagrangian

L(u,Su, . . . ,Snu) = L(prn u).

To simplify notation, we will usually let the order of prolongation be arbitrary and
write simply pr.

The discrete variational problem is to find sequences of points {ui} which locally
extremize the action sum

A({ui}) =
∑
i

L(prui). (5.1)

Equations for the solution of the discrete variational problem (5.1) can be found
by introducing the variation variable τ and the arbitrary variation (uτ )i = (∂tu)i.
A sequence extremizing the sum should satisfy

0 = ∂τA

=
∑
i

∂τL(prui)

=
∑
i

∂L

∂ui
(uτ )i + ∂L

∂Sui
(Suτ )i + · · ·

We view {Li} = {L(prui)}, and its partial derivatives as a sequence indexed by
i. Collecting in terms of (uτ )i, and using that these are arbitrary yields the dis-
crete Euler–Lagrange equations. In local coordinates u = (u1, . . . , um), the discrete
Euler–Lagrange equation corresponding to uα is

EαL = ∂L

∂uα
+ S−1

[
∂L

∂Suα

]
+ · · · = 0.

We take the equation above to define the Euler–Lagrange operator with respect to
uα.

5.2 Correction Terms and Correction Elements
For discrete Lagrangians depending on N points ui, the Euler–Lagrange equations
will typically depend on 2N−1 points. We will show that if the discrete Lagrangian
L is invariant, then one can express the Euler–Lagrange equations invariants of the
action, such that they depend on fewer arguments. The derivation is reminiscent
of Mansfield treatment of the continuous case in [8, Chapter 7], but as the points
are discrete, the shifting operator S takes the place of the differential operator
Dx = ∂x.

Assume that the group action Ψ : G × U → U is such that the discrete La-
grangian

L(pru) = L(u,Su . . . , )
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is invariant under the prolonged action, and that the action allows a moving frame
ρ : U l → G for some l. By the replacement theorem, L can be written as a function
of the fundamental invariants of the prolonged action.

For simplicity, we assume that the moving frame is defined by the cross-section
equations

Zj,α = Sjuα = k, (j, α) ∈ E ,

where E is such that (j > 0∧ (α, j) ∈ E) =⇒ ∀β, (β, j − 1) ∈ E . Or in layman’s
terms, the cross-section is defined by using as few shift operators as possible.

We prolong the action to TUk in the normal way, and use coordinates

uαJ = (∂τ )j2 Sj1uα

where
J = (1, . . . , 1︸ ︷︷ ︸

j1

, 2, . . . , 2︸ ︷︷ ︸
j2

),

and the fundamental invariants

IαJ = ι (uαJ )

We define the right group action on functions F : Un → R by

(F · g)(pru) = F (g · pru)

which is a right action, and invariantization of functions

ι(F )(pru) = (F · ρ(pru))(pru).

The operators S and ∂τ are invariant and commute, but do not commute with
the invariantization operator ι. In order to calculate the invariant discrete Euler–
Lagrange-equations, we will need the commutator relations between ι and S, and
between ι and ∂τ .

5.2.1 Correction Terms for Differentiation
For the differential operator ∂τ , this is exactly the correction terms calculated in
Chapter 2.

As examples, and for use later, we calculate the correction terms for two group
actions Ψ : SL(2)× R→ R, and Ψ : SE(2)× R2 → R2.

SL(2)

We represent SL(2) as 2 × 2 real matrices A =
(
a b
c d

)
with determinant 1 and

consider the SL(2) action on R defined by

Ψ (A, u) = au+ b

cu+ d
, (5.2)
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which we prolong to TR in the usual way.

Ψ (A;u, uτ ) =
(
au+ b

cu+ d
,

uτ
(cu+ d)2

)
Using (a, b, c) to parametrise SL(2) near the identity, the infinitesimal generators
for the prolonged action

va = 2u∂u + 2uτ∂uτ
vb = ∂u

vc = −u2∂u − 2uuτ∂uτ .
And prolonged to TMn,

va =
∑
J

2uJ∂uJ + 2uJ2∂uJ2

vb =
∑
J

∂uJ

vc =
∑
J

− (uJ)2
∂uJ − 2uJuJ2∂uJ2 ,

where the sums go over J consisting of only 1’s.
Using the cross-section defined by

Z1(g · pru) = g · u = −1
Z2(g · pru) = g · Su = 0
Z3(g · pru) = g · S2u = 1,

and the notations defined in section 2.4, J ′ = I and

ψζ =


a b c

I0 2I0 1 −I2
0

I1 2I1 1 −I2
1

I11 2I11 1 −I2
11

 =


a b c

I0 −2 1 −1
I1 0 1 0
I11 2 1 −1



T =


τ

I0 I2
SI1 I12
S2I11 I112

.
The correction matrix is

C = −ψ−1T =

 1
4 (I2 − I112)
−I12

1
2 (I112 − 2I12 + I2)

 .

And the general formula for fundamental invariants is

∂τIJ = IJ2 +Ciψ
i
J(ρ(pru) · pru)

And for integral invariants ι(Sku), where J consists of only 1’s,

∂τIJ = IJ2
1
2(I112 − I2)IJ − I12 −

1
2(I112 − 2I12 + I2)I2

J . (5.3)
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SE(2)

We consider an SE(2) action on U = R2. We write u = ( xy ) for elements of R2.
The action is defined by

Ψ(θ,a,b)

(
x
y

)
=
(

cos θ sin θ
− sin θ cos θ

)(
x− a
y − b

)
.

The infinitesimal generators for the prolonged action on TUk are

va =
∑
J

(−∂xJ )

vb =
∑
J

(−∂yJ )

vθ = yJ∂xJ − xJ∂yJ + yJ2∂xJ2 − xJ2∂yJ2

where the sums go over J consisting of only 1’s. We use the cross-section defined
by

Z1(g · pru) = g · x = 0
Z2(g · pru) = g · y = 0
Z3(g · pru) = g · Sy = 0,

with the additional requirement g · Sx ≥ 0.
Once more J ′ is the identity, and

ψζ =


a b θ

Ix −1 0 Iy

Iy 0 −1 −Ix
Iy1 0 0 −Ix1

 =


a b θ

Ix −1 0 0
Iy 0 −1 0
Iy1 0 −1 −Ix1

.

T =

Ix Ix2
Iy Iy2
Iy1 Iy12

.
The correction matrix is therefore

C = −ψ−1T =

 Ix2
Iy2

Iy12−I
y
2

Ix1

 ,

and the general formula for integral invariants is

∂τI
x
J = IxJ2 +Ciψ

i
x,J(ρ(pru) · pru)

= IxJ2 − Ix2 + Iy12 − I
y
2

Ix1
IyJ

∂τI
y
J = IyJ2 +Ciψ

i
y,J(ρ(pru) · pru)

= IyJ2 − I
y
2 −

Iy12 − I
y
2

Ix1
IxJ .

(5.4)
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5.2.2 Correction Element for Shifting
The correction terms described in the section above have an analogue for the dis-
crete operator S. The analogue, the correction group element, require somewhat
more calculation than the correction terms. Specifically, one has to calculate the
group action (not only its infinitesimal generators) and one has to solve the frame
equations, though only for special cases.

The expressions for shifting, then invariantizing of a coordinate uαJ and vice
versa are, respectively

ι(S(uαJ )) = ι(uαJ1)
= ρ(pru) · uαJ1

S(ι(uαJ )) = S(ρ(pru) · uαJ )
= ρ(S pru) · uαJ1,

where S pru = (Su,S2u, . . . ). Thus

S(ι(uαJ )) = ρ(S pru)ρ(pru)−1 · ι(uαJ1)
S(IαJ ) = P (pru) · IαJ1.

(5.5)

Where P (pru) = ρ(S pru)ρ(pru)−1 is the correction group element.
We will now show how P (pru) can be expressed in the fundamental invariants.

Furthermore, only the invariantizations of the coordinates appearing in the equa-
tions of the cross-sections and the shifts of these are needed. (Contrast with the
continuous case, where the invariantizations of those coordinates and the deriva-
tives of these were needed).

Theorem 12.

P (pru) = ρ(S pru)ρ(pru)−1 = ρ(ι(S pru)) (5.6)

Where ρ(ι(S pru)) means ρ evaluated with IαJ1 set in for the arguments uαJ .

Proof. By the moving frame identity

ρ [ι(S pru)] = ρ [ρ(pru) · S pru]
= ρ(S pru)ρ(pru)−1

= P (pru)

Again, we calculate the correction expressions in the case of the SL(2) and
SE(2) actions described above.

SL(2)

To simplify computation, we represent SL(2) by 2× 2 real matrices with positive
determinant, and consider matrices A and λA to represent the same element of
SL(2) The action is still

Ψ(A, u) = au+ b

cu+ d
,
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but the prolonged action on uτ has to be modified,

Ψ(A;u, uτ ) =
(
au+ b

cu+ d
,

(ad− bc)uτ
(cu+ d)2

)
.

Let the frame be defined as in section 5.2.1 and σ = ι(S3u) be the lowest order
integral invariant. To find P , we have to calculate the moving frame for

ι(S pru) = (I1, I11, I111)
= (0, 1, σ).

That is, solve the equations
a · 0 + b

c · 0 + d
= −1

a · 1 + b

c · 1 + d
= 0

a · σ + b

c · σ + d
= 1.

There is a degree of freedom in the scaling of the group parametres, and one solution
is

P =
(

σ −σ
σ − 2 σ

)
which has positive determinant as long as σ > 1. The inverse of P is, when scaling
is ignored,

P−1 =
(

σ σ
2− σ σ

)
.

So the relations are, for the integral invariants (J consists of only 1’s)

SIJ = σIJ1 − σ
(σ − 2)IJ1 + σ

IJ1 = σSIJ + σ

(2− σ)SIJ + σ

(5.7)

and for the invariants ι(∂τSk(u)).

SIJ2 = 2(σ2 − σ)IJ12

((σ − 2)IJ1 + σ)2

IJ12 = 2(σ2 − σ)SIJ2

((2− σ)SIJ + σ)2 .

(5.8)

SE(2)

For the SE(2) action and cross-section defined in section 5.2.1, let the lowest order
invariants be denoted by λ = ι(Sx) and σ = ι(S2y). To find the group element P ,
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we have to solve the moving frame equations(
cos θ sin θ
− sin θ cos θ

)(
λ− a
0− b

)
=
(

0
0

)
− sin θ(Ix11 − λ) + cos θσ = 0

Which has solution
a = λ

b = 0
θ = atan2(σ, Ix11 − λ).

The relations between shifting and invariantization for integral invariants are
thus (

SIxK
SIyK

)
= 1√

σ2 + (Ix11 − λ)2

(
Ix11 − λ σ
−σ Ix11 − λ

)(
IxK1 − λ
IyK1

)
(5.9)

Ix11 appearing in the equation above is not one of the lowest order invariants and
we wish to replace it with an expression in λ and σ. We set

K = 1, Ix1 = λ, Iy1 = 0, Iy11 = σ

in the above formula and calculate

Sλ =
√
σ2 + (Ix11 − λ)2.

This relation, which simply is the Pythagorean theorem, cannot immediately be
inverted to give an expression for Ix11 in terms of the lowest order invariants, since
there is a sign ambiguity in Ix11 − λ. However, assume that the discretized curve
has no acute corners, such that the inequality

(S2x− Sx)(Sx− x) + (S2y − Sy)(Sy − y) ≥ 0 (5.10)

holds. The left hand side of (5.10) is easily seen to be invariant under the group
action by applying the prolonged vector field. Thus the invariantized inequality
(Ix11 − λ)λ ≥ 0 also holds, and due to the definition of the frame, λ ≥ 0, the sign
ambiguity is resolved and

Ix11 = λ+
√

Sλ2 − σ2.

For the invariants of the first prolonged action, the relations are(
SIxJ2
SIyJ2

)
= 1

Sλ

(√
Sλ2 − σ2 σ

−σ
√

Sλ2 − σ2

)(
IxJ12
IyJ12

)
. (5.11)

5.3 Invariant Euler–Lagrange Equations
The relations given above can be combined to give the relations στ = HI2, where
H is an operator depending on the lowest order invariants and their shifts. This
procedure is straight forward and we illustrate it with our two examples of SE(2)
and SL(2) actions.
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SL(2)

From the relation (5.3) we have

∂τσ = ∂τI111 = I1112 −
1
2(I112 − I2)I111 − I12 −

1
2(I112 − 2I12 + I2)I2

111

= I1112 −
1
2(σ2 + σ)I112 + (σ2 − 1)I12 −

1
2(σ2 − σ)I2.

(5.12)

And from the relations (5.8),

I12 = 1
2

σ

σ − 1SI2

I112 = 2σ − 1
σ

SI12

= σ − 1
σ

S
[

σ

σ − 1

]
S2I2

I1112 = 1
2σ(σ − 1)SI112

= 1
2σ(σ − 1)S

[
σ − 1
σ

]
S2
[

σ

σ − 1

]
S3I2.

(5.13)

Combining the equations (5.12) and ( 5.13), yields the promised equation

∂τσ = 1
2

[
σ(σ − 1)S

[
σ − 1
σ

]
S2
[

σ

σ − 1

]
S3

−(σ + 1)(σ − 1)S
[

σ

σ − 1

]
S2 + (σ + 1)σS− σ(σ − 1)

]
I2

= HI2.

The invariantized Euler–Lagrange equation is thus

H∗EσL =1
2

[
S−1

[
σ

σ − 1

]
S−2

[
σ − 1
σ

]
S−3 [σ(σ − 1)] S−3EσL

− S−1
[

σ

σ − 1

]
S−2 [(σ2 − 1)

]
S−2EσL

+ S−1 [(σ + 1)σ] S−1EσL

− σ(σ − 1)EσL
]

= 0.

where Eσ is the discrete Euler–Lagrange operator, i.e.

EσL = ∂L

∂σ
+ S−1

[
∂L

∂Sσ

]
+ · · ·
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SE(2)

Combining the equations (5.9) and (5.11), gives, after some algebraic manipulation,
the expression (

λτ
στ

)
=
(

H11 H12
H21 H22

)(
Ix2
Iy2

)
(5.14)

where

H11 = Ix11 − λ
Sλ S− 1

H12 = − σ

SλS

H21 = 1
SλS2λ

(σS(Ix11 − λ) + (Ix11 − λ)Sσ) S2 − Ix11
λSλσS

H22 = 1
SλS2λ

((Ix11 − λ)S(Ix11 − λ)− σSσ) S2 − Ix11(Ix11 − λ)
λSλ S + Ix11 − λ

λ
1.

The invariant discrete Euler–Lagrange equations are thus

H∗11E
λL+ H∗21E

σL = 0
H∗12E

λL+ H∗22E
σL = 0

(5.15)

where H∗11 etc. are the adjoint operators

H∗11 = S−1(Ix11 − λ)
λ

S−1 − 1

H∗12 = −S−1σ

λ
S−1

H∗21 = 1
λS−1λ

[
S−2σS−1 (Ix11 − λ) + S−2 (Ix11 − λ) S−1σ

]
S−2

− 1
λS−1λ

S−1 (Ix11σ) S−1

H∗22 = 1
λS−1λ

[
S−2 [Ix11 − λ] S−1 (Ix11 − λ)− S−2σS−1σ

]
S−2

− 1
λS−1λ

S−1 [Ix11 (Ix11 − λ)] S−1 + Ix11 − λ
λ

1.

5.4 The Solution in Original Coordinates
The sections above show that the solutions to discrete invariant variational prob-
lems has to satisfy certain difference equations expressed in the invariants of the
symmetry. The remaining question is how these difference equations can be used
to solve the original problem. One option is of course to replace the invariants with
their expressions in the original coordinates, and solve in terms of these. In some
cases, however, a more elegant solution is possible.

Assuming that the boundary conditions are of a such nature that the sequence of
invariants is uniquely defined, it is possible to first find the invariants and thereafter
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recover the original variables. Since ui = ρ(prui)−1 ·(Iu)i, the original coordinates
can be recovered provided we can find the frame in each step. This can be calculated
from the frame at any point using the relation

ρ(prui+1) = P (prui)ρ(prui), (5.16)

where we have already shown that P (prui) can be expressed in terms of the in-
variants.
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CHAPTER 6

IMPLEMENTATION AND
NUMERICAL TESTS

6.1 SL(2)
We consider the SL(2) action described in (5.2). The lowest order non-phantom
invariant of the prolonged action is the Schwarzian derivative

η = {u;x} = uxxx
ux
− 3

2

(
uxx
ux

)2
. (6.1)

We use the Lagrangian ∫
Ldx =

∫
η2 dx. (6.2)

We discretize with constant step size and use the discrete prolongation and moving
frame of section 5.2.1. The lowest order non-phantom invariant of the discrete
prolonged action is

σ = I111 = ι(S3u).
We construct an approximation for the Schwarzian derivative by taking finite

difference approximations of the derivatives in (6.1) and then invariantizing

κ = 1
h2 ι

[
S3u− 3S2u+ 3Su− u

Su− u − 3
2

(
S2u− 2Su+ u

Su− u

)2]

= 1
h2 (σ − 2).

(6.3)

The discrete Lagrangian becomes

Ld = κ2h = 1
h3 (σ − 2)2

49
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and
EσLd = 2

h3 (σ − 2).

So the invariant discrete Euler–Lagrange equation is

1
h3

(
σi−1

σi−1 − 1
σi−2 − 1
σi−2

σi−3(σi−3 − 1)(σi−3 − 2)

− σi−1

σi−1 − 1(σ2
i−2 − 1)(σi−2 − 2)

+ (σi−1 + 1)σi−1(σi−1 − 2)

− σi(σi − 1)(σi − 2)
)

= 0.

(6.4)

Given initial values (σ0, σ1, σ2), one can successively calculate σ3, σ4, . . . , by
solving a third-degree equation at each step in the iteration. The equation may
have multiple real roots, but at most one of these satisfy σi ≥ 1 +

√
3

3 . Since this
corresponds to κi = 1

h2 (σi − 2) ≥ − 3−
√

3
3h2 , the other roots can be disregarded for

small enough h. σ0, σ1, σ2 can be calculated from u0, . . . , u5 by solving for the
moving frame for the first values. The moving frames equations

au0 + b

cu0 + d
= −1

au1 + b

cu1 + d
= 0

au2 + b

cu2 + d
= 1

have solution

ρ0 = ρ(u0, u1, u2) =
(
a b
c d

)
=
(

u2 − u0 −(u2 − u0)u1
u2 − 2u1 + u0 u2u1 − 2u2u0 + u1u0

)
. (6.5)

and

σ0 = ρ(u0, u1, u2) · u3 = (u2 − u0)(u3 − u1)
(u3 − u0)(u2 − u1)− (u3 − u2)(u1 − u0) . (6.6)

The formulae for ρi, σi is obtained by shifting the indices.
From the sequence of σi, the solution in the original variables can be calculated

from the initial frame ρ0 by the frame relation

ρi+1 = Piρi =
(

σi −σi
σi − 2 σ

)
ρi (6.7)

and the inverse of the moving frame equation,

ui = ρ−1
i · (I0)i = ρ−1

i · (−1) (6.8)

or the equivalent expressions relating ui+1 to (I1)i = 0 or ui+2 to (I11)i = 1.
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6.1.1 Numerical Algorithm
We summarize the discussion in the above section into a numerical algorithm for
solving the variational problem. We assume that u0, . . . , u5 are given.

1. Calculate ρ0, ρ1, ρ2 from (6.5) and σ0, σ1, σ2 (6.6).

2. For i = 3, 4, . . . calculate σi by solving (6.4).

3. From ρ2 and (6.7), calculate the sequence ρ3, ρ4, . . . .

4. Calculate ui from (6.8).

6.1.2 Analysis and Tests
Solutions to the continuous variational problem are curves satisfying

ηxxx + 3ηηx = 0, (6.9)

as can be seen by applying the Euler–Lagrange operators directly, or the techniques
in [8, Chapter 7]. Furthermore, u(x) = φ1(x)

φ2(x) where φ1, φ2 are linearly independent
solutions of

φxx + 1
2ηφ = 0 (6.10)

Inserting σ = 2 + h2κ and κi−j = κ(−jh) into the left hand side of (6.4) yields
the Taylor series expansion

h2 (−2(κxxx + 3κκx) + 3(κxxx + 3κκx)xh+O(h2)
)
.

So the difference scheme is second order accurate for the differential equation in κ.
For testing, we considered the equation on the interval 0 ≤ x ≤ 3. A reference

solution of (6.9) was made with MATLAB’s ode15 on a fine mesh href = 1
64000 ,

then two linearly independent solutions of (6.10) with

φ1(0) = 1 φ1(3) = 1
φ2(0) = 1 φ2(3) = −1

were calculated numerically with a standard difference scheme, and uref(x) = φ1(x)
φ2(x)

was taken as the reference solution.
Step sizes which were integer multiples of the step sizes of the reference grid

h = Nhref were used. uref(ih) for i = 0, 1, . . . , 5 were taken as input to the algorithm
of section 6.1.1. As shown in Figure 6.1, as the step size approaches zero, the
error first decreases, then increases. There is apparently an instability. Setting
σ = 2+h2κ into (6.4) and ignoring higher order terms gives the linearized difference
equation

κi−3 − 3κi−2 + 3κi−1 − κi = 0
which is unstable with general solution

κi = A+Bi+ Ci2.
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Figure 6.1: Errorplot for the SL(2) invariant Lagrangian

The scheme is unfortunately unstable. The algorithm is accurate for the discrete
variational, so it appears that the problem lies in the discretization (6.3). It is not
yet clear when an invariant discrete Lagrangian leads to stable schemes.

6.2 SE(2)
Setting u = (x, y), we consider curves in the plane minimizing∫

κ2ds

where
κ = xtytt − ytxtt

(x2
t + y2

t ) 3
2

and ds =
√
x2
t + y2

t dt.
Such curves are a special case of elastica curves, known as rectangular elastica.

Their solutions satisfy the differential equation

d2κ

ds2 + 1
2κ

3 = 0,

where
d
ds = 1√

x2
t + y2

t

d
dt .
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The lowest order invariants of the SE(2)-action on discretized curves are

λ = Ix1 =
√

(Sx− x)2 + (Sy − y)2

σ = Iy11 = (S2y − y)(Sx− x)− (S2x− x)(Sy − y)
λ

We use the first-order invariant approximation

ι

[
(Sx− x)(S2y − 2Sy + Sx)− (Sy − y)(S2x− 2Sx+ x)

((Sx− x)2 + (Sy − y)2)
3
2

]
= σ

λ2 . (6.11)

We note that the approximation is a second order approximation for Sκ when λ is
constant.

The invariant discrete Lagrangian is

Ld = σ2

λ3 ≈
∫ ti+1

ti

κ2ds.

We force constant step size λ = Λ by a constraint term to get the constrained
Lagrangian

Lcd = σ2

λ3 − µ(λ− Λ).

To calculate the discrete Euler–Lagrange equations of Lcd, we introduce the
preliminary terms

EλL = −3σ
2

λ4 − µ

EσL = 2 σ
λ3 .

By (5.15) with Ix11 = λ+
√
λ2 − σ2 inserted, the discrete Euler–Lagrange equa-

tions are thus √
λ2 − σ2

i−1

λ

(
−3

σ2
i−1
λ4 − µi−1

)
−
(
−3σ

2
i

λ4 − µi
)

+ 1
λ2

(
σi−2

√
λ2 − σ2

i−1 + σi−1

√
λ2 − σ2

i−2

)
2σi−2

λ3 (6.12)

−
λ+

√
λ2 − σ2

i−1

λ2 σi−1
2σi−1

λ3 = 0

σi−1

λ

(
3
σ2
i−1
λ4 + µi−1

)
+ 1
λ2

[√(
λ2 − σ2

i−2
) (
λ2 − σ2

i−1
)
− σi−2σi−1

]
2σi−2

λ3 (6.13)

− 1
λ2

[
λ2 − σ2

i−1 + λ
√
λ2 − σ2

i−1

]
2σi−1

λ3 +
√
λ2 − σ2

i

λ2
2σi
λ3 = 0.
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The constraints are somewhat troublesome to deal with, as they introduce the
Lagrange multipliers µi as new unknowns. It is possible to solve one of the equations
for µi, then insert this into the other to get equations for the unknowns σi. However,
this makes the method a four-step method in stead of a three-step method. In the
continuous cases, whether the Euler–Lagrange equations are expressed in invariant
or regular coordinates, one of the equations is a total derivative which can be
integrated, and the integration constant included in the Lagrangian multiplier.
The property in the continuous case depends on the fact that the Lagrangians are
invariant under reparametrizations of the curve (x(t), y(t)). A similar result for
discrete curves has not been found. It is possible that other constraints are more
natural choices for the discrete system.

If the equations are solved, however, the solutions in the original variables can
be recovered from formula (5.16) and the original frame.

6.2.1 Numerical Algorithm

The four-step method can be implemented as follows:

1. From five initial points
(x0, y0), . . . , (x4, y4)

calculate the first invariants

σ0, σ1, σ2, λ0, . . . , λ3.

To fully comply with the formulas (6.12, 6.13) the points should be equidis-
tant. If one keeps track of shift operators on the λ’s in (5.15) when calculating
the discrete Euler–Lagrange equations (6.12), (6.13), this is not strictly nec-
essary.

2. Calculate µ1 and µ2 from (6.13), (6.12) with i = 2. respectively.

3. For i = 3, 4, . . . calculate σi from solving (6.13) and µi from (6.12).

4. Calculate the sequence ρi = ρ(prui) from ρi+1 = P (prui) · ρi.

5. Use (xi, yi) = ρ−1
i · (0, 0) to recover the solution in the original coordinates.

When solving for σi in step 3 above, one has to solve an equation of the form√
λ2 − σ2

i σi = f(σi, σi−1, σi−2, µi−1)

This equation will ordinarily have two real solutions. However, it has at most one
solution on the interval [−

√
2

2 λ,
√

2
2 λ]. Examining (6.11) we expect that σ = O(λ2)

as λ→ 0, so the solution lying outside the interval can be discarded for small λ.
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6.2.2 Tests
The algorithm described above was tested against a reference solution made as
follows. κss + 1

2κ
3 = 0 was solved for the interval 0 < s < 1 with initial val-

ues κ(0) = 0, κs(0) = 200 on fine grid (256000 steps) by MATLAB’s ode45 with
low tolerances. Then, x(s) and y(s) were found by successively integrating the
equations

θs = κ

xs = cos θ
ys = sin θ

by Simpson’s method giving a reference curve of 64001 points.

10
−4

10
−3

10
−2

10
−1

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

Step size

E
rr

o
r

 

 

Error in κ

Error in u

Figure 6.2: Errorplot for the elastica problem

Evenly spaced points on the reference curve were then taken as input to the al-
gorithm described in the previous section with step sizes λ ranging from 1

25 to 1
6400 .

As shown by the error plot in Figure 6.2, the algorithm appears to be converging
as O

(
λ2).
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CHAPTER 7

CONCLUSIONS AND FURTHER
WORK

In this thesis I have studied invariant variational problems and numerical approx-
imations thereof. Two approaches to finding variational methods which inherit
symmetries of the original equation were developed. The first approach, detailed
in chapters 2 and 3, is only valid for first order Lagrangians. It appears to solve
the task it is designed for, but the scope of problems it can be applied to is some-
what narrow. The idea of reparametrizing time used in the example of chapter 3
broadens the scope, though variational problems having known symmetries of this
kind are still not in abundance.

The schemes obtained are also in general implicit, and non-linear equations
have to be solved for each step, which takes a toll on the performance.

The second approach was to express the discrete Euler–Lagrange equations
directly in the invariants. While elegant, at least in the author’s opinion, the
numerical examples show that this approach has some problems with stability
and treating constraints properly. Stability of linear multi step schemes has been
studied thoroughly in literature, but the theory here applies only partially to the
non-linear multistep methods appearing here.

For both approaches, a large amount of algebraic calculation is required before
the schemes for particular ODE’s can be implemented. To make the method more
general, it would have been interesting to program a computer algebra system to
automate some of this calculation.

A question not answered in this thesis is whether the two approaches are equiv-
alent for first order discrete Lagrangians. They should be, as they both solve the
same problem, namely solving discrete variational problems when the discrete La-
grangian is invariant under some group transformation, but there has not been
enough time to study this thoroughly.
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