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Abstract

In the present study, a 3D two-phase flow CFD model that solves the unsteady, incompress-
ible Reynolds-Averaged Navier-Stokes equations has been used to simulate breaking waves
over a submerged reef. The level set method is used to capture the complex free surface
and the turbulence is described by the & — w turbulence model. The numerical model was
evaluated by comparing the computed results with the experimental data by Blenkinsopp
and Chaplin (2008) and the computed results are in good agreement with the measured data.
The computed results over the submerged reef clearly depict the flow features associated
with the breaking process such as the complex interface deformation, the formation of the
plunger vortex and the downstream vortex, the splash-up phenomenon and the movement
of the enclosed air pocket. The main aim of the study was to investigate the effect of the
offshore wave steepness and the water depth above the reef crest on the characteristics and
the profile asymmetric properties of waves breaking over a submerged reef. The computed
results suggest that the water depth over the reef crest affects the prominent characteristics
of waves breaking over a reef such as breaker type, water depth at breaking, breaker indices
and geometric properties.
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1 Introduction

Wave breaking is a prominent research subject in coastal and marine engineering. It is a two
phase flow phenomenon involving air and water, and it strongly influences the air-sea interac-
tion by enhancing mass, momentum and energy transfer between the phases. It thereby limits
the wave steepness, generating vorticity and turbulence, enhancing wave energy dissipation,
entraining air and white water formation. Despite a considerable number of experimental,
numerical and theoretical studies and field observations have been carried out to investigate
the process, the wave breaking mechanism is not completely understood. A comprehensive
examination of breaking wave properties is inevitable to understand the mechanism of wave
breaking and thus the description of the breaking process. Wave breaking over a submerged
reef primarily depends on the tidal level and the characteristics of the incident waves. More-
over, an accurate description of waves breaking over submerged structures has always been
a central issue in estimation of hydrodynamic loads on marine structures. Numerous studies
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Figure 1: (a) Definition sketch of local wave profile asymmetry parameters following Kjeldsen
and Myrhaug (1978) and (b) Schematic of generation of plunger vortex and surface roller
during breaking following Basco (1985)

have attempted to explain the wave breaking process and their characteristics, and a de-
tailed literature review on wave breaking in deep and shallow water can be found in Cokelet
(1977); Peregrine (1983); Basco (1985); Banner and Peregrine (1993); Perlin et al. (2013). The
characteristics of wave breaking over slopes are strongly affected by the local environmental
parameters, water depth (d), offshore wave steepness (Hy/Lo) and sea bed slope (m). On
plane slopes, the offshore wave steepness and seabed slope determine the breaker character-
istics (Iversen, 1952; Galvin, 1968; Battjes, 1974). In the case of a submerged reef, however,
wave breaking is strongly influenced by the water depth and the wave height at the crest
of the reef. This has been studied in laboratory experiments by Gourlay (1994); Smith and
Kraus (1990); Blenkinsopp and Chaplin (2008); Yao et al. (2013). They suggested that the
application of the surf similarity parameter proposed by Battjes (1974) is inappropriate to
categorize the breaker type of waves breaking over submerged structures. Several studies on
submerged breakwaters have revealed the role of the water depth at the reef crest and the
offshore wave height on the wave transformation properties (Ahrens, 1987; Ting and Kim,
1994; Iwata et al., 1996; Kawasaki and Iwata, 1998). Hence, the wave breaking process over
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a submerged reef with a fixed crest height is very sensitive to the water depth and the wave
height at the crest. During the course of the tidal cycles, the water depth over a submerged
reef continuously changes, which has a substantial impact on the wave breaking process and
its characteristics. Blenkinsopp and Chaplin (2008) performed a series of experiments to
investigate the effect of the water level on the characteristics of the breaking process over
a submerged reef with a slope of 1/10. They found that, although the water level does not
strongly affect the breaker indices unlike on plane slopes, it influences the breaker type, reflec-
tion and transmission characteristics. However, a relationship exists between the asymmetric
parameters and the breaker type and this has been first reported by Kjeldsen and Myrhaug
(1978). They introduced steepness and asymmetry parameters to define the asymmetry of
the wave profile: crest front steepness (¢), crest rear steepness (4), the vertical asymmetry
factor (A\) and the horizontal asymmetry factor (u) as depicted in Fig. 1 (a). Additionally,
the geometric properties of breaking waves can be related to the breaker type, which plays a
key role in estimation of breaking wave forces on marine structures (Alagan Chella, M. and
Tgrum, A. and Myrhaug, D., 2012). Importantly, the breaker shape influences the size and
strength of the breaker vortices. Research has been reported on the geometric parameters of
breaking waves in deep water (Kjeldsen and Myrhaug, 1978; Bonmarin, 1989; Lader, 2002;
Babanin et al., 2010) and in shallow water (Ippen and Kulin, 1954; Miller and Zeigler, 1964;
Adeyemo, 1968; Iwagaki and Sakai, 1972).

Several surface wave theories can only be applied to describe the waves with small fluid
accelerations compared to gravity such as Airy’s and Stokes theory based on small wave
steepness approximations, solitary and cnoidal wave theories based on the nonlinear shallow
water equations and the Korteweg-De Vries equations (Babanin, 2011). Longuet-Higgins and
Cokelet (1976) first proposed a boundary element method based on two dimensional potential
theory and conformal mapping to model periodic breaking waves in deep water. Later the
method was modified by Vinje and Brevig (1981), using the physical plane representation to
finite water depth. The main flow features of wave transformation over submerged structures
are the creation of higher harmonics and vortices. It is possible to model the breaking pro-
cess using the potential theory prior to the water jet impingement on the water surface by
the breaker (Chen et al., 1999; Christensen, 1998). Most studies in the field of submerged
breakwater structures have only focused on the prediction of the reflection and transmission
characteristics of waves for a given environmental condition. The theoretical and numerical
description of the flow problem was based on potential theory which does not account for the
rotational flow. Ting and Kim (1994) investigated the wave transformation over a submerged
structure and concluded that potential theory cannot be applied to model the flow process
such as flow separation and energy dissipation. However, the generation and dissipation of
vortices during the breaking process are created by rotational flow (not potential) (Takikawa
and Yamada, 1997). In addition to that, viscous fluid forces and associated turbulence become
significant during the wave breaking process.

Moreover, measures of incipient breaking of regular waves such as geometric, kinematic
and dynamic breaking criteria are connected to the limiting value of wave steepness, hori-
zontal fluid velocity and downward vertical acceleration, respectively. Much uncertainty still
exists in defining incipient breaking and breaking onset. Importantly, these criteria are a
function of many physical parameters and comprehensive measurements are relatively lim-
ited and are still challenging to obtain. Some of the indirect analytical approaches, such as
the Boussinesq approximation, are based on the interpretation of the energy dissipation due
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to breaking with pre-breaking and post-breaking wave properties and cannot describe the
breaking process completely (Babanin, 2011). Numerical modeling of wave breaking becomes
challenging due to the intricacy in describing the physical processes involved such as air-sea
interaction, vorticity generation, overturning motion, the air entrainment etc. A straight-
forward approach to describe the breaking process numerically is to solve the fundamental
fluid dynamic equations with Computational Fluid Dynamics (CFD). The method is able to
capture the prominent flow properties during breaking without specifying breaking criteria
or relying on empirical criteria. CFD models that are based on a single-phase flow which
concerns only liquid flow and disregards the air phase during breaking have been presented
by e.g. Lin and Liu (1998), Bradford (2000) and Zhao et al. (2004). Computational studies
of the breaking process with two-phase flow CFD models has gained much attention in recent
years by Chen et al. (1999); Christensen and Deigaard (2001); Hieu et al. (2004); Christensen
(2006); Wang et al. (2009a,b); Bakhtyar et al. (2013); Jacobsen et al. (2012). Two-phase flow
CFD models account for the interaction of air above the free surface, density difference at the
interface and entrapped air during breaking.

The main objective of the present numerical study is to investigate the effects of offshore
wave steepness and water depth on the characteristics and geometry properties of waves
breaking over a submerged reef. A three-dimensional (3D) numerical wave tank based on
two-phase flow CFD model is used in a two-dimensional (2D) setup to model waves breaking
over a submerged reef. The present numerical model is validated by comparing the numerical
results to experimental data by Blenkinsopp and Chaplin (2008), and the computed results
agree well with the experimental data. The wave breaking characteristics such as the incipient
breaker height and water depth at breaking, incipient breaker indices and wave profile asym-
metry properties are investigated in detail to understand the physical features associated with
the breaking process. Moreover, the present numerical investigation is limited to the wave
transformation up to the inner breaking region (Svendsen et al., 1978).

2 Computational method

2.1 Governing Equations

In the present 3D numerical model, the incompressible Reynolds-Averaged Navier-Stokes
equations are used to describe the two-phase viscous flow. The governing equations are:

ou;

o =0 (1)
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U is the velocity averaged over time t, p is the fluid density, P is the pressure, v is the
kinematic viscosity, 14 is the eddy viscosity and ¢ the gravity term. Since the numerical model
is used as a numerical wave tank, higher order schemes are employed to avoid the unphysical
excessive damping of free surface waves. The discretization of the convection term of the
RANS equations is accomplished by the 5-th order Weighted Essentially Non-Oscillatory
(WENO) scheme in the conservative finite difference version (Jiang and Shu, 1996). This
WENO scheme consists of three substensils that are weighted based on the local smoothness
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of the discretised function. Moreover, this scheme provides very robust numerical stability
without causing numerical oscillations.

Time discretization is performed with a third-order accurate total variation diminishing
(TVD) Runge-Kutta scheme consisting of three Euler substeps (Shu and Osher, 1988). The
velocities at each Euler substep are obtained by solving the pressure term with the projection
method. The BiCGStab algorithm (van der Vorst H., 1992) with Jacobi preconditioning
calculates the pressure from the Poisson equation. It is well known that a large amount of
wave energy is dissipated as turbulence in the free surface layer during the breaking process.
The turbulence is modeled with the RANS equations coupled with the £ —w model. A ghost-
cell immersed boundary method based upon the local directional by Berthelsen and Faltinsen
(2008) is employed to account for the solid boundaries of the fluid domain. In addition to that,
complex geometries can be represented without specifying the boundary conditions explicitly.

2.2 Free surface

One of the major challenges in the modeling of the breaking process is to describe the free
surface changes i.e. interface deformation. Here, the level set method (Osher and Sethian,
1988) is chosen since the free surface changes can be obtained without any special treatments
at the interface. The level set method is an Eulerian method and represents the interface
between the two phases water and air. The interface is the zero level set of the smooth signed
distance function ¢(Z,t). At any point on the computational domain, the level set function
gives the distance from the interface and the sign of the function marks the fluid phase as
follows:

> 01if ¥ € water
H(E ) =0if T€T (3)
<0if X € air
Also the Eikonal equation |V¢| = 1 is valid. When the interface is moved under an exter-
nally generated velocity field @, a convection equation for the level set function is obtained:
ol P
— +U.—/— =0 4
ot J 81']' ( )
The fluid properties such as the density p and the viscosity v can be defined for the compu-
tational domain with the level set method. However, the discontinuity in the fluid properties
across the interface can cause numerical instabilities in the solution. This discontinuity is
removed by smoothing the fluid properties over a small distance in the region close to the
interface with a Heaviside function H (¢). This region is 2¢ thick, with € being proportional to
the grid spacing dx. The density and the viscosity from the level set function can be written
as:

1Y (¢) = pwaterH (¢) + Pair (1 -H (d))) y
v (¢) = Vwater (d)) + Vair (1 -H (¢))

and the Heavyside function:
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0 if ¢ < —e¢
H (@)= Q% (1+¢+ fsin (B2)) if lol <e (6)
1 if p>c¢

2.3 Numerical wave generation and absorption

The present numerical model is used as a numerical wave tank. Wave generation is performed
at the inflow boundary and waves are absorbed at the outflow boundary using the relaxation
method presented by Larsen and Dancy (1983). With the relaxation method, reflected waves
from the reef face are absorbed at the inlet boundary of the wave tank. If a nonlinear analytical
solution is known, it can be used as the imposed solution to moderate the computational
solution. This is a relatively straightforward approach for the wave generation in a numerical
wave tank and proves to be efficient, as this has been presented by Mayer et al. (1998), Engsig-
Karup (2006) and Jacobsen et al. (2012). Waves are absorbed at the outlet boundary with a
relaxation zone where the velocity components are gradually reduced to zero and the water
surface and the pressure follows the hydrostatic distribution at the still water level.

3 Computational domain, cases and parameters

x=0.0m 3.80m 9.80m 9.915m
T ; — ———
WG
\/ swL
he
: Z 10 d :
Wave : 0.618m : Numerical
generation : 1 : Beach

Figure 2: Computational domain

In order to validate the present numerical model, the numerical results are compared
with the experimental data measured by Blenkinsopp and Chaplin (2008). The numerical
wave tank consists of a submerged reef with a height of 0.62m and a slope of 1/10, located
3.8m from the wave generation zone as shown in Fig. 2. The numerical set-up, incident
wave parameters and the coordinate system are the same as the experimental conditions
presented in Blenkinsopp and Chaplin (2008). The computed results of two experiment cases
with different reef crest submergences, h.=0.032m and 0.102m (d=0.65m and 0.72m) are
compared to the experimental measurements. The free surface elevations are obtained using
a wave gauge 0.115m after the crest of the reef. The computational domain is discretized with



Alagan Chella, M. et al., 2015

a uniform grid size in both directions x and y. In the numerical simulations, five waves are
generated for each run.

. . Offshore Reference
) ) Simulation water
Simulation cases wave steep-
no. depth, d
ness, Hy/ Lo
(m)
1 0.02
Based on offshore | 2 0.03
wave steepness 3 0.04 0.7
(Ho/Lp): Case 4 0.05 ’
(A) 5 0.06
6 0.07
Based on 7 0.65
8 0.68
reference water 9 0.69
depth (d): Case 0.033 ’
(B) 10 0.70
11 0.71
12 0.72

Table 1: List of computational cases

The present numerical cases explore the breaking characteristics and geometric properties
of waves breaking over the submerged reef and their dependence on offshore wave steepness,
(Ho/Lg, Hyp and Ly are deep water wave height and wave length, respectively, case A) and
water depth (d, case B) as listed in Table 1. Case A tests six different offshore wave steepnesses
ranging from 0.02 to 0.07 at a fixed water depth, and case B examines a wave with a fixed
offshore wave steepness of 0.033 at six different water depths from 0.65m to 0.72m.

Most of the previous studies have been conducted to establish relationships between the
characteristics of waves at the breaking point. The breaking point is assessed in the present
study as the point where part of the wave front becomes vertical. Thus, the computed water
depth (dp) and wave height (Hj,) at the breaking point are used to calculate the breaker
indices. The breaker depth index, 7, is the ratio of the breaker height Hy to the water depth
at breaking dp:

I:lb
— 7
Vb dy (7)
The breaker height index, €2 is the ratio of the breaker height Hj to offshore wave height
Hy:

Hy,
O = o (8)
It is well known that the wave profile becomes asymmetric as it approaches the breaking
point and cannot be described by the wave steepness (H/L). Hence, additional parameters are
required to describe the asymmetric shape of the wave at breaking. Four additional geometric
parameters proposed by Kjeldsen and Myrhaug (1978) are used in this study to describe the
asymmetry of the wave profile as shown in Fig. 1 (a).
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3.1 Grid dependence study
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Figure 3: Grid sensitivity study on computed free surface elevations

Since the numerical model uses a uniform Cartesian grid, the computational domain is
discretized with a uniform grid size in both directions x and y. In order to investigate the
effect of grid sizes (dx) on the simulation results, four different grid sizes, de= 25mm, 10mm,
Smm and 2.5mm, are examined. Fifth-order Stokes waves with H=0.12m and T'=1.5s are
simulated in the numerical wave tank without any structure. The free surface elevations
for the different grid sizes are compared with the maximum and minimum values of the
theoretical result as shown in Fig. 3. It appears that the difference between the numerical
results and the theoretical result decreases as the grid size decreases, showing that the wave
surface elevations for dv=5mm and 2.5mm, agree well with the theoretical results. However,
the grid size dx=2.5mm with 1248 cells per wave length demands more computation time
than dx=5mm with 624 cells. Therefore, in order to perform efficient simulations within a
reasonable computing time, the grid size de=5mm is selected for the present study.

4 Results and discussion

4.1 Numerical model evaluation

The computed wave surface elevation of two experimental cases with different water depths
are compared with the experimental measurements by Blenkinsopp and Chaplin (2008). Figs.
4 and 5 show the comparison of computed and measured wave surface elevation for the
simulation case with d=0.65m and d=0.72m, respectively. The wave surface elevation is
computed 0.115m behind the reef crest, which is an inner breaking region of the surf zone as
defined in Svendsen et al. (1978). Although the numerical results are in reasonable agreement
with the experimental data for both the cases, the computed wave crests are slightly higher
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Figure 4: Comparison of simulated and measured wave surface elevation for the numerical
case at d=0.65m. Dashed lines: present numerical model; Solid lines: experimental data from
Blenkinsopp and Chaplin (2008)
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Figure 5: Comparison of simulated and measured wave surface elevation for the numerical
case at d=0.72m. Dashed lines: present numerical model; Solid lines: experimental data from
Blenkinsopp and Chaplin (2008)

for d=0.65 and slightly lower for d=0.72 than the experimental data. The reason is unclear
but this might be related to the energy dissipation in the inner breaking region where the large
deterministic flow structures disintegrate into smaller flow structures with extreme chaotic and
turbulent behaviour. It is therefore difficult to predict the free surface elevation in this region.
However, the present numerical model is capable of calculating the free surface elevation in
the inner breaking region with satisfactory accuracy.

4.2 'Waves breaking over the reef

The characteristics of waves breaking over a submerged reef solely depend on the wave height
and the water depth at the reef crest unlike over a sloping seabed. Hence, the breaker types
can not be described by the surf similarity parameter which is more appropriate for plane
slopes. During the breaking process, the return flow is created seaward in order to balance
the shoreward mass flux created in the overturning wave crest. The interaction between the
incoming breaker in the upstream side and the seaward return flow of the preceding wave from
the downstream side strongly influences the breaking process and thus the characteristics
of breaking waves. This effect has been studied in detail by Smith and Kraus (1990) and
Blenkinsopp and Chaplin (2008). It is highly challenging to capture the seaward return flow
that is generated during the breaking process experimentally and numerically since the flow
pattern becomes complex during the extreme changes in the gross mass flux distribution.
The initial evolution of the overturning wave crest also causes drastic changes in the free
surface. Moreover, Blenkinsopp and Chaplin (2008) have not measured the return flow in the
experimental investigation and therefore, the experimental data is not available to compare
against the numerical results.
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Figure 6: Simulated free surface profile with velocity (m/s) variation during waves breaking
over the reef from 9.5s to 9.9s with a time 1s(%ep of 0.05s (a to h) for the simulation case
Hy/Ly=0.033 and d=0.65m
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Fig. 6 shows the changes in the wave surface profile and the velocity during the breaking
process for the wave with Hy/Ly=0.033 at d=0.65m. The wave profile changes with velocity
variation during the breaking process clearly depict that a portion of the wave crest with
higher velocity moves forward faster than the rest of the wave. Initially, the wave reaches the
breaking point as most of the wave front becomes vertical (Fig. 6 (a) and (b)). Then the
wave propagates further and the wave crest overturns with an ejecting water jet emanating a
plunger vortex as seen in Fig. 6 (c) to (e). When the overturned and ejected wave front hits
the free surface at the base of the wave, it almost falls over the wave trough of the preceding
wave and generates a surface roller. Then water splashes up causing a rise in the water surface
with an air pocket inside the water as shown in Fig. 6 (f) to (h). The two main turbulence
zones addressed by Basco (1985) are the toe of the surface roller due to interfacial shear and
the outermost part of the plunging vortex as shown in Fig. 1 (b). An extreme changeover
from irrotational flow to rotational flow leads to increased vorticity and turbulence as the
wave approaches the beach and eventually violent mixing of air and water occurs. It is worth
to notice that the impingement of the rotating plunging vortex is causing a secondary wave
with new wave characteristics that propagates shoreward as shown in Fig. 6 (f) and (h).
Moreover, the numerical prediction of the flow pattern and the wave profile changes are very
similar to the observation of the flow features of plunging breakers over plane slopes by Basco
(1985).

As Figs. 6 (a) to (e) show, a clockwise vortex is created behind the reef during the breaking
process. Initially the size of the vortex is small and it increases as the wave propagates over
the reef in order to balance the upstream energy rise in the form of a plunging jet. When the
wave trough propagates in the vicinity of the reef crest, the return flow is established around
the corner of the reef which opposes the upstream flow. Therefore the wave breaking occurs
early further offshore due the combined effect of the reef face friction and the return flow.
The vortex further rises up and the size diminishes as the plunger vortex at the wave crest
develops. Finally, the downstream vortex weakens and decays rapidly due to the interaction
with the plunger vortex upstream. In addition, the down stream vortex size becomes larger
as the water depth over the reef crest is increased. This is consistent with those of Iwata
et al. (1996); Ting and Kim (1994); Chang et al. (2005) who reported the return flow due
to the vortex formation behind the submerged structures. Hence, the numerical model is
able to capture the complex interface changes and flow features during breaking process with
reasonable accuracy. However, it should be noted that the details of the flow need to be
verified against data in order to check the validity of the simulations.

4.3 Characteristics of waves breaking over the reef

The breaking characteristics such as breaker water depth, breaker depth index and breaker
height index are examined for different offshore wave steepnesses (case A) and different water
depths (case B) as listed in the Table 1.

4.3.1 Incipient wave breaking

Fig. 7 shows the non-dimensional breaker depth (d/d) versus the offshore wave steepness
(Ho/Lp) and the relative water depth (h./d). It appears that dj,/d increases with increasing
Hy/Ly and increasing h./d. Therefore, waves over the reef break further offshore at larger

11
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water depth (dp) as Hy/Lo and h. become larger, corresponding to Hy/Lo=0.07 (case A6),
dp/d=0.216 and h./dp=0.14 (case B6), d,/d=0.14 in Fig. 7. This means that waves with larger
H, /Ly reaches the breaking point sooner with smaller crest deformation than waves with lower
Hy/ Ly, which follows the same trend of results on plane slopes. But the crest submergence
(h¢) strongly affects the breaker depth (dp). This suggests that waves propagating over the
submerged reef with larger h. experience more partial reflections, return flow and break further
offshore at larger d. This also agrees with the experimental observation by Blenkinsopp and
Chaplin (2008) and the theoretical study by Battjes (1974). Moreover, the present results
appear to be different from the behavior of waves over plane slopes (Rattanapitikon and
Shibayama, 2006) and submerged breakwaters (Kawasaki and Iwata, 1998), where d;, decreases
as the water depth increases. It seems possible that waves breaking over the submerged reef
are strongly influenced by the return flow due to the downstream clockwise vortex, which
continues to grow with increasing water depth over the reef crest as presented in Section 4.2.
Therefore, waves break further offshore as the reef crest submergence increases.

4.3.2 Breaker depth index (v,) and breaker height index (€2;)

Fig. 8 presents the comparison of the computed and the measured breaker depth index ()
for different offshore wave steepnesses (Hp/Lg). It appears that ~y, decreases with increasing
Hy/ Ly, although the experimental data by Blenkinsopp and Chaplin (2008) do not vary much
versus Hy/Lg. However, the computed results are in good agreement with experimental data
for Hy/ Lo in the range 0.03 to 0.06. In particular, the computed results are slightly higher and
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Figure 7: Simulated relative water depth at breaking (dp/d) as a function of (a) offshore wave
steepness (Hp/Lg) and (b) relative water depth (h./d)
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slightly lower than the experimental results for Hy/Lg <0.03 and Hy/Ly >0.06, respectively.
Moreover, the numerical prediction follows the experimental trend for waves breaking on
plane slopes of 1/10 reported by Smith and Kraus (1990). Fig. 9 shows the comparison of
the computed and measured breaker depth index () for different relative crest submergence
he/Hp. It appears that v, increases slightly as h./Hp increases for the computations, while
v seems to be invariant with h./Hp in the experiments. The computed results are slightly
higher and slightly lower than the experiments for h./Hy > 1.0 and h./Hy <0.8, respectively.
Moreover, the computed results agree well with the experimental data for h./Hy in the range
0.8 to 1.0. It is possible that waves over larger h./Hj break further onshore at higher d,
with larger Hy, corresponding to h./Hy=1.143 and ~,=1.09 (Fig. 9), Q,=1.28 (Fig. 12).

Fig. 10 presents comparison of the computed and the measured breaker height index (£2;) for
different offshore wave steepnesses (Hy/Lg), showing that €, decreases as Hy/ L increases for
both computations and experiments. This is also the case for the Smith and Kraus (1990)
experimental results on plane slopes. It appears that the present computations represent
an upper bound of the Blenkinsopp and Chaplin (2008) data. Fig. 11 shows the measured
reflection coefficient for different offshore wave steepnesses (Hy/Lg) and different relative water
depths (h./d). It appears that the reflection coefficient (K, ) decreases as Hy/Ly increases
and increases as (h./d) increases. This suggests that the wave with small Hy/Lg experiences
more reflections from the reef face, undergoing more deformation during shoaling than the
waves with larger Hy/Lg, and reaches the maximum height before it breaks. Similar results
have been found by Smith and Kraus (1990); Battjes (1974); Blenkinsopp and Chaplin (2008).
Fig. 12 shows comparison of the computed and the measured breaker height index (€2) for
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Figure 8: Breaker depth index (7,) as a function of offshore wave steepness (Hg/Lg)
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different relative crest submergence h./Hy. It appears that €2 increases slightly as h./H
increases, which agrees well with the experimental data by Blenkinsopp and Chaplin (2008).
However, the computed dependence of €, on h./Hy increases slightly more for h./Hy >1.0
than for the experiments. Moreover, Blenkinsopp and Chaplin (2008) reported that there is a
strong dependence of reflection coefficient on h./Hy. It can be seen from Fig. 11 (b) that the
waves propagating over the reef with larger h. experience more reflection from the reef face.
This implies that the waves break at larger dj, with larger Hy, corresponding to h./Hp=1.15,
2,=1.26 in Fig. 12 and h./d=0.14, dy/d=0.14 in Fig. 7 (b). Fig. 13 shows the breaker
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Figure 13: Simulated breaker depth index (,) and breaker height index (€2;) as a function of
relative depth (h./d)

depth index (v,) and the breaker height index (£2;) versus the relative water depth (h./d). It
appears that v, decreases and ), increases as h./d increases. The computed -, follows the
same trend as observed on plane slopes (Smith and Kraus, 1990; Tsai et al., 2005) but the
computed €, is different from the trend on plane slopes. It is seen from Fig. 11 (b) that the
value of the reflection coefficient increases as the crest submergence increases. Therefore, the
present results suggest that waves advancing over larger h. break further offshore at higher
dy with larger Hy, corresponding to h./d=0.14 and d;/d=0.14 (Fig. 7 (b)), Qp=1.24 (Fig. 9
(b)). In addition to the partial reflection, the return flow due to the vortex formation behind
the crest of the reef could also has an influence on the breaking characteristics as mentioned
in Section 4.2. It is therefore likely that a moderate relationship may exist between breaker
indices and h..
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4.4 Profile asymmetry parameters
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Figure 14: Simulated wave profile asymmetry parameters as a function of offshore wave
steepness (Hp/Lg)

Fig. 14 shows the crest front steepness (g), the crest rear steepness (¢), the horizontal

asymmetry factor (u) and the vertical asymmetry factor (\) versus the offshore wave steepness
(Ho/Lo). It appears that ¢, d, and p increase and A decreases for waves with larger Hy/Lyg.
This suggests that the geometric profile of waves with large values of Hy/Lg at breaking have
a steep wave crest front steepness and wave crest rear steepness and shallower trough without
much change in the vertical asymmetry. Meanwhile, waves with lower Hy/Ly break further
onshore with higher crest deformation, corresponding to Hy/Lo=0.02, d/d=0.117 in Fig. 7
(a) and Ho/Lo=0.02, Q,=1.28 in Fig. 8. Therefore, the breaking wave profile has an ejected
wave front with wide rear part without much change in the wave trough and crest front and
crest rear steepnesses. It is also observed from Fig. 11 (a) that the effect of reflection is
predominant for waves with larger steepness. This deformation is due to the combination of
higher partial reflections from the reef face and the slower shoaling process.
Fig. 15 shows the crest front steepness (), the crest rear steepness (9), the horizontal asym-
metry factor (u) and the vertical asymmetry factor () versus the relative water depth (h./d).
It appears that € and A decreases and § and p increases with increasing reef crest submer-
gence. As the wave propagates over the reef from the larger d it breaks further seaward with
larger breaker height index (), corresponding to h./d=0.14, d,/d=0.14 in Fig. 7 (b) and
he/d=0.14, 2,=1.23 in Fig. 13 (b). This implies that the wave profile does not change much
from the initial wave shape with a small increase in rear steepness. At the same time, the
wave profile becomes more asymmetric when h./d decreases.
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The wave front becomes steep and ejects forward at the breaking point when h./d decreases,
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Figure 15: Simulated wave profile asymmetric parameters as a function of relative depth

(he/d)

which is similar to the development of a plunging breaker. However, for larger values of h./d
the waves break over the reef as spilling breakers. Moreover, the present results are consistent
with those of Sayce et al. (1999) and Blenkinsopp and Chaplin (2008) who state that the
breaker type over a submerged reef depends strongly on wave height and water depth.

5 Conclusions

The numerical simulations of waves breaking over a reef have been carried out using a two-
phase flow CFD model based on the RANS equation together with the level set method and
the k—w turbulence model. The computed results show good agreement with the experimental
data by Blenkinsopp and Chaplin (2008). It has been shown that the numerical model can
provide detailed information about the flow features associated with the breaking process
such as the complex interface deformation, formation of plunger vortex and the downstream
vortex, the splash-up phenomenon and the movement of the enclosed air pocket. The purpose
of the present study was to investigate the effects of offshore wave steepness and water depth
on the characteristics and profile asymmetry parameters of waves breaking over a submerged
reef. The present work confirms results of previous studies and enhances the understanding
of the characteristics and asymmetry properties of waves breaking over the reef. The main
conclusions from the numerical study are:

e A clockwise vortex is generated downstream close to the reef crest due to the formation
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of a plunger vortex upstream above the reef face. It seems that the downstream vortex
is responsible for the return flow.

e The dependence of the offshore wave steepness and the water depth on the breaker water
depth is observed. The main factors that affect the wave breaking over the reef are the
partial reflection from the reef face and the return flow.

e The computed breaker depth index decreases slightly as the offshore wave steepness
increases, and it increases slightly as the water depth above the reef crest increases. For
the water depth above the reef crest the most results agree well with those measured
by Blenkinsopp and Chaplin (2008), while they found that the breaker depth index was
nearly independent of wave steepness.

e The computed breaker height index over the reef matches well with the experimentally
measured data and it shows significant dependence on offshore wave steepness and water
depth.

e Waves with larger offshore wave steepnesses have a steep wave crest and a shallow
trough without much change in the vertical asymmetry, and thus it breaks as a spilling
breaker. Waves with small offshore wave steepnesses have an ejected wave front with a
wide rear part without significant change in the wave trough and crest front and crest
rear steepnesses, and thus it breaks as a plunging breaker.

e A strong dependence of the breaker type on the water depth over the reef crest is
clearly observed from the profile asymmetry properties. Waves breaking over the reef
have similar features to a plunging breaker for shallower water depth, whereas for a
larger water depth waves break similar to a spilling breaker. The degree of asymmetry
increases with decreasing water depth above the reef crest.
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