
Multiscale Methods and

Flow-based Gridding

for Flow and Transport

in Porous Media

 

Thesis for the degree of Philosophiae Doctor

Trondheim, September 2010

Norwegian University of Science and Technology
Faculty of Information Technology,
Mathematics and Electrical Engineering
Department of Mathematical Sciences

Vera Louise Hauge  



NTNU
Norwegian University of Science and Technology

Thesis for the degree of Philosophiae Doctor

Faculty of Information Technology, Mathematics and Electrical Engineering
Department of Mathematical Sciences

© Vera Louise Hauge 

ISBN 978-82-471-2336-2 (printed ver.)
ISBN 978-82-471-2337-9 (electronic ver.)
ISSN 1503-8181 

Doctoral theses at NTNU, 2010:181

Printed by NTNU-trykk



Abstract

The topic of this thesis is fast and accurate simulation techniques used for
simulations of flow and transport in porous media, in particular petroleum
reservoirs. Fast and accurate simulation techniques are becoming increas-
ingly important for reservoir management and development, as the geological
models increase in size and level of detail and require more computational
resources to be utilized.

The multiscale framework is a promising approach to facilitate simula-
tion of detailed geological models. In contrast to traditional upscaling ap-
proaches, the multiscale methods have the detailed geological models present
at all times.

The work in this thesis includes development of a multiscale-multiphysics
method for naturally fractured reservoirs and a new coarsening strategy for
geological models to facilitate fast and accurate transport simulations in a
multiscale framework. In addition, the work comprises an application of the
multiscale framework for flow and transport simulation for rate optimization
loops. The coarsening strategy generates flow-based transport grids and
is based on amalgamating cells from a fine model, typically the geological
model, according to an indicator function. The research indicates a great
potential for flexibility and scalability suitable for multi-fidelity simulators.
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Part I





Chapter 1

Introduction

Flow through porous media occurs in many different physical, biological,
and man-made systems. Porous material is composed of solid matter and
void pores. A simple example of a porous medium is a sponge with the solid
and void continuum well perceptible for the human eye as both parts are
equally dominating. In the other end of the scale, we find rocks in which
the void pores are small, and in the case of dense rocks, not detectable by
the human eye. More examples of porous media include biological tissues,
unconsolidated soils, and natural and man-made filters. Herein, we will focus
on fluid flow in subsurface rocks, which is of great interest for groundwater
management, petroleum production, and subsurface storage of CO2.

Fluid flow in porous media may be considered at different physical scales.
Dominant processes and governing equations may vary with these scales.
At the pore-scale (microscopic level), the fluid flow can be described by
percolation-invasions theory, network models, and the Navier–Stokes equa-
tions. Capillary forces and interfacial effects may be studied at this pore-
scale level. At the macroscopic level, the pores and solid material are consid-
ered as a single continuum with effective properties like porosity (percentage
of void space), hydraulic and electric conductivity. Here, the fluid flow obeys
Darcy’s law and effects of fluid phases and heterogeneities of the continuum
may be studied. Considering fluid flow in for instance subsurface reservoirs,
introduces an additional field-scale. Here, the continuum level is brought up
to a coarser level, describing a whole field of porous media.

In this thesis, we will mostly consider fluid flow in sedimentary rocks at
the reservoir scale. More specifically, we will consider flow of oil and water
in reservoirs described by Darcy’s law. In addition, we consider one case of
porous media with large void spaces, where the flow is best described both
as Darcy flow in the porous regions and as free flow in the void spaces. In
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2 Introduction

this case the flow will be modeled by the Stokes–Brinkman equations.
Field-scale geological models used in reservoir simulations are large and

detailed. It is not uncommon that geological models range in size from 10 to
100 million cells. Most reservoir simulators do not have the computational
capacity to process such large models, and the gap between the available level
of detail in geological models and the computational capacity of commercial
simulators is steadily increasing. To close this gap, two main approaches
are used: Firstly, the size of geological models are reduced by upscaling and
upgridding to get simulation models. Secondly, efficient flow simulators are
developed by using fast and accurate numerical methods for flow in porous
media.

Generally, reservoir engineers and geoscientists tend to work with dif-
ferent representations of the reservoir fields. The reservoir engineers work
with full-field descriptions at relatively low resolution or with small local
descriptions (sector models) at higher resolution. Geoscientists work with
larger and more detailed descriptions. Use of a shared-earth model (a com-
mon model used throughout all steps of the modeling workflow) is desirable
as this would simplify communication between experts from the different
subdisciplines involved in the modeling and increase consistency of updates
to the model, for instance from history matching. However, the use of a
shared-earth model requires efficient and automated methods for up- and
downscaling, particularly for reservoir simulation, for which automated up-
scaling processes would give the possibility of selecting resolution according
to the need for detail and to fit computational capacity. Multi-fidelity model-
ing at multiple scales will thus be more feasible when automated and robust
scaling methods are available.

The push for faster numerical methods is driven by the increasing model
sizes and complexity, but also from the desire to perform a large number of
forward simulations. Large uncertainties in reservoir modeling mean that
the models are usually created using geostatistical methods and fast simula-
tion methods are essential to evaluate the large number of equally probable
geostatistical realizations or to consolidate simulation models with observed
dynamic data from well tests and production history. Likewise, comput-
erized methods for planning and production optimization require multiple
forward simulations. With faster methods, results ready for evaluation are
achieved faster. This in turn, results in reduced costs, more time for possible
modification, and more time for evaluation of models and results.

The main focus of this thesis has been multiscale models for efficient
computation of fluid transport. The motivation for this topic, is that multi-
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scale methods for flow simulations have been proposed as a good alternative
to traditional upscaling of geological models. However, equivalent multi-
scale methods for fluid transport have not been offered the same amount
of attention.

Multiscale methods for flow simulations solve the velocity and pressure
on coarse models, but at the same time incorporate fine-scale variations.
They have been shown to be fast and accurate, with applicability directly
on the geological models with acceptable computation time. To comple-
ment the simulation loop by using traditional upscaling for the transport
equation, reduces potentially the accuracy of the total simulation results.
On the other hand, continuing the transport simulation on the fine-scale
will create a computational bottleneck in the simulation process. Thus, a
multiscale counterpart for the transport is desirable. We have in mind a
method solving the transport at a coarse scale, at the same time taking
into account fine-scale information. In this thesis, we have studied a grid
coarsening strategy to upgrid geological models. The strategy aims at gen-
erating coarse simulation grids that can utilize fine-scale information from
multiscale flow solvers.

Next, the thesis shortly addresses an improved description of porous
media with free flow in vugs, caves, faults, and fractures. A multiscale-
multiphysics method is developed that solves flow problems at different
scales, using different physics at the different scales. This is an example
of how an efficient and accurate solver can be extended to include more
physics compared to the most simplified models.

Finally, we seek to apply the combination of multiscale methods and
the suggested coarsening strategy for transport to achieve fast approximate
simulations in production optimization loops using adjoint based gradients.
Such an application demonstrates the strength and efficiency of the sug-
gested multiscale combination.
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Chapter 2

Reservoir Description

Reservoirs are composed of geological layers of sedimentary rock. Sedimen-
tary rocks are formed through erosion, transportation, and deposition of
sediments. Typical layered sedimentary rocks are sandstone and limestone.
Layers may be (partially) eroded, leading to a more complex geometric de-
scription. Complex physical geometries are also introduced by faults and
fractures.

Reservoirs are characterized by their geometries and petrophysical prop-
erties. The spatial structure of the geology in the reservoirs makes the
geometry of reservoirs often complex and inconveniently, even inaccurately,
modeled by Cartesian coordinates. Stratigraphic grids, which model the
geological layered structures, will give a more accurate geometric descrip-
tion of the reservoir. The petrophysical properties we will cover here, include
porosity and permeability. More on reservoir geology and geometry can be
found in [39, 54]. General background material for reservoir simulations can
be found in [5].

The porosity of a rock, in the following denoted by φ, is the void volume
fraction of the material, with 0 ≤ φ < 1. The porosity is an important
quantity when attempting to evaluate the potential total volume of fluids
that a reservoir may contain.

The permeability, usually denoted by K, is a measure of the ability of
a porous medium to transmit fluids. Absolute permeability is the ability
to transmit fluid when there is only one single fluid or phase present in the
porous medium. Effective permeability is the ability to transmit fluid when
other immiscible fluids or phases are present in the porous medium. Relative
permeability, usually denoted kr, is then the ratio of effective permeability
of a fluid to the absolute permeability.

5



6 Reservoir Description

Structured Cartesian grid Corner-point grid

Figure 2.1: Examples of grid structures.

The permeability is strongly correlated to the porosity φ, since the ori-
entation and interconnections of the pores are essential for flow. But there is
generally no proportional relationship between the permeability and poros-
ity. Permeability is described by a scalar value if the porous medium is
homogeneous and isotropic, that is, if the permeability is the same in all
spatial directions. In oil reservoirs, the permeability is usually both hetero-
geneous and anisotropic, that is, varying with each spatial position and in
all spatial directions. Then permeability is described by a tensor for each
reference volume. The SI unit for permeability is m2. However, the common
unit for permeability is the darcy (D) or millidarcy (mD) (1 D ≈ 10−12 m2).

Petrophysical properties are usually modeled using a discrete represen-
tation in terms of a volumetric grid. Shape and topology of cells represent
geometry and connectivity in the reservoir. Petrophysical properties are as-
signed to each grid cell and are considered constant within each cell. These
cells represent a representative elementary volume (REV). The simplest grid
type is a structured grid with regular cells, a typical Cartesian grid or a
mapping thereof. The left plot in Figure 2.1 is an example of a structured
Cartesian grid. However, complex reservoir geometries might be better de-
scribed by unstructured grids. Unstructured grids consist of a set of simple
shapes laid out in an irregular pattern with any number of cells meeting a
simple vertex.

Most common grid types in the industry are stratigraphic grids, that is,
corner-point grids and 2.5D PEBI grids. A corner-point grid consists of a
set of hexahedral cells that are topologically aligned in a Cartesian fashion.
Cells are numbered using logical indexing and are described with eight logical
corner points that are restricted by four pillars. Cells may be inactive and
corners along the pillars may collapse into a single point. Thus, simple fault
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systems and eroded layers may be adequately represented. The right plot in
Figure 2.1 shows an example of such a corner-point grid, in which layers are
eroded and result in pinch-outs. Grid formats of 2.5D PEBI (perpendicular-
bisector) type, are Voronoi grids constructed by extruding a 2D Voronoi grid
in the vertical direction.

In reservoir simulations, the need for simple grid descriptions and the
desire for grid descriptions representing complex grid features must be bal-
anced. Simple structured grids are inflexible with respect to modeling geo-
logical features, but at the same time they are not too difficult to construct
and can readily be partitioning into structured coarse grids if needed. In ad-
dition, simple numerical discretization schemes can be applied, for instance
TPFA if the grid is K-orthogonal, that in turn produces simpler systems to
solve. Fully unstructured grids are flexible with respect to modeling geolog-
ical features, but may be difficult to construct and to upgrid. Such grids
generally require more complex discretization schemes and are thus poten-
tially more computationally complex and expensive. Unstructured grids may
not have any simple upscaling alternatives as structured grids, and more so-
phisticated upgridding with subsequent upscaling of reservoir properties has
to be applied. More on reservoir grids and the use in reservoir simulators can
be found in [31, 53]. A later chapter will give an introduction to upscaling
and upgridding.
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Chapter 3

Fluid Flow

A fluid flowing in porous media is described by its density, viscosity, com-
pressibility, pressure, and velocity. In general, the density, denoted ρ, varies
with pressure and temperature. Fluid viscosity, denoted μ, is a measure of
the resistance or tendency of the fluid to flow. Compressibility is the mea-
sure of how much the volume changes when a fluid is subject to changes in
pressure. The simplest fluid models assume incompressibility, i.e., that the
density does not change with pressure. We will in the following only con-
sider incompressible flow in isothermal reservoirs, i.e., we neglect variations
in density and temperature.

Fluids are composed of one or more components. The term component
refers to a unique chemical species. A component may be present in different
phases. The term phase refers to the physical state of a component. Three
phases can be distinguished: solid, liquid, and gaseous phases. Several liquid
phases can be present in a porous media; however, only one gaseous phase
can exist. In miscible flow, the phases are free to mix and mass can be
transferred from one phase to another.

We start out by describing the equations governing the simplest model
of fluid flow in porous media given by the single-phase flow model.

3.1 Single-Phase Flow

The basic governing equation for the flow of a single phase in a porous
medium is the conservation of mass, stated as∫

Ω

∂(φρ)
∂t

dV +
∫

∂Ω
(ρ�v) · �n dS =

∫
Ω
q dV, (3.1)

9



10 Fluid Flow

where �v is the fluid velocity, q is a possible sink or source term, and Ω is a
control volume in which the mass is conserved. This equation states that
the change in mass of the fluid within the control volume Ω is equal to the
mass flowing in and out of the control volumes as well as the accumulation
or reduction caused by the source or sink term q, respectively. Applying the
divergence theorem, we can restate the conservation of mass as

∂(φρ)
∂t

+∇ · (ρ�v) = q. (3.2)

Fluids flow quite slowly in porous media and the fluid velocity is modeled
by Darcy’s law:

�v = −K
μ

(∇p+ ρg∇z) . (3.3)

Here, the fluid velocity �v is described by the permeability (tensor) K of the
porous medium, the pressure p, the gravitational constant g, and the spatial
coordinate z in the upward vertical direction. In words, Darcy’s law states
that the flow velocity is proportional to a gradient of the fluid potential.

Assuming that the porosity is constant in time and that the flow is
incompressible, we can simplify the mass-conservation equation (3.2) to

∇ · �v =
q

ρ
. (3.4)

Combined with Darcy’s law (3.3), this gives an elliptic equation

−∇ ·
[
K

μ
(∇p+ ρg∇z)

]
=
q

ρ
. (3.5)

Appropriate boundary conditions are imposed to close the model. The sim-
plest type of boundary conditions is no-flow on the boundary. This means
that we impose �v ·�n = 0, where �n is the normal vector pointing outwards on
the boundary δΩ. This makes the reservoir an isolated flow system where no
fluid enters or leaves. Neglecting the gravity effects, the equation is further
simplified to a Poisson equation

−∇ ·
(
K

μ
∇p

)
=
q

ρ
. (3.6)

This fluid description is sufficient in reservoirs consisting only of porous
media. However, fractures and other void spaces can introduce regions of
free flow, where Darcy’s law is no longer applicable. Fluid description for
combined porous media and free flow will be given next.
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3.2 Flow in Naturally-Fractured Reservoirs

Most natural porous media contain fractures at various scales. Small-scale
fractures strongly influence the preferential flow directions and this effect
can to some extent be upscaled and embedded into the permeability tensor
of the model. Fractures with lengths comparable to field scale may dominate
the large-scale flow pattern and should ideally be resolved in the simulation
grid. However, complex geometries often make this difficult.

The traditional approach has been to consider fractured reservoirs as so-
called dual-porosity reservoirs, [6, 61, 43]. The rock, often called matrix, has
one porosity, while the fracture network has another higher porosity. The
dual-porosity model is a conceptual model of the two overlapping reservoirs,
the matrix and the fractures, with interaction. In a dual-porosity/dual-
permeability model, also the permeability is specified in the two continua.
Other multi-continuum models describe reservoirs where the rock formation
can be separated into a set of coupled media, each representing one hydraulic
component.

Some reservoir rocks can also contain relatively large void volumes or
volumes that contain fluid suspensions. Karst reservoirs are characterized
by vugs, caves, and fractures. Vugs are relatively large void spaces in the
form of fractures, small cavities, and caves. In these void regions, fluid flow is
described as free flow and is no longer dominated by Darcy’s law; Figure 3.1
shows an illustration of a vuggy reservoir.

Incompressible flow in vuggy reservoirs can be described by Darcy’s law
in the porous regions and by Stokes equations in the free-flow regions. The
Stokes equations read

−μΔ�vS +∇pS = f,
∇ · �vS = q.

(3.7)

Here the subscript S is introduced to denote Stokes quantities. In reservoirs
with both porous parts with Darcy flow and free-flow regions with Stokes
flow, the model is closed with conditions on the interfaces between the Darcy
and Stokes subdomains. However, the porous and free-flow regions are usu-
ally not well separated; precise geometric information of the interfaces is not
easily available. Moreover, the free-flow regions appear at multiple scales.
Resolving all regions on a centimeter scale would make the flow problem
computationally intractable.

Stokes–Brinkman equations are a combination of Darcy’s law (3.3) and
the mass conservation (3.4) and Stokes’ equation (3.7). Before stating the
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Figure 3.1: Illustration of a vuggy reservoir.

equations, we repeat the Darcy’s flow model. Neglecting gravity, Darcy’s
flow model can be expressed as

μK−1�vD +∇pD = 0,
∇ · �vD = q.

(3.8)

Here, the subscript D denotes Darcy quantities. The Stokes–Brinkman
model is given as

μK−1�v +∇p− μ̃Δ�v = 0,
∇ · �v = q.

(3.9)

Here, p is the pressure, �v the velocity of the fluid, K is the permeability
equal to the Darcy permeability in the porous subdomain, μ is the viscosity
of the fluid, μ̃ is the effective viscosity, and q is a source term. This model
can be reduced to either the Stokes or the Darcy equations with appropriate
choices of parameters and gives a somewhat coarser model that does not
require a precise description of the interface between free-flow and porous
domains. In the free-flow domain, we may let K tend to infinity and set
the effective viscosity equal to the fluid viscosity, μ̃ = μ, such that the
Stokes–Brinkman equations (3.9) simplify to the Stokes equations. If μ̃ is
set to zero in the porous domains, then the Stokes–Brinkman equations
simplify to the coupled Darcy–Stokes equations and the need for resolving
the interface conditions reappears. Setting the effective viscosity equal to
the fluid viscosity, μ̃ = μ, we rewrite the Stokes–Brinkman equation as

∇p = −μK−1�v + μΔ�v ≈ −μK−1�v. (3.10)

Comparing the magnitude of the two velocity terms in (3.10) shows that the
first term dominates the second by several orders of magnitude for typical
reservoirs. Thus, this equation may be considered as Darcy’s equation with
a small viscosity perturbation.

Hence, using the Stokes–Brinkman model with a high permeability in the
free-flow regions and using μ̃ = μ in the porous regions, gives us a unified
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model in vuggy reservoirs without explicit modeling of interfaces between
the two types of flow domains.

3.3 Two-Phase Flow

A typical example of two-phase flow is when a fluid (usually water) is injected
into wells to displace the oil. For two-phase flow, we introduce the concept
of saturation. The saturation of phase i, denoted by Si, gives the volume
fraction occupied by phase i. In two-phase flow, we assume that the two
phases completely fill the reservoir, that is, S1 + S2 = 1. Furthermore, the
simplest two-phase flow model assumes that the two phases are immiscible,
i.e., no mass transfer between the phases. Each phase is further described
by its phase pressure pi, phase velocity �vi, viscosity μi, and density ρi. The
simultaneous flow of the two phases causes each phase to interfere with the
flow of the other; more precisely, each phase reduces the ability of the other
phase to flow. This effect is described in the effective permeability, which is
usually expressed by the product of the rock-dependent absolute permeabil-
ity K and the saturation-dependent relative permeabilities, kri(Si), which
are between 0 and 1.

Darcy’s law extended to two phases relates the phase velocity �vi to the
phase pressure pi and phase potential by

�vi = −Kkri

μi
(∇pi − ρig∇z). (3.11)

The relation kri(Si)/μi is denoted the phase relative mobility λi. The mass
of both fluid phases is conserved through the mass conservation equation for
each phase:

∂ (φρiSi)
∂t

+∇ · (ρi�vi) = qi. (3.12)

When two or more immiscible phases are present in the reservoir, one
phase wets the porous medium more than the other and is referred to as
the wetting phase (subscript w). By wetting the medium we mean that
the phase has the ability to maintain contact with the solid surface in the
porous medium. The other phase is the non-wetting phase (subscript n). In
a water-oil system, water is most often the wetting phase.

In general, there will be a difference in fluid pressures between the phases.
This pressure difference is given by the capillary pressure

pcnw = pn − pw. (3.13)
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Using a simple model, it is usual to either neglect the capillary effects or
introduce a global pressure to reduce the coupling. A global pressure can be
defined as

p = pn − pc, (3.14)

where ∇pc = λw
λn+λw

∇pcnw.
We assume the two phases to be oil and water (i = o, w). For the simplest

model, we neglect capillary effects so that ∇po = ∇pw, and we further
assume po = pw = p. Neglecting the gravity effects, and combining Darcy’s
law (3.11) with the conservation of mass (3.12), we obtain the pressure
equation:

�v = −λ(Sw)K∇p,
∇ · �v = q,

(3.15)

where �v = �vw + �vo is the total velocity, λ = λw + λo is the total mobility,
and q = qw/ρw + qo/ρo the total source term.

The conservation equation for water, referred to as the saturation equa-
tion, now reads

φ
∂Sw

∂t
+∇ · (fw�v) =

qw
ρw
, (3.16)

with water fractional flow fw(Sw) = λw(Sw)/λ(Sw).
The system of equations (3.15)–(3.16) is closed by applying appropriate

boundary conditions, either imposing pressure or flow conditions along the
boundaries.

For further details on fluid flow we refer the reader to [58, 18, 8, 2].

3.4 Numerical Discretization

The flow models presented above have to be discretized to be solved on
the discrete grid representing the reservoir. To exemplify the discretization
methods, we will use the single-phase flow model. It is common to discretize
the pressure equation with a finite-volume method. We consider a grid cell
Ωi in the reservoir domain Ω and the integral of the pressure equation (3.4)
over Ωi: ∫

Ωi

(
q

ρ
−∇ · �v

)
dx = 0. (3.17)

Applying the divergence theorem and assuming that �v is sufficiently smooth,
transforms the integral to∫

∂Ωi

�v · �n ds = −
∫

∂Ωi

K

μ
∇p · �n ds =

∫
Ωi

q

ρ
dx, (3.18)
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where �n in the outward pointing unit normal vector on the boundary ∂Ωi.
This expression imposes mass conservation locally for each grid cell.

The simplest finite-volume method is the two-point flux approximation
(TPFA) scheme. This scheme is a cell-centered finite-volume method, ex-
pressed by differences in the pressure variable for each grid cell Ωi:∑

j

Tij(pi − pj) =
∫
Ωi

q

ρ
dx, (3.19)

where j loops over all neighboring cells to cell i. The transmissibilities Tij are
associated with cell interfaces and the expression Tij(pi − pj) is the discrete
form of

−
∫

∂Ωi∩∂Ωj

K

μ
∇p · �nij ds. (3.20)

The TPFA method gives correct results only on K-orthogonal grids. K-
orthogonal grids are orthogonal with respect to the diagonal permeability
tensors, but not with respect to the full tensor permeabilities. Thus corner-
point grids for instance, cannot be used for this method. The TPFA method
has still been widely implemented in commercial reservoir simulators due to
its simplicity and computational speed. More on finite-volume methods can
be found in [18, 1].

An alternative to finite-volume methods is the mixed finite-element meth-
od. Finite-element methods are in general accurate and robust for solving
equations on complicated geometric domains, but implementation on com-
plex grids can become quite difficult.

In a mixed finite-element method, one solves for two unknowns using two
equations. We consider again the single-phase pressure equation (3.4) and
the Darcy’s law (3.3) (disregarding the gravity effects). This time we do not
combine them into one equation, but keep them separate. We restate the
system of equations in the simplified form:

λ−1�v +∇p = 0,
∇ · �v = q,

(3.21)

where λ = K/μ. We impose no-flow boundary conditions, that is �v · �n = 0
on ∂Ω. We want to find approximate solutions of the velocity �v and pressure
p in finite-dimensional subspaces V ⊂ Hdiv

0 (Ω) and W ⊂ L2(Ω). The mixed
formulation thus reads: Find (�v, p) ∈ V ×W such that∫

Ω �v · λ−1�u dx−
∫
Ω p∇ · �u dx = 0, ∀�u ∈ V,∫
Ω l∇ · �v dx =

∫
Ω ql dx, ∀l ∈W. (3.22)
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If the subspaces V and W are properly balanced, then p and �v are defined
(up to an additive constant for p). A stable element pair for the mixed formu-
lation for (single-phase) Darcy flow is the lowest-order Raviart–Thomas ele-
ment. Then W equals the space of piecewise constants over the given mesh,
while V is the space restricting the normal components of the velocity on
each grid interface to be constants. General presentations of finite-element
and mixed finite-element methods can be found in [10, 12, 13].

Simple finite-difference methods are direct and intuitive methods, but
they are not flexible with respect to geometrically complex grids. However,
a new type of high-quality finite-difference methods for pressure solvers has
emerged lately. In the new methods, the discrete operators preserve or
“mimic” certain important properties of the original operators, and they are
therefore called mimetic finite-difference methods. Furthermore, mimetic
finite-difference methods can be seen as finite-difference counterparts of
mixed finite-element methods. The discretization in the mixed method is
introduced in the discrete function spaces and by using numerical integra-
tion to evaluate the integrals over cell volumes and cell faces. In mimetic
methods, the discretization is already introduced in the variational formu-
lation by introducing a discrete inner product that mimics the innerproduct
of the mixed method. Mimetic methods are very flexible with respect to cell
geometries and easy to formulate on different grid types. For more on the
mimetic finite-difference methods, the reader is referred to [15, 14].

The pressure equation for two-phase flow can be discretized with the
same method as for the single-phase pressure equation. Since the pressure in
two-phase flow is dependent on saturation, both the pressure and saturation
equations have to be solved repeatedly in the course of simulation.

The transport equation (3.16) is usually discretized with a finite-volume
method in the spatial direction, while using either explicit or implicit finite-
difference discretization for the time derivative. Considering a cell Ωi, we
define Sn

i as the cell-average of the water saturation at time step n:

Sn
i =

1
|Ωi|

∫
Ωi

S(x, tn) dx. (3.23)

Then the finite-volume scheme takes the form

φi
Sn+1

i − Sn
i

Δt
+

1
|Ωi|

∫
∂Ωi

(fw�v) · �n dν =
1
|Ωi|

∫
Ω

qi
ρi
dx, (3.24)

where φi is the porosity in cell Ωi, Δt is the time step, and qi is the source
term in cell Ωi. Changing the boundary integral to a sum over the boundaries
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of the cells, gives us

φi
Sn+1

i − Sn
i

Δt
+

1
|Ωi|

∑
j �=i

Fij(Sk) =
1
|Ωi|

∫
Ω

qi
ρi
dx. (3.25)

Here, Fij(S) is a numerical approximation of the flux over the edge γij :

Fij(S) ≈
∫

γij

fw(S)ij�vij · �nij dν, (3.26)

where fw(S)ij denotes the fractional flow function associated with edge γij ,
�vij is the Darcy flux on the edge γij , and �nij is the normal vector pointing
out of the cell Ωi. For an upstream-weighted scheme for the fractional flow,
the saturation for the fractional flow function is chosen as the saturation in
the cell from which the fluid flows:

fw(S)ij =
{
fw(Si) if �v · �nij ≥ 0,
fw(Sj) if �v · �nij < 0.

(3.27)

Choosing k = n in (3.25) gives an explicit time difference, while k = n + 1
gives an implicit scheme.

To solve the system of flow (3.4) and transport (3.16) equations, different
numerical time-stepping strategies may be applied. A fully implicit method
will solve the system simultaneously and implicitly at each time step. This
is an unconditionally stable, but computationally very expensive method.
The IMPES method, implicit pressure explicit saturation, solves for each
time step first the pressure equation implicitly, then uses updated values of
total velocity for the saturation equation, which is solved explicitly. This
approach is less computationally expensive compared to fully implicit, but
may require small time steps for stability of solution. Finally, the sequential
method solves the set of equations sequentially in each time step using any
optimal method for each of the equations. Considering the different nature
of the two equations, the pressure equation being elliptic, while transport
hyperbolic, optimal methods will possibly exploit this fact.

Throughout this thesis, sequential splitting will in general be applied.
More specific, a mixed finite-element method will be applied for the pressure
together with the implicit finite-volume discretization of the saturation.
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Chapter 4

Upscaling and Upgridding

As mentioned in the introduction, fluid flow in reservoir modeling can be
considered at multiple scales, from pore scale to field scale. For most accu-
rate modeling, important features from the fine scale should be taken into
consideration in the overall behavior at the coarser field scale. To some de-
gree, fine-scale details are incorporated in the permeability tensors assigned
to each representative elementary volume. However, modeling fluid flow at
field scale requires in general further upscaling of the geological models due
to the large gap between the size of the detailed geological models and the
capacities of commercial simulators. Here we will consider the upscaling of
these geological models to compatible simulation models.

Typically, upscaling of reservoir properties is carried out in combination
with upgridding of the geological grid. Upscaling in this context, is the
process of averaging reservoir parameters from the fine grid to the upgridded
coarse model. This reduces the level of detail that the model can represent.
Upgridding is the process of generating coarse grids for the upscaled models.
In general, the complete flow and transport simulation is carried out on the
upscaled model, that is, both the pressure and saturation equations are
solved on this model.

Recently, multiscale methods have been presented as an alternative to
the traditional upscaling for flow simulations. These methods incorporate
geological subscale details into a coarse-scale model in an accurate and ef-
ficient way. However, the multiscale framework has been provided only for
the flow equations and a counterpart for the transport simulation has not
yet been given equivalent amount of attention. This thesis presents a flow-
based coarsening strategy for transport simulations, which aims to utilize
the fine-scale details provided by the multiscale flow solvers and solve the
transport in an accurate and efficient manner suitable to complement the
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multiscale flow solvers. The papers of Part II presents my research on this
coarsening strategy. In the following, we will introduce the main traditional
upscaling techniques and the different upgridding strategies. To provide a
complete background for the research papers of Part II, we also describe the
multiscale alternative.

4.1 Upscaling

The simplest method for upscaling any reservoir parameter from a fine model
to a coarse model, is using standard arithmetic mean. Each coarse grid block
is then assigned a mean value based on the fine grid cells that constitute
the volume of the coarse grid block. Figure 4.1 shows a simple example.
The permeability of a fine model of 30 × 30 cells is upscaled to a 10 × 10
grid by using arithmetic averaging. The figure shows the logarithm of the
permeabilities both on the fine and upscaled models. The coarse grid is
outlined on top of the fine model to illustrate the cells which are averaged.
This figure gives an indication of the errors introduced by upscaling.

For single-phase flow, the only reservoir parameters to upscale are the
porosity and absolute permeability (or transmissibility in discretized mod-
els). For two-phase flow, the relative permeability and capillary pressure
come in addition to the two single-phase parameters. In many cases, it is
possible to achieve reasonably accurate coarse-scale models for two-phase
flow without upscaling of the relative permeability, in particular when used
in connection with flow-based upgridding or grid generation. In such cases,
the fine-scale relative permeabilities are used directly on the coarse scale.
Thus single-phase upscaling can also be applied for two-phase flow prob-
lems, [22].

In single-phase upscaling, one of the simplest methods for computing
coarse permeabilities is power averaging methods, [21]. This term covers
typical averaging techniques such as arithmetic, geometric, and harmonic
averaging, and the different techniques are obtained by varying a power-
averaging exponent. Next, pressure-solver upscaling methods, using flow
simulations to upscale parameters, are more robust and accurate for com-
puting upscaled permeabilities. One approach is suggested by [9] where a
pressure solver with specific boundary conditions is used to compute the
effective permeability that generates the same flow rate as the fine-scale
computation. Extensions to use of periodic boundary conditions to obtain
a full effective permeability tensor is employed in [63]. Other, more rigor-
ous methods include the renormalization approach by [45], which computes
better estimates of the permeability than simple averaging, and homogeniza-
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Fine-scale model Upscaled model

Figure 4.1: Example of upscaling of permeability using arithmetic averaging. The
fine-scale model in the left plot consists of 30× 30 cells, while the upscaled model
to the right has 10× 10 coarse grid cells. The coarse grid is outlined on top of the
fine model to illustrate which cells are averaged.

tion of the coefficients, [37, 41]. For two-phase upscaling mainly pseudorel-
ative permeabilities have been employed, [48]. For more detailed reviews
of single-phase and two-phase upscaling techniques, we refer the reader to
[23, 24, 30, 19, 7]. A comparison of upscaling methods to multiscale methods
is provided in [46].

Another classification of upscaling methods, is by considering the do-
main used to convert fine-scale quantities to coarse grid cells. Using a local
upscaling technique, as most of the above-mentioned techniques are, coarse-
scale properties are computed by only considering the fine-scale region cor-
responding to the target coarse region, or more specifically the target coarse
block in the coarser grid model. In global upscaling, the entire fine-scale
model is considered in the computation of coarse-scale properties. For in-
stance in [36] the global flow pattern is taken into account to compute the
effective permeability on coarse scale. Moreover, there are extended local
methods that consider an extended region in the fine-scale model bordering
the target coarse block in addition to the coarse block itself. Finally, quasi-
global methods attempt to estimate the effects of the global flow without
actually solving the global fine-scale problem by for instance use of a global
coarse-scale simulation and then in turn use local computations (or extended
local). The computational cost is typically greater for global or quasi-global
methods, while accuracy might be better than for local methods.
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4.2 Upgridding

Upgridding techniques determine the spatial resolution of the coarse grid
models, onto which the different properties are upscaled. The simplest type
of a coarse grid is a uniform partitioning of a structured grid, with coarse
grid interfaces aligned with the interfaces of the fine underlying grid. The
left plot in Figure 4.2 shows an example of a 3 × 3 upgridded coarse grid
with an underlying fine grid of 9 × 9 grid cells. The coarse grid cells are
uniform and the coarse grid lines are aligned with the underlying grid. The
right plot in Figure 4.2 shows an example of a nonuniform, nonaligned 4× 4
coarse grid, where the spacing of the coarse grid lines is nonuniform (i.e.,
varying spacing between coarse grid lines) and the grid lines are no longer
aligned with grid lines of the underlying fine grid.

Advantageous upscaled grids are assumed to be grids with high resolution
where necessary and a simplified description where possible. Similarly as the
fine-grid representation of reservoirs should capture the correct geometries
of the underlying geological structures, good upscaled models should also
take important geological features into consideration by imposing geomet-
ric constraints. This enforces constraints of the grids. General reviews of
upgridding can be found in [23, 24].

Most upgridding methods are formulated using some background quan-
tity that determines the spatial resolution of the grid. Permeability, fluid
velocity, fluid vorticity, and a priori local error analysis have been investi-
gated for use in upgridding in the literature. In [32], the permeability is used
as the background indicator for upgridding, and [29] investigates Delaunay
tessellation based on different grid-point density indicators. Use of local
a priori error analyses for upgridding has been carried out in [44]. Incorpo-
rating both grid-resolution targets and geometrical constraints is described
in [59]. Constrained gridding with respect to underlying reservoir geometry
is covered in [11], where both constrained two-dimensional Delaunay and
Voronoi grids are considered. In [25], a nonuniform approach that is con-
strained to be aligned with the underlying fine grid is presented. Moreover,
flow-based upgridding has in particular been shown to be a powerful ap-
proach in combination with upscaling. This type of upgridding introduces
higher resolution in regions of higher velocity, while allowing coarser res-
olution in regions of lower velocity. Flow-based gridding techniques have
been developed for Cartesian and structured frameworks, as well as for un-
structured and triangular grids, [16, 62, 35]. Recent research investigates
vorticity of the velocity field to determine spatial resolution, [52, 28].
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Uniform, aligned coarse grid Nonuniform, nonaligned coarse grid

Figure 4.2: Illustratory example of upgridding. To the left a 9×9 grid is upgridded
to a uniform, aligned coarse grid of 3 × 3 blocks. To the right the fine grid is
upgridded to a 4× 4 grid with coarse grid lines both aligned and nonaligned with
the underlying grid lines. The spacing of grid lines is nonuniform.

The gridding strategies presented above are all meant for upscaling of
reservoir parameters and subsequent solution of both flow and transport. In
Part II, we present a strategy that is developed especially to generate flow-
based, nonuniform grids that are tailor-made for use in transport simulations
only. The corresponding coarse-grid transport solvers are well suited to be
applied in combination with multiscale pressure solvers.

4.3 Multiscale methods

Multiscale methods have been presented as a robust alternative to upscaling
of the pressure equation and have proved to be efficient on large reservoir
models. In flow simulations, multiscale methods use the geological fine-scale
models to solve the problem on a coarse model. This means for instance
that rock properties are not upscaled onto the coarse level. Instead, fine-
scale rock information is incorporated into the global solution through local
subproblems. Although solutions of the flow equations are at the coarse
level, the fine-scale velocity field can be reconstructed on the fine-scale as
well. The underlying idea of the multiscale methods is thus to capture
subgrid effects on coarse grids and to allow reconstruction of velocity or
pressure fields on underlying fine grids. Figure 4.3 illustrates the concepts
of multiscale methods: A coarse grid is defined over the geological model;
local subproblems are defined over pairs of blocks that share an interface;
and multiscale basis functions that incorporates fine-scale flow variations are
computed. The coarse-scale flow problem is solved and a fine-scale flow field
can be reconstructed using the multiscale basis functions.

Several multiscale methods have been presented in the literature. The
concept of heterogeneous multiscale methods and the general methodology
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Figure 4.3: Illustration of the key features of multiscale methods. A coarse grid is
defined over the geological model; local subproblems, defined over pairs of blocks
that share an interface, compute multiscale basis functions that incorporate fine-
scale flow variations; and the fine-scale flow field can be reconstructed using the
computed multiscale basis functions.

are described in [26]. Here the idea of solving a macroscopic state of a system,
by using the microscopic model for the microscale state is introduced. The
multiscale finite-element method (MsFEM) is first introduced in [38]. Next,
the multiscale mixed finite element method (MsMFEM) is presented in [17].
A version of the multiscale mixed finite-element method that incorporates
mimetic finite-difference methods as sub-grid solvers is suggested in [4]. This
version of the multiscale methods has been employed in some of the papers
of this thesis. A multiscale finite-volume method is suggested in [40]. The
main distinction between the different multiscale methods is how the local
flow problem for computing the velocity basis functions are constructed.
A general presentation of multiscale methods can be found in [27] and a
comparison of different methods is provided in [46].

To describe the multiscale mixed finite-element method in more detail,
we define a coarse grid, where the coarse flow problem will be solved. The
fine-scale information is incorporated in the approximation spaces in which
the solutions are sought. This means that special multiscale basis functions
are computed. In general, these multiscale basis function are computed only
for the velocity �v. An approximation space for the pressure p that reflects
subgrid information, can also be defined. However, solving only for the veloc-
ity is usually satisfactory since for incompressible flow the pressure is never
used explicitly (except possibly to determine well-rates through use of ap-
propriate well-models). With the multiscale method, the two variables, pres-
sure p and velocity �v, can thus have different resolution and computational
capacity can be used where most needed. However, the two approxima-
tion spaces must still satisfy the Ladyzhenskaya–Babuška–Brezzi (inf-sup)
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condition.
We now define the approximation space for the velocity �v. Consider a

coarse grid that consists of blocks Ki containing a connected set of cells from
an underlying fine grid. We associate one vector of basis functions �ψij with
each non-degenerate coarse interface γij between two neighboring coarse grid
blocks Ki and Kj

�ψij = −Kλ∇φij in Ki ∪Kj , (4.1)

where φij is determined by

(∇ · �ψij)|Ki = l(x)/
∫

Ki

l(x) dx, (4.2)

(∇ · �ψij)|Kj = −l(x)/
∫

Kj

l(x) dx, (4.3)

with no-flow boundary conditions along the edges ∂Ki∪∂Kj\γij . The func-
tion l(x) can be defined in several ways. Solving for the velocity field using
an incompressible flow model, a natural choice would be use of the Raviart–
Thomas mixed finite-element method on the coarse scale. This means we
want to solve the local subproblems such that they reconstruct the Raviart–
Thomas basis functions on the coarse scale. For this choice, it is common to
use l(x) = trace(K) away from possible wells and l(x) = q(x) in grid blocks
penetrated by wells. For more details, the reader is referred to [3, 2].

In general, using upgridding and upscaling of the reservoir model means
that both the flow and transport is solved on the same upscaled model.
For a multiscale approach to reservoir simulation, the first component is a
multiscale flow solver, as described above. For the second component, the
transport, we can either evolve the saturation on a coarse grid (for instance
the grid from the multiscale flow solver), a fine grid, or some intermediate
grid. Solving the transport on a coarse grid will in general be too inaccurate,
while solving the transport on a fine grid will in most cases be computation-
ally too expensive. A multiscale approach to the transport solver has been
proposed in [49, 65]. Here an adaptive multiscale finite-volume method is
presented. This method uses three prolongation operators with different
computational complexity to construct a multiscale transport solver.

Another multiscale approach, using an intermediate grid, has been one
of the topics in the research of Part II. Here a grid coarsening strategy is
developed and investigated with the purpose of serving as an intermediate
saturation grid for multiscale transport simulation. The combination of the
coarse grid together with a multiscale flow solver seems promising. The next
chapter provides a summary of this research.
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Chapter 5

Summary of Papers

In this chapter we summarize the research papers of Part II and comment
on how they are connected, on new results and insight that have been ob-
tained after the papers were written, and on ideas that need to be further
investigated. The papers are structured according to their position in the
sequence of fluid flow description in porous media. This means that we start
by considering work done on the fluid model itself in Paper I, developing a
multiscale method for the Stokes–Brinkman flow model. Next, we consider
upgridding for simulating transport. Upgridding here is flow-based coarsen-
ing by amalgamating fine grid cells. This coarsening in combination with
a multiscale pressure solver, is presented as an alternative to traditional
upscaling/upgridding techniques. Papers II to IV cover different aspects of
this coarsening method: Paper II introduces the initial coarsening algorithm,
Paper III describes improvement of the algorithm and discusses additional
features possible to combine with the algorithm, and Paper IV provides a
general framework of coarsening principles and draws connections to exist-
ing methods in the literature. Next, Paper V applies the coarsening strategy
on fractured reservoirs. Finally, in Paper VI we extend the multiscale con-
cept to optimization of wells using the adjoint formulation and we exemplify
the use of flow-based coarsening in combination with a pressure multiscale
method for fast and accurate simulations. This shows an actual applica-
tion of the flow-based coarsening where it is incorporated in a multiscale
framework.

Numerical examples and simulations in the papers are produced in Mat-
lab, mostly using the framework of the Matlab Reservoir Simulation Tool-
box [55, 50] or earlier versions of the code.

Several of the numerical simulations in the papers are performed on
Model 2 of the Tenth SPE Comparative Solution Project [20]. This is a
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Figure 5.1: Logarithm of horizontal permeability of Model 2 of the Tenth SPE
Comparative Solution Project. The left plot shows the complete model, while the
top left plot shows layer 15 and bottom left plot shows layer 37.

large geostatistical model used for comparison of upscaling and upgridding
techniques for simulation of waterflooding. The model is three-dimensional,
described on a regular Cartesian grid of size 60 × 220 × 85 cells, with di-
mensions 1200× 2200× 170 ft, see left plot in Figure 5.1. The top 35 layers
represent the smooth Tarbert formation, with log-normal permeability dis-
tribution. The lower 50 layers represent the fluival Upper Ness formation.
This formation is highly channelized with intertwined high-permeable chan-
nels on low-permeable background. Top right plot in Figure 5.1 shows an ex-
ample of the permeability distribution from the Tarbert formation (layer 15),
while the lower right plot shows an example from the Upper Ness formation
(layer 37). In the following, the model will be referred to as the SPE 10
model. The reason for the wide use of this model, has been the possibility of
evaluating the performance of grids on several similar cases, both log-normal
permeability distributions and highly heterogeneous fields, such that we can
obtain a more general opinion of the typical performance of the grids. In
addition, the model is widely used by other researchers and is well-know in
the field of reservoir simulation.
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Paper I

A Multiscale Mixed Finite-Element Method
for Vuggy and Naturally-Fractured Reservoirs

Astrid Fossum Gulbransen, Vera Louise Hauge, and Knut–Andreas Lie
SPE Journal, Volume 15, Number 2, June 2010, pp. 395–403

DOI: 10.2118/119104-PA

We develop a multiscale mixed finite-element (MsMFE) method for mod-
eling of vuggy and naturally-fractured reservoirs. In this setting, multiscale
methods have a natural and intuitive application since vugs, caves, and
fractures are present at multiple scales. We model the free-flow and porous
regions using the unified approach by the Stokes–Brinkman equations and
avoid the necessity of resolving specific boundary conditions between the
regions. The MsMFE method uses a standard Darcy model to approxi-
mate the solution at the coarse level, whereas fine-scale effects are captured
through the multiscale basis functions computed numerically by solving local
Stokes–Brinkman flow problems on the underlying fine grid. Both fine-scale
discretization of the local problems as well as the coarse flow problem is
described. Taylor–Hood elements are used for the local Stokes–Brinkman
flow problems.

The paper includes some illustrative numerical examples. First, numeri-
cal simulations demonstrate that the effect of the second-order Stokes term
of the Stokes–Brinkman model is indeed negligible when considering pure
Darcy flow, and that the discrepancy between using Taylor–Hood elements
and Raviart–Thomas elements for pure Darcy flow is of the same order of
magnitude as the discrepancy introduced when using the multiscale method.
Next, numerical simulations demonstrate how well the fine-scale Stokes–
Brinkman flow in vugs and fracture networks is modeled within a coarse-
scale Darcy flow model using multiscale elements. For models with short
correlation lengths, for instance models where each free-flow vug is confined
to one single coarse block, the multiscale method reproduces the flow with
good accuracy. For models with moderately longer correlation length (frac-
tures penetrating a few consecutive coarse blocks), the multiscale method
still reproduces the flow with reasonable accuracy, although some qualitative
differences in the resulting velocity field appear. In models with long corre-
lation lengths, represented by models with vugs connected by fractures, the
qualitative differences are more obvious and reveal large local errors, even
though the velocity discrepancy has not significantly increased compared to
the two previous models. Figure 5.2 shows both the fine-scale and multi-
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Figure 5.2: Simulation results of a vuggy reservoir with a homogeneous matrix
and high-permeable fractures. The rightmost plot shows the permeability with
vugs and fractures. The left and middle plots show the logarithm of velocity for
the fine-scale and multiscale solutions, respectively, overlaid by streamlines.

scale solutions of the latter case, and illustrates the described results. The
paper provides an explanation to this behavior, as well as suggestions of
improvements.

Comments: Paper I demonstrates the use of a multiscale multiphysics
method for simulations in reservoirs with different physics at different scales.

Further work on the multiscale method for Stokes–Brinkman has been
continued by researchers at SINTEF and University of Oslo, Physics of Geo-
logical Processes. This work includes extensions of the method to three
dimensions and simulations on real data sets. In particular, comparisons of
the relative importance of the Stokes and Darcy terms for a wide variety of
parameter ranges have been done. Moreover, the resolution of the MsMFE
method has been compared to fine-scale discretizations on structured and
unstructured grids and to flow-based upscaling, [47, 51].

An inevitable challenge one meets when discretizing with Taylor–Hood
elements, is the high number of degrees of freedom. Increasing model size,
especially in three dimensions, soon makes the flow problem computationally
intractable. However, the computation of basis functions has the potential
of both parallelization and reduced memory requirements. On the other
hand, the linear system for the Stokes–Brinkman equations results in badly
conditioned systems, due to the large permeability contrasts in the model.
Better solvers, both direct and iterative, should be investigated to overcome
the bad conditioning.

A subgrid approach for upscaling the Stokes–Brinkman equations is also
developed in [64]. Here a two-scale finite-element method is derived and the
Brezzi–Douglas–Marini mixed finite-element space of order 1 is employed.
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Paper II

Coarsening of Three-Dimensional Structured
and Unstructured Grids for Subsurface Flow

Jørg Espen Aarnes, Vera Louise Hauge, and Yalchin Efendiev
Advances in Water Resources, Volume 30, Issue 11,

November 2007, pp. 2177–2193
DOI: 10.1016/j.advwatres.2007.04.007

Paper II is the initial paper on a flow-based nonuniform grid coarsening
algorithm. The algorithm is intended to generate coarse grids suitable for
transport simulations, used in combination with multiscale pressure solvers.
The algorithm assumes a velocity field on a fine grid. Shortly summarized,
the coarsening algorithm consists of four steps:

1. An initial segmentation of the fine-grid cells according to logarithm of
velocity into ten bins. The collections of blocks have to be connected.

2. Merging of too small blocks according to volume. Too small blocks are
merged to the neighboring block of closest flow magnitude.

3. Refining too large blocks according to total flow magnitude through
the blocks.

4. A final merging (Step 2) before terminating.

Two coarsening parameters determine the level of coarsening: A lower bound
on the volume of blocks, NL, prevents the algorithm from generating too
small blocks, and an upper bound on the total amount of flow through each
grid block, NU , prevents the algorithm from generating too large blocks.
Figure 5.3 illustrates the four steps. Here the partitioning after Step 1 is
outlined on top of the ten bins. In Steps 2 and 3, the blocks are colored
randomly, while in Step 4 the final grid is outlined on top of the logarithm
of the underlying fine-scale velocity field.

The paper provides discussions of applicability and limitations, as well
as an analysis of the algorithm. A discretization of the saturation equation
intended to be used in conjunction with the coarse grid is presented. In this
discretization, fine-scale velocity components across the fine-scale interfaces
that constitute the coarse interfaces are utilized. This means that fine-scale
resolution is brought into the discretization and bi-directional flow across
coarse interfaces is allowed.

Numerical experiments are performed using the SPE 10 model and a
corner-point model with 30 layers of log-normal permeability distribution.
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Step 1: 304 blocks Step 2: 29 blocks Step 3: 47 blocks Step 4: 39 blocks

Figure 5.3: Illustration of Steps 1 to 4 of the coarsening algorithm, using a quarter
five-spot simulation of a 50 × 50 excerpt from Layer 68 from the SPE 10 model.
The grid in Step 4 is outlined on top of the logarithm of the underlying fine-scale
velocity field.

Saturation solutions using the non-uniform grids are compared with satu-
ration solutions on uniform coarse grids. Both two- and three-dimensional
examples are included. In particular, water-cut errors and averaged satu-
ration errors are compared. The numerical simulations show that the flow-
based grids give good accuracy, especially for highly heterogeneous reser-
voirs. The main difference in accuracy of flow-based and uniform coarse
grids is on highly heterogeneous reservoirs, where the flow-based grid blocks
better match the flow patterns, while uniform grids tend to excessively smear
out the flow. Even high upscaling factors produce grids with satisfactory ac-
curacy. Robustness with respect to the degree of coarsening, well-placement,
and changing flow conditions are evaluated. The flow-based grids are found
to be robust to all these changing conditions, indicating that it is not nec-
essary to regenerate the grids when flow conditions change.

Comments: In retrospect, we see that the paper is somewhat too opti-
mistic with regard to the efficiency and general applicability of the method.
A prerequisite for successful generation of effective coarse grids is that the
flow is dictated by permeability. This is especially the case in highly hetero-
geneous reservoirs, for instance the fluvial layers of the SPE 10 model, with
high-flow channels on a low-permeable background. The numerical results
reflect this fact.

Moreover, in investigating the robustness of the algorithm with respect to
well-placement and changing flow conditions, one can argue that the vari-
ation in well conditions studied in the paper is modest in the sense that
high- and low-flow regions are more or less preserved for all the well con-
figurations considered. The generated coarse grids will likely be less robust
with respect to changing well conditions when these changes constitute a
significant change in flow pattern.
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However, the idea of several different well-configurations with different
flow patterns sharing one realization of a flow-based nonuniform coarse grid,
is still of interest. Combinations or intersections of different flow conditions
may be used to produce more general coarse grids. More studies regarding
coarse grids for varying well conditions is also interesting in several appli-
cation in which wells might be opened or closed, or in which one wants to
have a general grid for several possible alternative cases. Research in this
area is suggested as future work.

Later work has also shown that bi-directional flow across coarse interfaces
is not significant for the accuracy of solution. Indeed, preliminary studies
indicate improved accuracy by using net flow across coarse interfaces. This
may be explained by less numerical diffusion introduced when using net
flow. In addition, using net flow gives a simpler matrix structure in the
linear system, thus giving improved computational efficiency if exploited.
Paper III covers more on this topic.

The idea of combining the coarse grids for the transport solver with a
multiscale pressure solver, is strongly emphasized in this introduction. How-
ever, all numerical testing of the quality and accuracy of the coarse grids
is done by computing pressure updates on the fine grid. This is done to
avoid introducing errors from other sources than the coarse grid or coarse
grid discretization. Simulation results will therefore not necessarily reflect
the overall accuracy of a fully coarse or multiscale simulation. Actual com-
bination with a multiscale pressure has been carried out, however, without
any study or evaluation of the total error. To fully complement the study of
coarse grids, actual testing and evaluation within a fully multiscale setting
needs to be done.

Construction, testing, and improving the algorithm of this paper has
been a major part of the work of this thesis. Papers III and IV summarize
improvements, variations, and an abstraction into a general framework of
this initial algorithm. Paper VI is an example of actual and efficient use of
the coarsening algorithm.

In particular, Paper IV places the algorithm in a more general coarsening
framework. This framework defines the algorithm as one, indeed ad hoc,
implementation of a set of more general coarsening principles. In our effort to
improve the original algorithm of Paper II, we came up with a large number
of changes to various parts of the algorithm. In particular, imposing a priori
shapes in the coarse grids, considering the coarse discretization scheme, and
dynamically adaptive grids, are topics described in Paper III. During the
work, we realized that these different choices could be combined in various
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ways, thereby leading to different algorithms that would generate different
types of flow-based coarsening. The result of these ideas is summarized in
Paper IV.
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Paper III

Flow-Based Coarsening for Multiscale Simulation of
Transport in Porous Media

Vera Louise Hauge, Knut–Andreas Lie, and Jostein R. Natvig
Submitted

Short version: In Proceedings of ECMOR XII – 12th European Conference
on the Mathematics of Oil Recovery, Oxford, UK, 6–9 September 2010.

This paper suggests algorithmic improvements of the flow-based nonuni-
form grid coarsening algorithm from Paper II. The improvements aim at
introducing more regularity into the grids and reducing the emphasis of flow
in reservoirs with small or modest heterogeneity. More precisely, the im-
provements of the algorithm consist of including an a priori partitioning in
the first coarsening step; the initial segmentation according to velocity is
intersected with, in the case of a structured Cartesian grid, a uniform parti-
tioning of the grid. The next improvement, to reduce the effect of underlying
heterogeneity, we reduce the number of bins of colors into which the fine-grid
velocity is segmented. In particular, we propose to set the number of bins
of colors equal the span in magnitude of the logarithm of the underlying
velocity.

Introducing a priori shapes into the grids, is also applied in the case
of adapting coarse grids to special geological features. We use an example
with facies distribution as the a priori partitioning, see Figure 5.4. The
coarsening process preserves the facies by preventing coarse grid blocks to
cross the different facies boundaries.

Next, we propose to simplify the coarse-scale discretization by using net
fluxes across coarse interfaces instead of bi-directional fluxes as used in Pa-
per II. Firstly, this simplifies the matrix structure of the discretized system
as there are fewer entries. The simplified matrix structure is easily reordered
according to flow. Such reordering generates favorable block structures of
the matrix which can be exploited in efficient linear solvers. Secondly, sim-
ulation results show that net fluxes give even more accurate transport so-
lutions. This is because there is less numerical diffusion introduced by the
net fluxes into the numerical scheme. Figure 5.5 illustrates the difference in
saturation distributions using net fluxes and bi-direction fluxes in the coarse
discretization. We clearly see that the bi-directional fluxes result in more
diffusion.

Lastly, the paper demonstrates use of dynamic adaptivity. We consider
the case of a sharp saturation front and show how local refinement along
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Facies distribution Facies and coarse grid

Figure 5.4: Coarsening using a priori information of facies distribution.

the moving front increases accuracy significantly. The coarse grids are rep-
resented as partition vectors, and dynamically adding and removing local
resolution is therefore implemented as straightforward manipulation of the
partition vector. We include an illustration of the local refinement in Fig-
ure 5.6.

Comments: This paper presents specific alternatives and variations of
the initial algorithm of Paper II. Work has also been carried out in a more
generalized path regarding the coarsening algorithm. Paper IV summarizes
this work.

The ideas presented are conceptually simple. However, they seem to be
very effective and point out promising alternatives in flow-based coarsening.
The aim of the research on flow-based coarsening is not to find the one
optimal coarse grid suitable for all purposes. Rather, the aim is to find
suitable variations and alternatives for different purposes. Hence, the focus
of the work has not been to undertake rigorous and extensive numerical
simulations to assess accuracy of the grids, nor the robustness with respect to
changing conditions, properties and simulation cases. However, to specialize
and fine-tune the alternatives and variations to be able to provide guidelines
for use, such rigorous numerical studies will be necessary.

The results of the paper are mainly presented visually. Parts of the
development of ideas has also been done by visual inspection and assessment
of plots of grids, considering the various properties and features. Although
all presented concepts are applicable to three dimensions, inspecting grids
visually in three dimensions quickly becomes a challenging task. Developing
regularity measures and other measures of the quality of grids with respect
to certain properties will enable a more powerful development for three-
dimensional gridding strategies.

The results regarding use of net fluxes, rather than bi-directional fluxes in
the coarse discretization, are very promising. The increased accuracy using
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Net fluxes Bi-directional fluxes

Figure 5.5: Comparison of saturations at dimensionless time 0.8 PVI, Layer 37 of
the SPE 10 model, using net fluxes (left) and bi-directional fluxes (right).

Locally adapted grid at 0.5 PVI Coarse grid at 0.5 PVI

Figure 5.6: Example of locally adapted grids for Layer 37 of the SPE 10 model.
Left plot is the dynamically adapted grid, while the right plot is the coarse grid
used for estimation.

net fluxes is of course interesting in itself. However, the potential of apply-
ing more efficient linear solvers by exploiting the causality of the discretized
system, is a quite uncovered topic in research regarding gridding and upscal-
ing and further research should be encouraged. This is suggested as future
work. Also a closer look into the actual mechanisms of the discretizations is
suggested as future work.

The trends of regularity and simpler matrix structures are very promis-
ing also with respect to multiscale speedup and mappings between coarse
multiscale grids and coarse transport grids. This is further discussed in the
comments to Paper VI.

Initially, the work on using net fluxes in the discretized scheme was
motivated by the idea of reordering of unknowns to be able to apply efficient
linear solvers exploiting the cascading order, [57, 56]. Initial work consisted
of combining flow-based grids with reordered grids. By reordered grids we
here mean grids partitioned into dependence areas, such that the solution
in one block is dependent of only some neighboring blocks. An example of a
reordered grid is given in Figure 5.7. Although the ideas seemed promising,
numerical testing revealed that such a partitioning is highly sensitive to the
sign of fluxes. After a time step with a pressure update, the dependence
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Figure 5.7: Reordered coarse grid. The red lines outline the reordered partitioning
which is combined with flow-based nonuniform coarsening.

areas will not be valid any longer. Instead, the desired effect of obtaining
a matrix structure suitable for efficient linear solver, could be obtained by
using net fluxes and reorganization of the entries in the matrix.
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Paper IV

Grid Coarsening Based on Amalgamation
for Multi-Fidelity Transport Solvers

Vera Louise Hauge, Knut–Andreas Lie, and Jostein R. Natvig
Preprint

Paper IV presents a general framework for grid coarsening to be applied
for transport solvers in combination with multiscale flow solvers. The frame-
work consists of a set of coarsening principles and heuristic algorithms that
can be combined in various ways to generate multi-fidelity, fit-for-purpose
grids of sufficient quality. The main difference of this coarsening framework
from other gridding strategies, is the use of amalgamation of fine grid cells to
form coarse grid blocks. The coarse grids are represented as partition vectors
and the only assumption made on the fine grid, is that there exist a mapping
between each cells and its neighbors. One or more indicator functions, de-
fined cell-wise, are used as a guide for amalgamation directions and deciding
the grid resolution. The grid coarsening principles can be summarized as:

1. Minimizing the heterogeneity of the flow field within each coarse block.
2. Equilibrating the error contribution over the coarse blocks.
3. The size of each coarse block should be within prescribed bounds.

Instead of formulating these principles as minimization of functions in an
optimization problem, we provide a framework of heuristic algorithms to
produce grids with acceptable quality. This framework includes four types
of algorithmic components:

1. Partition according to an indicator function, either topologically, based
on a set of a priori shapes, or by segmentation of fine-grid cells into
bins according to the indicator.

2. Intersection of one or more partition vectors, representing different
partitioning criteria.

3. Merging grid blocks according to a prescribed indicator function.
4. Refining grid blocks according to a prescribed indicator function.

Combination of these components can be done in various ways. Together
with several choices of indicator functions, neighborhood definitions, and
different algorithms, the coarsening framework provides for great flexibility
and generality of generating coarse grids for transport solvers. Figure 5.8
illustrates the main components of the coarsening framework described in
the paper.



40 Summary of Papers

A selection of indicator functions

A selection of definitions
of admissible neighbors

Partition

Topological
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A priori shapes
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Figure 5.8: The different components in the coarsening framework: The upper left
plots illustrate a selection of different indicator functions described in the paper.
The upper right plots illustrate different neighborhood definitions for structured
grids. The lower plots illustrate the algorithmic components: Partition and its
different choices; intersection of indicator-based segmentation (blue), topological
partition (black), and a priori regions (red) to be preserved; merging without
crossing the regions marked with red; and refinement using uniform subdivision
marked with green.

As an initial example, the paper formulates the coarsening algorithm
of Paper II in the described framework. In the rest of the paper, various
heuristic algorithms are outlined and different algorithmic choices are exam-
ined. The focus is on qualitative behavior of the different realizations and
choices. Firstly, the effect of different definitions of admissible neighbors, in
particular topological definitions, is discussed. Especially for the algorithmic
component performing refinement, we see a strong impact of neighbor defini-
tion on the shapes of coarse grid blocks and coarse interfaces. In addition we
show that cell- and face-based constraints imposed on the coarse grids may
be preserved throughout the coarsening process by redefining neighborhood
definitions.

Next, we give examples of several flow-based indicator functions. Time-
of-flight, velocity, vorticity, and the Courant number are all illustrated and
discussed in examples. The focus is on indicators that are well-suited to form
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good transport grids. Moreover, by using the Courant number as the indi-
cator, we demonstrate local coarsening where only parts of the components
in the algorithmic framework are employed. This exemplifies the flexibility
within the framework to produce specific, fit-for-purpose grids.

The merging component in the algorithmic framework is generally easy to
define. However, for the refinement components, there are various possible
approaches. The paper discusses a simple uniform subdivision for struc-
tured grids, and the ad hoc greedy algorithm as implemented in the original
algorithm of Paper II. Next, the flexibility of combining the algorithmic com-
ponents is illustrated through regional, successive, adaptive, and supervised
coarsening.

Finally, the paper presents results of some numerical experiments. In
particular time-of-flight-based grids and velocity-based grids are compared
with respect to accuracy and regularity. The results reveal that time-of-
flight is a good indicator of saturation transport. In addition, time-of-flight-
based grids have less complex matrix structures in the discretized system,
indicating that they will be more computationally efficient. A study of
robustness of the original nonuniform coarsening algorithm of Paper II, with
respect to the coarsening bounds is included. The results point out trends
in saturation errors and water-cut errors, and relate them to the coarsening
parameters and the general features of the coarse grids.

The paper concludes by suggesting more numerical investigation of the
presented concepts, as well as development of postprocessing of the grids
for optimal results. In addition, we point out that the aim is not to create
the best grid, since such a grid strongly depends on geology, flow processes,
requirements of accuracy and runtime, and the purpose for use. However,
the emphasis is on the flexibility and generality of the presented modular
algorithmic framework.

Comments: This paper describes the state-of-art of the coarsening
strategy based on amalgamation of fine grid cells. The paper provides a
summary of the current ideas and concepts, while at the same time opens
up for further extensions and alternatives within the framework.

There are several natural continuations to the work. As mentioned in
the paper, extensive and rigorous numerical studies of the grids are neces-
sary for further development. Such studies will be important to quantify
the properties of grids with respect to accuracy, computational complexity
and robustness. Next, additional postprocessing will be needed in practical
applications to smoothen unconstrained faces, removed different artifacts,
as blocks confined within other coarse blocks, and to fine-tune the grids to
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fit specific purposes. Research to develop guidelines for use is needed. This
will also be important in the process of automating the coarsening processes.

In addition, there are openings for further development of heuristic algo-
rithms for the algorithmic components, in particular the refinement strate-
gies, and further investigation of use of other indicator functions. More
testing within a fully multiscale framework is also an interesting continua-
tion of the work.
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Paper V

Modeling of Two-Phase Flow in Fractured Porous Media
on Unstructured Non-Uniformly Coarsened Grids

Vera Louise Hauge and Jørg Espen Aarnes
Transport in Porous Media, Volume 77, Number 3,

April 2009, pp. 373–398
DOI: 10.1007/s11242-008-9284-y

Here the nonuniform flow-based coarsening of Paper II is applied on frac-
tured reservoirs. An important assumption for the work is that the fractures
are represented as volumetric elements and that the flow in the (conducting)
fractures obeys Darcy’s law. Thus, the fractured reservoirs considered here
are different from the fractured reservoirs in Paper I, where fractures con-
duct Stokes flow. The flow-based grid coarsening is compared with a uniform
coarsening with explicit separation of the fractures into separate grid blocks,
referred to as explicit fracture-matrix separation. Figure 5.9 gives an illus-
tration of the uniform coarsening of fractured reservoirs that is compared
to the flow-based nonuniform coarsening strategy of Paper II. The left plot
shows the permeability field with ten fractures, and the middle plot and the
right plot show the uniform and nonuniform coarse grids, respectively. The
discretization of the transport equation from Paper II is used for both grids.
Both conducting and sealing fracture networks are considered, but the main
focus is on conducting fractures.

Numerical examples are run on models with varying number of fractures,
with both homogeneous and heterogeneous background permeability fields,
as well as with varying degrees of coarsening. Robustness with respect to
altering well location and with respect to viscosity ratio is investigated. The
general result is that the nonuniform flow-based coarsening reproduces the
fluid transport in a more accurate manner. On heterogeneous background
permeability fields, the numerical results reflect to a large degree the differ-
ences between uniform coarse grids and nonuniform flow-based coarse grids.
Already Figure 5.9 supports the numerical results by indicating how the
uniform coarse grids with fracture separation may smear out flow patterns
other than in the fractures. Indeed, the explicit fracture-matrix separation
smears out underlying flow patterns other than in the fractures and this
introduces inaccuracy.

The method is also extended to flow models with gravity and capillary
pressure, under the assumption that the viscous forces are dominant. The
discretization uses operator splitting of the viscous and diffusive flow. The
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Permeability field Uniform coarse grid Flow-based coarse grid

Figure 5.9: The logarithm of the permeability field with ten fractures is shown in
the left plot. Uniform partitioning with explicit separation of fractures is shown in
the middle plot, and the flow-based nonuniform coarsening is shown in the right
plot. Both coarse grids are outlined on top of the logarithm of fine-scale velocity.

viscous part has separate upstream weighting of the fluxes and the gravity
term. The fluxes are upstream weighted with respect to the total flow, while
the gravity term is upstream weighted with respect to purely gravity driven
flow. A straight-forward projection of the diffusion from fine to coarse scale
together with a scaling or damping, brings the discretized diffusion equation
to the coarse scale. The numerical simulations model cases with relatively
strong capillary diffusion. Without scaling or damping of the diffusion on
coarse grids, the coarse-grid operator overestimates the effect of diffusion.
Plots of saturation profiles as well as water cut curves illustrate this. The
numerical results also indicate that scaling or damping the diffusion has a
favorable effect.

Comments: In the paper, we comment that the fracture models used
are not realistic, but rather serve the purpose of assessing the performance
and applicability of the proposed methods. One possible extension of the
models, is to model fractures as lower-dimensional entities, as used in [60,
42]. Applying the nonuniform coarsening algorithm to such models, involves
introduction of constraints in the grid in the form of fine-scale faces that
should not be crossed in a coarse grid. Paper IV demonstrates this concepts
in general terms.

The alternative approach of explicit separation of fractures from a uni-
form coarse partitioning, would in the case of lower-dimensional fractures
not be applicable. However, geometric constraints can be included in uni-
form partitioning by enforcing coarse interfaces along the constraints. This
concept has already been described in Paper III as how to incorporate a
priori features in coarse grids.

Another alternative to the explicit fracture-matrix separation would be
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to separate the (volumetric) fracture cells from the matrix by a thresholding
on the permeability. This should remove the necessity of having the fracture
cells explicitly prescribed. On the other hand, the limit for the threshold
could cause high-permeability regions to be identified. A sophisticated use
of thresholding would potentially also include the flow effects from these
regions. Such separation of some grid cells from another set of grid cells is in
fact in loose terms grouping or amalgamation of cells according to the static
property permeability, as described in Paper IV. Combining thresholding
and uniform partitioning can thus also be expressed in terms of the general
framework of Paper IV.

Another interesting case to study, is fracture models with barriers that
have unknown properties. For instance, the barriers may be fully sealing
or have highly conductive properties. Flow-based coarse grids incorporating
both possibilities would have to be based on two flow patterns. A coarse
grid could be generated from a combination or intersection of flow patterns
using sealing and fully open barriers or even more patterns. The underlying
idea is also similar to grids meeting different flow patterns of different well
configurations, as described in the comment to Paper II.

Discretization of the gravity term by weighting the mobilities according
to the gravity flow should rather be changed to be weighted according to
phase flow. Such that both the flux and gravity is upstream weighted in the
same manner and with respect to the actual flow. However, it is particularly
in stationary cases that the implemented discretization possibly will give
wrong results. In the simulated cases in this paper, the difference is most
likely very small.

The coarse-scale diffusion operator also needs more investigation. Pre-
liminary studies have been done in [34]. The effect observed in this paper
may not purely be the diffusive effect, but might also include physical dis-
persion due to heterogeneity. Paper III also indicates numerical diffusion
introduced through the use of bi-directional fluxes used in Paper II. This
has to be included in further considerations and investigations.
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Paper VI

Adjoint Multiscale Mixed Finite Elements

Stein Krogstad, Vera Louise Hauge, and Astrid Fossum Gulbransen
Accepted for publication in SPE journal. SPE-119112-PA

DOI: 10.2118/1119112-PA

The paper develops an adjoint multiscale model for rate optimization,
where the simulator consists of a multiscale pressure solver and a nonuni-
form coarse-grid saturation solver. The multiscale solver employs a recent
version of the multiscale mixed finite-element method from [4]. The sat-
uration solver works on flow-based nonuniform coarse grids, as developed
in Paper II. The adjoint model for rate optimizations is a gradient-based
method and computes efficiently optimized rates for a given objective func-
tion.

The paper presents the discretization of the forward simulation model,
both on the fine scale and the coarse scale. The optimization problem is
formulated, and the adjoint model is developed on both scales and we show
that the models have basically the same structure as the forward models.

An important contribution of the paper, is the coarse-grid mapping for
rapid updating from the pressure solver to the saturation solver. This map-
ping accelerates the computations involved such that no fine-grid quantities
are required during simulations. All fine-grid computations are performed
as a preprocessing step; this includes computation of multiscale basis func-
tions, generation of the coarse transport grid, and the coarse mapping of
fine-grid quantities between the two coarse grids (multiscale and transport
grids). We assume no significant changes in well configurations.

Two numerical examples are presented. The first example consists of
rate optimization of a series of two-dimensional Cartesian models. For each
model, two coarse models are considered and optimized recoveries are com-
puted and compared with fine-scale model optimization. The results show
that both coarse models succeed in giving close to optimal rates compared
to the fine model.

In the second example, we optimize the net present value on a real-field
model. Figure 5.10 shows the model and the pie charts with blue color in-
dicate injection wells, while pie charts with red color indicate production
wells. The colored regions of the pie charts represent the fraction of the
total injection/production rates. As an example, injection well number 3
injects at about half the total rate, while injection well number 1 injects at
zero rate. Likewise, production wells 1 and 2 produce most of the oil. Six
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Figure 5.10: Optimized rates for the real-field model. Blue-colored pie charts
represent injection wells, while red-colored charts represent production wells. The
pie charts show the fraction of the total injection/production rates.

coarse models are considered, and all models compute rates that in turn give
net present values quite close to that of the fine-scale optimization model.
However, some discrepancies are observed in the two coarsest models. We
also observe that optimization converges faster for the coarse models than
for the fine model, but we have not managed to find a good explanation for
the phenomenon. This field-scale example demonstrates the strength of the
multiscale simulator with the mapping between pressure solver and satura-
tion solver. The suggested preprocessing step results in a speedup factor of
10 or higher compared to running the simulation without preprocessing and
mapping. We point out that the speedup factor when compared to running
the optimization on the fine scale will be significantly larger.

Comments: Paper VI demonstrates the strength and potential of the
combination of multiscale methods and nonuniform coarsening in the case
of well rate optimizations. Both methods have shown to produce accurate
solutions of the pressure and transport equation, respectively. In addition,
the fact that grid generation and mapping of information from the coarse
pressure solver to the coarse transport solver is performed as a preprocessing
step, giving a significant speedup, suggests a large potential for fast and
accurate simulations.

Using flow-based transport grids with more regularity, as introduced in
Paper III, might also open up for a possibly simpler mapping between the
coarse pressure grid and the transport grid. Investigating possible simpli-
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fications in the preprocessing step should be included in future work. In
addition, use of net fluxes in the coarse discretization and exploiting matrix
structures of the discretized transport system in linear solvers, as described
in Paper III, will contribute to the total speedup. Investigating this contri-
bution is also encouraged in the setting of optimization.

For the numerical examples, a prototype Matlab implementation has
been used. For even greater computational savings, a more sophisticated
implementation is suggested. Here we have in mind further speedups due
to optimization possibilities within the programming language as well as
tailored solutions in both the pressure and transport implementation. Faster
numerical implementations will in turn allow optimizations of larger and
more complex models.

As written in the paper, in the real-field example we observe that the
optimization converges faster for the coarser models than for the fine model.
An explanation for the phenomenon is missing. Thus, more investigation of
the optimization process with respect to convergence is suggested as further
work. A possible starting point for further investigation is to look into
how the model complexity (fine models assumed more complex than coarse)
affects the convergence.

Extensions of the adjoint multiscale method to include well placement
optimization has been carried out. For this purpose, we have employed the
approach of [33] using so-called pseudo-wells in the adjoint method. The
idea is to surround each well to be optimized with respect to location, by
pseudo-wells in the neighboring grid cells. These pseudo-wells are set to
produce or inject at very low or zero rates, so that they have negligible
influence on the overall flow in the reservoir. The adjoint method computes
the gradients of these pseudo-wells and these gradients indicate improved
locations for the wells.

Here we include two examples of well placement optimization. The first
example is a qualitative investigation to show that the coarse adjoint model
approximates the fine model reasonably well and how the initial well config-
uration affects the local optima found by the adjoint method. We consider
two models of size 50× 50 grid cells with different permeability fields. The
permeability fields are taken from Layer 1 and 46 from the SPE 10 model,
and represents a log-normal permeability distribution and a fluvial struc-
ture, respectively. On each of the two models, we start out with two sets
of initial well configuration. Configuration A has one well in each corner of
the model, while configuration B has four wells placed in a square in the
middle of the domain. All four wells are subject to repositioning in the
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Well configuration A Well configuration B
Layer 1

Well configuration A Well configuration B
Layer 46

Figure 5.11: End-time saturation distributions on Layer 1 (top) and 46 (bottom)
after optimization: Leftmost plots in each group are after rate optimization and
rightmost plots are after well placement optimization. Top row in each group shows
the results on fine scale, while the bottom row corresponds to coarse-scale model.
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optimization. An initial rate optimization is carried out, before optimizing
the positions. Between each repositioning of the movable wells, the rates are
again optimized through three optimization iterations. A simple net present
value objective function is used, and the optimization is carried out for a
simulation time period of 200 days. Figure 5.11 shows end-time saturation
distributions of the different cases, for both the fine-scale model and the
coarse-scale model, both after the rate optimization and well placement op-
timization. We have defined convergence of the well placement optimization
when the well positions reach a position that has been visited before.

From Figure 5.11 we first observe a reasonably good approximate so-
lution of the coarse well placement optimization, both with respect to the
actual positions of the wells and with respect to the general sweep of the
reservoir. The end-time fraction of recovered oil to the total volume of oil
is for layer 1 well configuration A 0.5512 for the fine model and 0.5546 for
the coarse model. Corresponding values for layer 1 well configuration B is
0.5344 and 0.5365, and for layer 46 well configuration A 0.4393 and 0.4022,
and well configuration B 0.3427 and 0.3565. Secondly, we observe in the flu-
vial case (lower plots of Figure 5.11), that different initial well configurations
result in different final (local) optima. This is also reflected by the reported
recovery fractions above: Starting with well configuration A, results in a well
configuration that gives a larger sweep of the reservoir than when starting
with well configuration B.

We point out that the good results in these examples, are also due to
the quite low upscaling factors for the coarse models. The upscaling factor
of the coarse pressure model is 25, while the upscaling factor varies between
13 and 15 for the transport grid. On the other hand, the size of the models
is artificially small and the wells move relatively unrealistic long distances,
compared to more realistic cases. However, for the purpose of illustration
we have kept the model size small. For larger, more realistic examples,
the upscaling factors could be adjusted higher, while keeping the necessary
resolution in areas where wells are expected to move.

Flow-based transport grids need in general to be regenerated when well
conditions and flow patterns change considerably. Regeneration of the coarse
saturation grids has been carried out in these illustratory examples. How-
ever, no further gain was observed due to the small size of the model problem
and the small upscaling factor. For larger models, with a higher upscaling
factor of the flow-based transport grid, we expect a regeneration of the flow-
based grid to have some impact. More research in this direction is necessary.

The second example runs a series of optimizations on a set of two-
dimensional models of 60×220 cells with both log-normal permeability fields
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Figure 5.12: Simulations on two sets of layers from the SPE 10 model: Layer 26–35
and 76–85. Optimization consists of rate and well placement optimizing of the four
producing wells in the corners of an initially five-spot configuration. The reported
optimized values for the coarse models are evaluated using the fine-scale model
(optimized coarse values applied on fine-scale model).

and highly channelized fields. The models are again taken from the SPE 10
model. We model a five-spot well configuration: We place an injecting well
in the middle of the reservoirs and optimize both the rates and placement
of the four producing wells in the corners. Two sets of coarse models are
considered. Coarse model 1 has an upscaling factor of 60 in the pressure
grid and an upscaling factor between 18–20 in the transport grid. Coarse
model 2 has correspondingly upscaling factors of 400 and between 120–132.
Comparisons of the final relative recoveries of the reservoirs (fraction recov-
ered of total oil in reservoir) after a simulation time of 200 days, are reported
in Figure 5.12. This plot shows that the general performance of the coarse
adjoint well placement optimization. We observe good correspondence in
values computed by coarse and fine models.

In field-scale optimization of well placement, the reduction in compu-
tational complexity through the suggested preprocessing and mapping is
expected to be significant. At the time of writing, implementational issues
prevent us from running such field-scale examples, investigating the actual
speedup and possible further reductions. This is suggested as future work.

In field-scale models it will also be possible to study use of more so-
phisticated transport grids. We have in mind grids with in general a high
upscaling factor, but in regions where well repositioning is expected, we
provide a more detailed gridding. We expect the setting of well placement
optimization and possible changes of flow conditions due to the optimization
process, to reveal further ideas and new directions regarding development of
coarse grids.
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Chapter 6

Future work

In the comments to the research papers in the previous chapter, several
directions for further research have already been suggested. Here we will
repeat some of the interesting areas, suggested in more general terms.

Firstly, future work on multiscale-multiphysics methods using the Stokes–
Brinkman model, includes a more sophisticated and computationally less ex-
pensive implementation. The current prototype implementation has proven
to be insufficient for larger problems. Next, expansions to both triangu-
lar grids and unstructured grids, and use of other finite elements in the
discretization of the Stokes–Brinkman equation will be of interest. Use of
(limited) global information in computation of the multiscale basis functions
will also potentially improve the method.

Regarding the multiscale adjoint model, further application to real-field
models and more complex well placement problems are possible continua-
tions. This will involve both investigation of further speedups in the prepro-
cessing step, as well as investigation of alternative, possibly more rigorous,
optimization heuristics. As mentioned in the previous chapter, further com-
binations with more sophisticated transport grids may provide both more
accurate simulations and better search regions for repositioning of the wells.

Finally, as indicated in the previous chapter, there are several openings
for further research regarding the grid coarsening strategy using amalgama-
tion of fine grid cells. One direction is to further develop heuristic algo-
rithms, and algorithmic improvements and options. Here we think of better,
perhaps more specialized algorithms for the coarsening steps suited for par-
ticular purposes. Next, extensions to more sophisticated grids, as hybrid and
hierarchical grids, grids with specialized resolution for specialized purposes,
and grids meeting special requirements, may be investigated. Finally, more
research is suggested to develop guidelines for selecting type of coarsening
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and settings of the coarsening parameters.
A comparison of our suggested coarsening strategy to different regridding

and upscaling strategies is a highly relevant topic for future work. Up to
this point, no direct comparison is available.

In addition, more rigorous numerical evaluation of the existing ideas in a
fully multiscale setting is of interest. Suggested follow-up work here includes
actual application of the coarsening strategy for transport solvers on geo-
logical models, used in combination with a multiscale pressure solver. Work
in this direction would reveal if the anticipated potential of the proposed
combination fulfills the expectations.
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Abstract

We present a generic, semi-automated algorithm for generating non-uniform coarse grids for modeling subsurface flow. The method is
applicable to arbitrary grids and does not impose smoothness constraints on the coarse grid. One therefore avoids conventional smooth-
ing procedures that are commonly used to ensure that the grids obtained with standard coarsening procedures are not too rough. The
coarsening algorithm is very simple and essentially involves only two parameters that specify the level of coarsening. Consequently the
algorithm allows the user to specify the simulation grid dynamically to fit available computer resources, and, e.g., use the original geo-
model as input for flow simulations. This is of great importance since coarse grid-generation is normally the most time-consuming part of
an upscaling phase, and therefore the main obstacle that has prevented simulation workflows with user-defined resolution. We apply the
coarsening algorithm to a series of two-phase flow problems on both structured (Cartesian) and unstructured grids. The numerical results
demonstrate that one consistently obtains significantly more accurate results using the proposed non-uniform coarsening strategy than
with corresponding uniform coarse grids with roughly the same number of cells.
� 2007 Elsevier Ltd. All rights reserved.

Keywords: Two-phase flow; Grid generation; Porous media; Upscaling

1. Introduction

To visualize and quantify fluid flow in heterogeneous
subsurface reservoirs (e.g., groundwater and petroleum res-
ervoirs), it is common to perform numerical flow simula-
tions. To this end, statistical descriptions of the
subsurface formations are built using geomodeling soft-
ware tools. Unfortunately the number of cells in the geo-
logical grid-model (geomodel) that estimate the spatial
distribution of reservoir parameters very often exceed the

capabilities of flow simulators. Hence, rather than using
the original geomodel as input, current simulators nor-
mally take as input coarsened and simplified models
derived through an upscaling process. These upscaled mod-
els consist of a coarsened grid accompanied by a corre-
sponding set of reservoir parameters. The simulation
model then consists of the upscaled geomodel combined
with an elliptic (or parabolic) equation modeling pressure
and flow velocity, and a set of mass balance equations
modeling the transport. In this paper we focus on immisci-
ble flow so that by transport we refer to movement of
phases – aqueous, liquid, or vapor – and not dispersion
of different components within each phase.
Coarsened grids obtained by upscaling are usually con-

strained to be on a specific grid format, e.g., corner-point
grid format (‘‘logically hexahedral grids’’) or PEBI grid
format (‘‘orthogonal Voronoi grids’’). This is partly due
to grid-constraints associated with the numerical methods
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employed to discretize the governing system of partial dif-
ferential equations, in particular the pressure equation, and
partly because most techniques for upscaling permeability
are designed for grids with hexahedral (shoe-box shaped)
grid blocks. The widely used two-point finite volume
method, for instance, is designed for so-called K-orthogo-
nal grids, meaning that the connections between cell centers
are K-perpendicular to the cell faces. In general, grid con-
straints make it very difficult to build grids that capture
the important features in the underlying geomodels in an
appropriate way. Indeed, upscaled subsurface flow models
often fail to capture important small scale structures that
have profound impact on the resulting flow regime, such
as narrow high-flow channels and shale barriers (low-per-
meable obstacles).
Grid generation procedures that tune the coarse grid to

dominant geological features have been proposed by sev-
eral authors, see e.g., [13,15,19] and the references therein.
The basic goal in these methods is often to generate grids
that are more finely gridded in regions of particular impor-
tance, e.g., around wells and in high-flow regions. How-
ever, although these techniques do offer better resolution
in regions of interest, and in general provide more robust
upscaled models, they tend to suffer from lack of grid flex-
ibility. Flow-based grid generation approaches, for
instance, are often limited to two-dimensional applications.
Moreover, because flow paths in heterogeneous formations
may be highly irregular, flow-based grid generation
approaches generally require a grid-smoothing procedure.
Finally, because grid lines in the coarsened grid usually
do not align with grid lines in the underlying geomodel
grid, it is often necessary to perform resampling of geolog-
ical data.
In this paper, we propose a semi-automated grid-coars-

ening strategy for subsurface flow applications that can be
applied to both structured and unstructured geomodel
grids. The basic idea is to develop a generic all-applicable
version of the non-uniform coarsening approach intro-
duced by Durlofsky et al. [10]. Here the coarse grid is gen-
erated by selectively grouping cells in the geomodel. We
require only that the cells in the coarse grid are connected,
have at least some minimum volume, and that the total
flow through each coarse cell is bounded above. Because
only the transport is computed on this grid, we avoid con-
ventional constraints (e.g., whereas the approach of Dur-
lofsky et al. was based on simply removing grid lines in
two-dimensional Cartesian grids, thus obtaining a non-uni-
form Cartesian grid, we here allow coarse cells with arbi-
trary shape). The transport is modeled using a two-scale
version of a first-order upstream weighted finite volume
method. This scheme requires, in principle, only that the
grid cells are connected and that the velocity field is mass
conservative on this grid.
To model pressure and velocity we employ here a

mimetic finite difference method on the geomodel. Hence,
we propose that the pressure equation is solved on the geo-
model grid, whereas the phase-transport equation is solved

on a coarsened grid. This can be justified for oil–water two-
phase flow scenarios because the pressure generally changes
at a moderate pace so that one can use much larger time-
steps for the pressure equation than for the phase-transport
equations [8]. However, for flows with strong dynamics,
e.g., three phase flow with a separate gas-phase, and for
very large geomodels, it may be too computationally
expensive to solve the pressure equation directly on the
geomodel. For these cases, a more efficient alternative is
to use a multiscale method capable of providing mass-con-
servative velocity fields on the geomodel, e.g., [1,5,14]. The
key observation is that a velocity field that is mass conser-
vative on the geomodel is also mass conservative on any

grid with cells that consist of a connected collection of cells
in the geomodel.
We will start by introducing the model problem, which is

a model for incompressible and immiscible two-phase flow.
Next, in Section 3 we present the non-uniform coarsening
algorithm and discuss applicability and limitations and pos-
sible implications. We also provide some analysis to give an
insight into why the coarsening algorithm provides more
accurate simulation results. In Sections 4 and 5 we describe
the discretization of the model equations and report the
results of the numerical experiments, respectively. The
examples range from relatively simple two-dimensional
Cartesian models to models with complex channelized het-
erogeneous structures and unstructured corner-point grid
models. Finally, we review the main observations and make
some concluding remarks in Section 6.

2. Mathematical model

We consider immiscible and incompressible two-phase
flow without gravity and capillary pressure effects. The
equations are derived from conservation of mass for each
phase:

/
oSj
ot
þr � vj ¼ qj; ð1Þ

where the phase velocities vj are given by Darcy’s law:

vj ¼ �kjðSjÞKrpj: ð2Þ
Here / is the porosity, Sj is the j-phase saturation (fraction
of the void occupied by phase j) and qj is a source (or sink)
term. In Darcy’s law, K is the permeability tensor, pj is the
phase pressure, and kj(Sj) = krj(Sj)/lj, where krj and lj are
the relative permeability and viscosity of phase j, respec-
tively. The relative permeability models the reduced con-
ductivity of a phase due to the presence of other phases
and is assumed to be function of the saturations only.
The porosity is taken to be constant, i.e., the rock is as-
sumed to be rigid and non-deforming.
Let the two phases be oil and water (j = o,w). Since we

neglect capillary pressure effects so that $po = $pw, we
assume po = pw = p. Then the Darcy equations without
gravity effects combined with conservation of mass yields
the pressure equation:
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v ¼ �kðSw; SoÞKrp;
r � v ¼ q;

ð3Þ

where v = vw + vo, k = kw + ko, and q = qw + qo.
Assume now that the two phases fill the void space com-

pletely, i.e., that Sw + So = 1, and introduce the water frac-
tional flow fw(Sw) = kw(Sw)/k(Sw, 1 � Sw). Then the
conservation equation for water, henceforth called the sat-
uration equation, reads as follows:

/
oSw
ot

þr � ðfwvÞ ¼ qw: ð4Þ

The system of Eqs. (3), (4) will be solved using a sequen-
tial splitting, i.e., the pressure equation is solved at the cur-
rent time-step using saturation values from the previous
time-step. Moreover, for ease of notation, we will hence-
forth drop the w-subscript of Sw.

3. Grid coarsening strategy

In the current section we seek to develop a grid coarsen-
ing strategy based on the following principles (B refers to a
cell in the coarsened grid, henceforth called a block):

• The grid should separate high-flow regions from low-
flow regions.

• The volume of a cell in the coarse grid should not be too
small.

• The total amount of flow through a single cell in the
coarse grid should not be too large.

Hence, after separating high-flow regions from low-flow
regions, we will refine blocks that are too large, and merge
blocks that are too small with a neighboring block. The
refinement strategy is based on imposing an upper bound
on the total flow through each block rather than a bound
on the total volume. Thus, the coarsening algorithm
involves two parameters that should be tuned to give the
intended degree of coarsening: NL (lower bound on volume
of blocks), and NU (upper bound on total amount of flow
in blocks). To quantify the amount of flow through each
block we introduce the following monitoring function:

gðvÞ ¼ ½log jvj �minðlog jvjÞ þ 1�:
The various steps in the coarsening algorithm now reads

as follows:

Algorithm 1 (Non-uniform coarsening of heterogeneous

geomodels).

1: Introduce coloring of cells based on the logarithm of
the velocity:

Ci ¼ fcells with color ig
¼ fc : mv þ ði� 1ÞDv < log jvðcÞj < mv þ iDvg:

Here mv = min(logjvj) and Dv = (max(logjvj) � mv)/10.
Create an initial grid where each block B is a connected
collection of cells in the fine grid with the same color.

2: If jBj < NLjXj/N, then merge B with a neighboring
block B 0 for which

1

jBj
Z
B
gðvÞdx� 1

jB0j
Z
B0
gðvÞdx

����
����

6 1

jBj
Z
B
gðvÞdx� 1

jB00j
Z
B0
gðvÞdx

����
����

for all other neighboring blocks B00. Here X is the com-
putational domain (the reservoir), N is the total number
of cells in the original grid, and NL is a lower bound on
the number of average-sized cells that a block B in the
coarse grid may consist of. Hence, B is adjoined with
a neighboring block subject to flow of similar magnitude
as that which B is subject to.

3: Refine a block B ifZ
B
gðvÞdx > NU

N

Z
X
gðvÞdx: ð5Þ

Here the right hand side provides an upper bound on
the amount of flow allowed to pass through a single
block. The refinement strategy consists of the following
parts:
(a) Pick an arbitrary cell T0 in the fine grid that is con-

tained in B.
(b) Find the cell Ti � B for which the center of Ti is fur-

thest away from the center of T0 (Ti will be located
along the boundary B).

(c) Define B 0 = Ti and progressively enlarge B 0 by suc-
cessively adding cells surrounding Ti until the upper
bound in (5) is reached.

(d) Define B = BnB 0 and refine B further if (5) still holds.
4: Repeat Step 2 and terminate.

Step 4 does not have significant impact on the accuracy
of obtained solutions, and may therefore be skipped, but it
tends to reduce the number of blocks by 30–50%. This is
because the refinement strategy in Step 3 produces cells
with volume less than NLjXj/N. Although the final cells
may satisfy (5) we do not repeat Step 3.
The numerical results in Section 5 indicate that the algo-

rithm is quite robust with respect to the choice of NL and
NU. Tuning these parameters is quite easy. For instance,
as a rule of thumb, to generate a grid with a scale-up factor
of N, choose NU � 5N/4 and NL � N/4. Moreover, the
algorithm is not sensitive to the cells T0 used in the refine-
ment step because it is only used as a starting point for
locating the cell Ti along oB. Hence, in our implementa-
tion, we simply take T0 to be the first cell in the list of cells
that belong to B.
To illustrate how the algorithm works we consider a

two-dimensional test case representing one of the layers
(layer 37) in Model 2 used in the 10th SPE Comparative
Solution Project [9], a project used to test and validate
upscaling methods. The logarithm of the horizontal perme-
ability is shown in the upper left hand plot of Fig. 1. Here
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we see the trace of high-permeability channels on a low-
permeable background. Fig. 1 also shows plots of the log-
arithm of the velocity depicted in the upper right plot
mapped onto a non-uniform coarse grid with 208 cells
and a uniform Cartesian grid with 220 cells.
Fig. 2 shows the grids obtained in each step of the non-

uniform coarsening algorithm with NL = 15 and NU = 80,
giving an upscaling factor of about 65. In each plot each
block is assigned a random color. After the initial step
we see a myriad of small cells due to oscillations in the
velocity, which, in turn, are caused by oscillations in the
permeability. These bits and pieces are generally too small
to have significant impact on the flow regime. Hence, they
are merged with a neighboring block to obtain the next
grid depicted in the upper-right plot. Here we see that
some of the blocks stretch across large portions of the
domain, hence clearly being too large to model an advanc-
ing saturation front. Upon completion of the refinement
step we obtain the grid depicted in the lower-left plot.
In this grid we may spot some very small blocks consisting
of only a few cells. After the blocks consisting of less than
15 cells are merged with a neighboring block, we obtain
the final grid depicted in the lower-right plot. Note that
the algorithm delivers an unstructured grid even if the fine
grid is structured, and that the blocks have very irregular
shapes.

The fact that we use flow information to generate the
coarse grid may give the impression that the grid is case-
specific, and therefore needs to be recomputed when flow
conditions change, e.g., when well-rates, boundary condi-
tions, or well-configurations change. But because high-flow
regions represent high-permeability zones with good large
scale connectivity, it is generally not necessary to generate
a new coarse grid, even if flow conditions change signifi-
cantly. This will be demonstrated in Section 5.4. Note also
that since the coarsened grid is employed only to compute
the flow transport, one does not need to solve an additional
single-phase flow problem. The grid is generated after the
first pressure step in the sequential time-stepping loop,
i.e., before the first saturation step.
An alternative coarsening strategy that does not require

flow information is to base the initial coloring on the loga-
rithm of permeability. This option has been tested, and
found to be less viable. The reason for this is that low-per-
meability cells that occur in high-permeability regions may
be subject to large amount of flow, and should therefore
not be separated from the high-permeability region. Simi-
larly, high-permeability patches may be isolated inside
low-permeable regions so that they are not subject to sig-
nificant flow.
It should also be mentioned that a potential drawback

with flow based coarsening strategies is that the grid will

Fig. 1. Top-left: Logarithm of permeability (60 · 220 Cartesian grid). Top-right: Logarithm of jvj obtained for a five-spot. Bottom-left: Logarithm of jvj
mapped onto a non-uniform coarse grid with 208 cells. Bottom-right: Logarithm of jvj mapped onto a Cartesian grid with 220 cells.

Fig. 2. Grid after each step when the non-uniform coarsening algorithm is applied to layer 37 in the SPE10 model with NL = 15 and NU = 80.
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in general have to be regenerated for every permeability
realization. However, the current algorithm is very fast –
the time it takes to generate a new coarse grid is negligible
relative to the time it takes to perform a single simulation.
We therefore believe that this type of upscaling strategy
should be a valuable tool, also for an analyst trying to com-
plete an uncertainty study.

3.1. Discussion

The grid-coarsening approach described above is pro-
posed as a remedy for situations where conventional
upscaling is inaccurate or it is prohibitively computation-
ally expensive to perform the entire simulations directly
on the geomodel grid. The main objective is to exploit
information in high-resolution geological models in an
optimal way. Here we discuss the applicability and limi-
tations of the proposed approach as well as possible
implications and relations to other methods. Since a
key to our approach is the ability to compute mass con-
servative velocity fields with high-resolution, e.g., directly
on the geomodel, we discuss first the validity of this
assumption.
As an intermediate solution between upscaling and

direct simulation on geomodels, the possibility of using
multiscale methods [1,5,14] to provide high-resolution
velocity fields has been proposed. These methods may be
used to generate accurate mass conservative velocity fields
on high-resolution geomodel grids at the cost of a conven-
tional flow-based upscaling method. They may therefore be
regarded as a more robust and flexible alternative to
upscaling for the pressure equation (see, e.g., [3,16] for a
discussion). In particular it has been shown that the multi-
scale mixed finite element method [7,1] is very flexible with
respect to handling very complex grids [3]. This method is
currently being extended to the three-phase black-oil
model, which is the industry standard for reservoir simula-
tion. Thus, with ongoing efforts, we believe that multiscale
methods will, in time, provide a viable tool for computing
mass conservative velocity fields directly on real-field
geomodels.
Multiscale methods for subsurface flow simulation

have for the most part been used to solve the pressure
equation and combined with a traditional method for
solving the saturation equation(s) on the underlying fine
grid. Unfortunately, even with streamline methods, com-
puting the phase transport on the geomodel may create
a bottle-neck in the simulations that prevents high-
speed-up factors relative to sequential time-stepping
approaches where the pressure equation is solved with a
standard numerical method directly on the geomodel.
Thus, whether we solve the pressure equation on the fine
grid, or employ a multiscale method to incorporate sub-
grid effects into a set of coarse scale equations, there is
a need to address how the phase transport can be com-
puted in an optimal way with respect to solution accuracy
and computational efficiency.

Here we have proposed creating an upscaled model only
for the saturation equation, i.e., to generate a coarse grid
that resolves more accurately underlying flow patterns than
traditional coarse grids used in reservoir simulation, see
Figs. 1 and 4 and the analysis in Section 3.2 below.
Although many authors have proposed coarsening strate-
gies for subsurface flow applications, see, e.g., [13,15,19]
and the references therein, the current approach is primar-
ily motivated by [10]. In particular, it was observed in [10]
that introducing a grid which is more finely gridded in
high-flow regions allows capturing more accurately flow
quantities of interest, such as production characteristics,
without resorting to multiphase upscaling. The main signif-
icance of our approach is that it is all-applicable. Hence,
whereas the non-uniform coarsening strategy in [10] applies
primarily to Cartesian-like geomodels with high-flow chan-
nels that are aligned with the grid, our approach applies to
all types of grids and essentially all types of heterogeneous
structures.
In the current paper, we have chosen to consider a sim-

plified model that does not include effects from gravity and
capillary forces. In general, flow-based grid coarsening
approaches based on separating high- and low-flow
regions, or on tuning the grid to resolve high-flow regions,
are designed for modeling flows where heterogeneity,
rather than gravity or capillary forces, dominates the flow
patterns. This does not mean that the current approach is
not applicable to problems with non-zero gravity or capil-
lary forces. Indeed, most flow scenarios on the scale of an
oil reservoir are affected by both gravity and capillary
forces, but the flow is usually primarily driven by pressure
(viscous forces), meaning that flow patterns are generally
dominated by heterogeneity. The current algorithm is
therefore expected to work well for this type of flow
scenario.
If flow patterns are dominated by gravity, then we do

not expect that solutions obtained using flow-based grids
will be much more accurate than solutions obtained using
standard coarse grids. Flow-based gridding implicitly
assumes that the high-flow regions remain the same
throughout a simulation. For gravity dominated flows
the flow patterns may change significantly during simula-
tion so that regions initially subject to significant flow
may be subject to little flow at later times, and vice-versa.
Thus, tuning the grid to high-flow regions at initial time
may be of little value. On the other hand, the coarsening
strategy proposed in this paper should not be regarded only
as a tool to achieve higher accuracy, it may also be used as
a generic tool to coarsen complex unstructured geomodels.
Moreover, although the algorithm has not been applied to
gravity dominated flows, we believe that it will not, on
average, produce less accurate results than uniform coars-
ening strategies.
Upscaling of capillary dominated flows is a problem of a

different nature. Indeed, capillary dominated flows are
more strongly coupled, and the sequential splitting where
one solves the pressure equation and saturation equation
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sequentially is no longer justified. However, the proposed
coarsening algorithm is intended for field scale (10 m–
10 km) simulations, whereas flows that are dominated by
capillary forces occur on a much finer scale (dm–m).
Finally we would like to remark that combining the

proposed coarsening approach with a multiscale method
for the pressure equation brings us closer to having an
Earth Model shared between reservoir engineers and res-
ervoir geologists [15]. This means that the geological
model provided by geologists is used as input for the res-
ervoir simulator. At present geoscientists and reservoir
engineers are forced to work with different descriptions
of the subsurface. To bridge the gap it is necessary that
the reservoir engineer can select semi-automatically
numerical technology and grid resolution for the simula-
tions at run-time to fit available computer resources and
project requirements. Having a ‘‘Shared Earth Model’’
will, apart from giving the reservoir engineer a better
description of the subsurface, offer the geoscientist the
ability to validate the geomodel before it is sent to the res-
ervoir engineer. This can simplify and accelerate reservoir
simulation workflows considerably, and thereby allow,
e.g., oil-companies to save many man-hours. Indeed, sub-
surface geological models are not static, they are ana-
lyzed, iterated and rebuilt as project requirements and
business decisions change, or when uncertainty studies
indicate that the model does not give a representative pic-
ture of the reservoir flow regime.

3.2. Analysis

Recall that Algorithm 1 groups high and low flow
regions separately. The velocity field inside a single grid
block will therefore be of nearly the same magnitude, i.e.,
the velocity will have small variations in each coarse block.
We will now show that this implies also that the saturation
variation is small within each coarse block in the non-uni-
form coarse grid, i.e., that the saturation is well resolved on
the coarse grid.
Consider the equation for the time-of-flight function

v � rs ¼ /:

The time-of-flight functions describe travel times along
flow trajectories (streamlines). The streamlines w ¼ xðsÞ
are trajectories along which v is a tangential vector (see
e.g., [2] for details). Each streamline eminates from an
injection well and terminate at a production well. Along
streamlines, the corresponding time-of-flight functions are
defined by

ds
ds
¼ /
jvj ;

where s is arclength distance. Moreover, between wells we
have

oS
ot
þ of ðSÞ

os
¼ 0: ð6Þ

Observe now that since we employ a velocity computed on
the fine grid for the coarse grid simulations, we do not
really alter the streamlines when coarsening the grid.
Rather we introduce a coarse grid approximation to the
time-of-flight functions. Thus, conceptually we may think
of our approach as solving (4) by solving (6) along one-
dimensional streamlines where the time-of-flight function
s is replaced with a coarse grid approximation s0. Hence,
one should obtain an accurate coarse grid saturation solu-
tion S0 away from shocks if the projection s0 of s onto the
coarse grid is close to s. Moreover, if the time-of-flight
functions are close to each other, then the shock locations
also remain close to each other. Thus, although the L1
norm of S � S0 can be of order O(1) in vicinity of shock re-
gions, the Lp norm of S � S0 is small because of the small
volume of this region.
To prove that s0 approximates s, we define dðxÞ ¼ sðxÞ�

s0ðxÞ, i.e., dðxÞ is the time lag of reaching the point x with
coarse-scale velocity. We will show that the path traversed
during this time lag is small due to small variations of the
velocity field within the coarse block. Thus, if the velocity
does not degenerate, the time lag dðxÞ will remain small.
Denote v0 to be the coarse-scale velocity that deter-

mines s0. Or more precise, v0 is the projection of v onto
the coarse grid and s0 is the corresponding time-of-flight
function. Next, introduce two streamlines w and w0 that
emanate from the same point, but with velocity v and
v0, respectively. The corresponding time-of-flight functions
satisfy

xðsÞ ¼ x; x0ðs0Þ ¼ x; ð7Þ
where x(t) and x0(t) are functions that trace the streamline
trajectories, defined by dx/dt = v and dx0/dt = v0, respec-
tively. It now follows from (7) thatZ s

0

vðxðtÞÞdt ¼
Z s0

0

v0ðx0ðtÞÞdt;

and hence thatZ s0

s
v0ðx0ðtÞÞdt ¼

Z s

0

ðvðxðtÞÞ � v0ðx0ðtÞÞÞdt: ð8Þ

To see that the right hand side of (8) is small, note thatZ s

0

ðvðxðtÞÞ � v0ðx0ðtÞÞÞdt
����

���� �
Z s

0

jvðxðtÞÞ � vðx0ðtÞÞjdt

þ
Z s

0

jvðx0ðtÞÞ � v0ðx0ðtÞÞjdt:
ð9Þ

If jv� v0j is uniformly small, then the last integral on the
right hand side is small. Moreover, one can also easily
show that if jv� v0j is uniformly small, then flow trajecto-
ries that emanate from the same point remain close to each
other. Consequently, we have that when jv� v0j is uni-
formly small, then also the first term on the right hand side
(9) is small, and hence the whole right hand side of (9) is
small. On the other hand, the left hand side of (8) is equal
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to x0ðs0Þ � x0ðsÞ, or the distance traversed from time s0 to
time s with the velocity v0. Thus, (8) implies that this dis-
tance is small. Consequently, if v0 is non-degenerate, then
the time lag dðxÞ ¼ sðxÞ � s0ðxÞ will also remain small.

4. Numerical discretization

4.1. The pressure equation

To discretize (3) we first need to prescribe boundary
conditions. In this paper we impose no-flow boundary con-
ditions (v Æ n = 0 on oX) for simplicity. Now denote the fine
grid (the geomodel) by T ¼ fT g, and define the following
function spaces:

HdivðT Þ ¼ v 2 L2ðT Þd : r � v 2 L2ðT Þ
n o

;

Hdiv
0 ðTÞ ¼ fv 2 Hdivð[T2TT Þ : v � n ¼ 0 on oXg:
Next we introduce the following bilinear forms:

bð�; �Þ : Hdiv
0 ðTÞ � Hdiv

0 ðTÞ ! R

bðu; vÞ ¼
X
T2T

Z
T
u � K�1vdx

cð�; �Þ : Hdiv
0 ðTÞ � L2ðXÞ ! R

cðv; pÞ ¼
X
T2T

Z
T
pr � vdx

dð�; �Þ : Hdiv
0 ðTÞ � L2ðoTÞ ! R

dðv; pÞ ¼
X
T2T

Z
oT

pv � nTds:

Here nT is the unit normal on oT pointing outward.
In a so-called hybrid formulation [6] of (3) with pre-

scribed no-flow boundary conditions one finds a unique
triplet of functions ðv; p; pÞ 2 Hdiv

0 ðTÞ � L2ðXÞ � L2ðoTn
oXÞ such that
bðu; vÞ � cðu; pÞ þ dðu; pÞ ¼ 0; 8u 2 Hdiv

0 ðTÞ;
cðv; qÞ ¼ ðf ; qÞ; 8q 2 L2ðXÞ;
dðv; lÞ ¼ 0; 8l 2 L2ðoT n oXÞ:

ð10Þ

Here p represents pressure, v represents velocity, and p is
a Lagrange multiplier used to enforce mass conservation.
Moreover, oT ¼ [T2ToT and (Æ, Æ) is the L2 inner product.

4.1.1. Mimetic finite-difference method (FDM)

Mimetic FDMs [12,11] may be regarded as finite-differ-
ence or finite-volume versions of mixed finite element meth-
ods (FEMs). Since mimetic FDMs are quite new, we
describe first the hybrid formulation of corresponding
mixed FEMs. In the hybrid formulation one selects finite-
dimensional subspaces V � Hdiv

0 ðTÞ, U � L2(X), and
P � L2ðoT n oXÞ, and seeks (v,p,p) 2 V · U · P such that
(10) holds for all (u,q,l) 2 V · U · P. Here each approxi-
mation space is spanned by a particular set of basis
functions. For instance, V is spanned by a set of basis func-
tions fwm

i 2 HdivðT mÞ : Tm 2T; i ¼ 1; 2; . . . ;Nmg, where wm
i

is supported in Tm only. Thus, since bðwm
i ;w

n
j Þ is nonzero

only if n = m, we have

b
X
i;m

umi w
m
i ;
X
i;m

vmi w
m
i

 !
¼
X
m;i;j

umi v
m
j bðwm

i ;w
m
j Þ

¼
X
m

uTmBmvm; um; vm 2 RNm ;

ð11Þ
where um ¼ ½umi �, vm ¼ ½vmi �, and Bm is a local matrix associ-
ated with Tm. It is important to observe that by enumerat-
ing the velocity unknowns (basis-functions) in a cell-wise
manner, the mass-matrix that stems from b(u,v) in (10)
has a block-diagonal structure, where the local matrices
Bm are the block-diagonals. This allows the hybrid system
to be reduced to a symmetric and positive definite linear
system, which is in general easier to solve than the original
system which is indefinite.
The mimetic FDM formulation is equivalent, except

that the subspace V in Hdiv
0 ðTÞ is replaced by a discrete

subspace M � L2ðoTÞ, and the associated bilinear form
b(Æ, Æ) is replaced by a bilinear form m(Æ, Æ) that acts on
L2ðoTÞ � L2ðoTÞ. The basic idea is to introduce means
for evaluating b(Æ, Æ) in an approximate sense without hav-
ing explicit representations of the velocity in each cell. In
particular, instead of seeking a velocity field defined over
each element T, one seeks a set of fluxes defined over the
cell faces oT.
The bilinear form m(Æ, Æ) employed here is defined so

that the resulting method reduces to a first order Ravi-
art–Thomas mixed FEM (RT0) [18] when the grid is
Cartesian and the permeability is scalar and cell-wise con-
stant. In particular, we associate here (as in RT0) a basis
function wm

i with each face F
m
i of every grid cell Tm. The

velocity unknown vmi corresponding to F mi will represent
net velocity across F mi in the direction of the unit normal
nmi to F

m
i pointing out of Tm. If we now expand u and v in

the basis fwm
i g:

u ¼
X
i;m

umi w
m
i and v ¼

X
i;m

vmi w
m
i

and assume that mðwm
i ;w

n
j Þ is nonzero only if n = m, then

mðu; vÞ ¼
X
m;i;j

umi v
m
j mðwm

i ;w
m
j Þ ¼

X
m

uTmMmvm; um; vm 2 RNm ;

ð12Þ
for a given matrixMm associated with Tm. Hence, contrary
to (11) where Bm was defined by the bilinear form b(Æ, Æ), the
bilinear form m(Æ, Æ) is defined by the local matrices Mm.
In the implementation we employ only the inverse of

Mm. We therefore provide only a formula for computing
a matrixWm that represents the inverse ofMm [12]. To this
end, we define the following auxiliary matrices:
Nm – matrix whose ith row is defined by

nm;i ¼ 1

jF mi j
Z
F mi

ðnmi ÞTds;

J.E. Aarnes et al. / Advances in Water Resources 30 (2007) 2177–2193 2183



Cm – matrix whose ith row is defined by (xm is the center of
Tm)

cm;i ¼
Z
F mi

ðx� xmÞTds;

Zm – matrix whose columns form an orthonormal basis for
the column space of Cm.
Then the inverse matrix Wm is defined by

Wm ¼ 1

jTmjNmKN
T
m þ

2traceðKÞ
jTmj I� ZmZTm

� �
: ð13Þ

This matrix is symmetric and positive definite, and hence
ensures that m(Æ, Æ) defines an inner-product on M · M.
We would like to note that the current approach to

modeling subsurface flow does not require using a mimetic
FDM to solve the pressure equation. Any method that
provides a mass-conservative velocity field on the geo-
model, or at least on some given fine grid, may be used.
The primary reason why we have chosen to employ a
mimetic FDM is the natural ability to handle complex grid
geometries, as well as full-tensor permeabilities [4]. Indeed,
geomodels that model real oil or groundwater reservoirs
are often significantly more complex than the correspond-
ing upscaled simulation models. Hence, when discretizing
the pressure equation directly on a geomodel it is particu-
larly important that a flexible numerical method is
employed. For a discussion of the pros and cons of vari-
ous discretization techniques for (3) on geological models,
we refer the reader to [3], in which a multiscale method for
corner-point grids, the industry-standard in reservoir sim-
ulation, is proposed.

4.2. The saturation equation

To discretize (4) on grids where each block consists of a
connected collection of cells in the original fine grid we
employ an upstream weighted finite volume method with
respect to fluxes obtained on the fine grid. That is, instead
of using only the net flux for each interface in the coarse
grid and a standard upstream weighted finite volume
method with respect to the coarse grid fluxes, we utilize
the subgrid resolution in the velocity.
Hence, let each grid block Bm consist of a connected col-

lection of cells in the fine grid and denote non-degenerate
interfaces in the fine grid by cij = oTi \ oTj. The discrete
system of equations for the saturation equation now reads:

Snþ1m ¼ Snþ1m þ DtR
Bm

/dx

Z
Bm

qwðSnþ1Þdx�
X

cij�oBm
V ijðSnþ1Þ

2
4

3
5:
ð14Þ

Here Sm is the net saturation in Bm and

V ijðSÞ ¼ maxfvijfwðSjT iÞ;�vijfwðSjT jÞg; ð15Þ
where vij is the Darcy flux across cij, i.e., from Ti to Tj.
Notice that if there is bi-directional flow across Ckl =

oBk \ oBl, i.e., if
R
Ckl
maxfv � nkl; 0gds > 0 and

R
Ckl
min

fv � nkl; 0gds < 0 where nkl is the unit normal to Ckl

pointing from Bk to Bl, then the phase-flux across Ckl is
approximated using both Sk and Sl. Thus, although (14)
is based on a one-sided upstream scheme, we may obtain
a two-sided upstream scheme on the coarse grid.

5. Numerical results

In this section we seek to demonstrate that by using
Algorithm 1 for grid coarsening one consistently obtains
more accurate saturation solutions than if uniform coars-
ening is employed. To this end, solutions obtained using
non-uniform coarse grids are compared with correspond-
ing solutions obtained using uniform coarse grids, as well
as with a reference solution computed using the original
grid to perform the transport simulations.
We first apply the non-uniform coarse gridding strategy

to a sequence of Cartesian grid models with permeability
data from Model 2 of the Tenth SPE Comparative Solu-
tion Project [9], henceforth called the SPE10 model. Next
we consider a corner-point model with 30 layers. On this
model we generate 20 different permeability fields by pop-
ulating each layer with values drawn from a spatially cor-
related log-normal distribution. In terms of grid, this
model is more complex to coarsen with traditional coarsen-
ing strategies because many layers are partially eroded
away, giving rise to degenerate cells, and pinch-outs caus-
ing so-called non-neighboring connections. However, the
grid is given on a logically Cartesian format, and may
therefore be partitioned uniformly in index space. We
apply this strategy as an alternative to the method pro-
posed in this paper. Finally, we employ a model consisting
of four layers from the SPE10 model to assess robustness
with respect to degree of coarsening, different well-configu-
rations, and varying flow conditions.

5.1. Experimental setup

The numerical experiments below model incompressible
and immiscible two-phase flow without gravity and capil-
lary pressure effects. For the time-stepping, we apply a
non-iterated sequential splitting. This means that the pres-
sure equation is solved at the current time-step with total
mobility computed using saturations from the previous
time-step. Next, the saturations are convected forward in
time using the current velocities, and the new saturation
values are used to compute the pressure at the next time-
step, and so on. The total simulation time for all simula-
tions below is one PVI (pore volume injected). This means
that at the end of a simulation the total volume of water
that has been injected is equal to the total accessible pore
volume in the model.
The dynamic nature of an incompressible two-phase

flow system is often quantified by the ratio of the end-point
values of the total mobility. Here we define the phase
mobilities by
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kw ¼ S2

lw
; ko ¼ ð1� SÞ2

lo
; 0 6 S 6 1: ð16Þ

Without gravity, the simulation results depend on the
viscosities only as a function of the ratio lw/lo, henceforth
referred to as the viscosity ratio. Thus, for simplicity we
assume that lw = 1. If we now choose lo > 1 then we will
get so-called unstable displacement flows for which small
scale ‘‘fingers’’ develop and move rapidly at the saturation
front. In contrast, choosing lo < 1 gives stable displace-
ment flows for which one typically gets sharp saturation
fronts because the total mobility is larger behind the front
than ahead of the front. In this paper we use lo = 0.2,
lo = 1 and lo = 10. These values give rise to both stable
and unstable displacement flows so that the simulation
results should give an indication of the versatility of doing
simulations using the proposed coarsening strategy.
For two-phase flow with dynamic total mobility, differ-

ent saturation solutions will give different velocity fields.
However, since we here want to assess how much we can
improve saturation solutions by using a non-uniformly
coarsened grid, as opposed to uniform coarsening, we want
to eliminate differences caused by having different velocity
fields. We therefore use the same (fine grid) velocity field
to perform simulations on both grids. That is, for each time
step, the velocity solution used to perform the coarse grid
simulations is obtained by solving the pressure equation
on the fine grid using a reference saturation solution to
update the total mobility. The reference solution Sref is
obtained by solving the saturation equation on the fine grid.
We assess the accuracy of a saturation solution S using a

measure for the overall accuracy, and also a measure for
assessing the accuracy of the predicted oil-production at
the producers. To measure the overall accuracy, we com-
pute how much the solution deviates from the reference
solution in the L1-norm, divide by the L1-norm of the ref-
erence solution, and integrate in time, i.e.,

eðSÞ ¼
Z 1

0

eðS; tÞdt
where

eðS; tÞ ¼ kSð�; tÞ � Srefð�; tÞkL1ðXÞ
kSrefð�; tÞkL1ðXÞ

;

with time measured in PVI.
Similarly, to quantify the accuracy of the predicted oil-

production, we measure the accuracy of the predicted
water-cut curve w, showing the fraction of water in the pro-
duced fluid. To this end, we compute how much the water-
cut curve deviates from the reference water-cut wref curve in
the L2-norm and divide by the L2-norm of wref, i.e.,

eðwÞ ¼ kw� wrefkL2ð½0;1�Þ
kwrefkL2ð½0;1�Þ

;

again with time measured in PVI.
Finally, because well-models are used only to model well-

rates and do not appear explicitly in the saturation equa-

tion, we will throughout this section assume that the well
rates are fixed. Hence, we assume that the source term q

in (3) is given explicitly. Moreover, the source term in (4)
will be defined by qw(S) = max(q, 0) + fw(S)min(q, 0). In
the figures and tables presented in this section we will fre-
quently use UC as an abbreviation for results obtained with
uniformly coarsened grids and NUC as an abbreviation for
results obtained with non-uniformly coarsened grids.

5.2. Cartesian grids

In this section we consider a series of two- and three-
dimensional Cartesian grid models. Each model represents
either a single layer in the SPE10 model [9], or a stack of
five consecutive layers. The SPE10 model itself consists of
a total of 85 layers, where the top 35 layers model a Tarbert
formation representing a prograding near-shore environ-
ment, and the bottom 50 layers model a fluvial Upper Ness
formation with a spaghetti of narrow high-flow channels.
The entire model consists of 60 · 220 · 85 cells, each of size
20 ft · 10 ft · 2 ft.
In order to be able to interpret the results in this sec-

tion, we need to explain some basic characteristics of
the heterogeneous structures in the SPE10 model. Both
the Tarbert formation and the Upper Ness formation
are highly heterogeneous (in each formation the perme-
ability is anisotropic and spans more than 10 orders of
magnitude), but the heterogeneous permeability structures
are qualitatively different.

• In the Tarbert formation the permeability in each layer
is generated stochastically using a spatially correlated
log-normal distribution. However, because the mean
permeability in the layers varies significantly, one
obtains segregated flow scenarios with sharp saturation
contrasts from one layer to the next.

• The Upper Ness formation consists of multiple inter-
twined high-permeable flow-channels through a low-
permeable background. Hence, in this model the flow
channels will carry the majority of the flow, and there-
fore cause sharp saturation contrasts between the back-
ground structure and the channels.

Fluvial formations, such as the Upper Ness model, are
generally very hard to upscale. Indeed, whereas one may
obtain good results for the Tarbert formation by using
grid blocks that do not cut across the layers (i.e., are
one layer thick), upscaling the Upper Ness formation ade-
quately requires that the channels are resolved by the
coarse grid. This is very difficult, if not impossible, to
accomplish with conventional grid-constrained upscaling
strategies.
For the flow simulations that we perform here we

employ lw = 1 and lo = 10, i.e., we consider an unstable
displacement process with the same viscosity ratio as in
[9]. We also use the same well-configuration as in [9], i.e.,
a five-spot with a vertical injection well in the middle and
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vertical production wells at each of the four corners. The
total production rate is the same for all producers, and q

is assumed to be constant along each well trajectory.
Finally the simulations are performed with 20 pressure
steps and 10 saturation steps between each pressure step.

5.2.1. Two-dimensional simulations

Fig. 3 shows the saturation and water-cut errors for
flow simulations on each of the 85 layers in the SPE10
model. Table 1 displays the average saturation and
water-cut errors. We see that the quality of the solutions
obtained with the non-uniformly coarsened grids is nearly
independent of the heterogeneous structures in the model.
In contrast, when using uniform coarse grids both the sat-
uration error and water-cut error are much larger for the
fluvial Upper Ness formation than for the Tarbert
formation.
The varying performance of uniform coarse grids can

be explained by the nature of the flow. Because the per-
meability in each layer of the Tarbert formation is rela-
tively smooth, one obtains saturation fields that are well
resolved on the uniform coarse grids. In contrast, the het-
erogeneity in the layers from the Upper Ness formation
creates flow scenarios where a majority of the flow occur
in narrow flow channels. This gives sharp saturation dif-
ferences between the channels and the low-permeable
background. Because the uniform coarse grids do not
resolve the channels properly (see, e.g., Fig. 4), one will
generally smooth the saturation profile, and therefore
obtain inaccurate results. For the non-uniform coarse
grids, on the other hand, significant smoothing of the sat-
uration profile is avoided because the cells are grouped
according to magnitude of flow. However, we note that

for the layers from the Tarbert formation the errors for
the non-uniform grids are slightly larger. This is not really
surprising since both methods perform well and the shape
of the grid blocks in the non-uniform grids are more
irregular in size and shape.

5.2.2. Three-dimensional simulations

Fig. 5 shows the saturation and water-cut errors for flow
simulations on 17 models consisting of a stack of five con-
secutive layers from the SPE10 model. Two sets of simula-
tions are done. In the first set the non-uniform grid is
generated by the parameters NL = 6 and NU = 20 and the
uniform grid is a Cartesian grid of 15 · 44 · 5 cells, thus
resolving the layers also in the vertical direction. The sec-
ond set consists of a non-uniform grid generated by the
parameters NL = 25 and NU = 100 and the uniform grid
is a Cartesian grid of 15 · 44 · 1 cells, i.e., the layers are
not resolved in the vertical direction.
We notice first that with the non-uniform coarse grids

we consistently obtain accurate results. In particular, even
though the grids used to obtain the results in Fig. 5b are
four to five times coarser than the grids used to obtain
the results in Fig. 5a, we notice that the errors depicted
in Fig. 5b are only slightly larger than the corresponding
errors depicted in Fig. 5b (see also Table 2).
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Fig. 3. Saturation and water-cut errors for flow simulations on each of the 85 layers in the SPE10 model. The uniformly coarsened grid is a uniform
15 · 44 Cartesian grid. The non-uniform grids contain 619–734 cells (NL = 6, NU = 20).

Table 1
Mean of the errors plotted in Fig. 3

Geomodel Tarbert formation Upper ness formation

Coarsening strategy NUC UC NUC UC

Mean saturation error 0.1737 0.1357 0.1730 0.3031
Mean water-cut error 0.0246 0.0258 0.0263 0.0875
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With uniform coarsening we obtain accurate results
only when using the 15 · 44 · 5 Cartesian grid on stacks
from the Tarbert formation. The reason why accurate
results are obtained for these cases is that each grid
block in the uniform Cartesian grid is only one layer
thick so that we do not have sharp permeability con-
trasts within each grid block. Consequently we expect
large saturation differences inside individual grid blocks
only near the saturation front. For the stacks from the
Upper Ness formation, on the other hand, one expects
large saturation differences within individual grid blocks
in large regions. When using the 15 · 44 · 1 Cartesian
grid one obtains poor results for all stacks. This is due
to the fact that in the Tarbert formation there are large

Fig. 4. Logarithm of velocity for a five spot approximated on a sequence of different grids. Notice that the channelized flow pattern is lost in the Cartesian
coarse grids, whereas the channels are well resolved on the non-uniform coarse grids, even with only 257 blocks. (a) Geomodel (13200 cells) and velocity
on geomodel grid. (b) Coarse grid: 660 blocks; Coarse grid: 649 blocks. (c) Coarse grid: 264 blocks; Coarse grid: 257 blocks.
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Fig. 5. Saturation and water-cut errors for flow simulations on 17 models consisting of a stack of five consecutive layers from the SPE10 model. (a) UC:
15 · 44 · 5/NUC: 2900–3141 cells. (b) UC: 15 · 44 · 1/NUC: 655–714 cells.

Table 2
Mean of the errors plotted in Fig. 5

Uniform grid 15 · 44 · 5 Cartesian grid 15 · 44 · 1 Cartesian grid

Non-uniform
grid

NL = 6 and NU = 20 NL = 25 and NU = 100

Tarbert formation

Mean saturation
error

NUC: 0.1796 UC: 0.1608 NUC: 0.2575 UC: 0.3367

Mean water-cut
error

NUC: 0.0152 UC: 0.0123 NUC: 0.0393 UC: 0.1588

Upper Ness formation

Mean saturation
error

NUC: 0.1493 UC: 0.3397 NUC: 0.2162 UC: 0.5315

Mean water-cut
error

NUC: 0.0213 UC: 0.0913 NUC: 0.0263 UC: 0.1899
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permeability differences between the respective layers,
giving rise to segregated flow scenarios. By approximat-
ing the saturation in all five layers with a constant value,
as is done in the uniform coarse grid simulations, one
obtains large errors. In particular we see that this has
great impact on the water-cut errors. Indeed, the errors
obtained with the 15 · 44 · 1 Cartesian grid are signifi-
cantly larger than the errors obtained with the 15 ·
44 · 5 Cartesian grid.

5.3. Corner-point grid

The corner-point grid (or pillar grid) format [17] is a
very flexible grid format that is used in many commercial
geomodeling softwares. Essentially a corner-point grid con-
sists of a set of hexahedral cells that are aligned in a logical
Cartesian fashion where one horizontal layer in the logical
grid is assigned to each sedimentary bed to be modeled. In
its simplest form, a corner-point grid is specified in terms of
a set of vertical or inclined pillars defined over an areal
Cartesian 2D mesh in the lateral direction. Each cell in
the volumetric corner-point grid is restricted by four pillars
and is defined by specifying the eight corner points of the
cell, two on each pillar.
Fig. 6 shows the corner-point grid that we employ in this

section populated with two different permeability fields.
This grid is given on a 30 · 30 · 30 logical Cartesian for-
mat. However, several layers are partially eroded away so
that many cells disappear and introduce connections
between cells that are not neighbors in the logical grid.
Whereas the logical grid has 27000 cells, the physical grid
contains only 15206 cells.
We consider here a quarter-of-a-five-spot case, i.e., we

inject at constant rate along a vertical column located at
one of the corners and produce at constant rate along a
vertical well at the opposite corner. The corner-point grid
has been populated with 20 different permeability fields.
Each field is a layered scalar permeability field where the
permeability in each layer is spatially correlated and drawn
from a log-normal distribution. For each realization the
permeability distribution of layer z in the logical grid is
generated using the following Matlab code:

k = exp(10 * rand(1) + smooth3(randn(30,30,
3), ‘gaussian’,[3,3,3],0.55)); K(:,:,z) =
k(:,:,2);

In the simulations we have taken 40 pressure steps and
10 saturation steps between each pressure step. The non-
uniform coarse grids are generated using NL = 6 and
NU = 20. These parameters resulted in 20 coarse grids with
647–704 cells. For the uniform coarsening approach we
subdivide the 30 · 30 · 30 logical Cartesian grid uniformly
into a 10 · 10 · 10 grid. However, because some cells dis-
appear, the resulting coarse grid consists of a total of 838
cells. Hence, the non-uniformly coarsened grids contain
20–30% less cells than the uniformly coarsened grid that
we use for comparison.
Fig. 7 shows saturation errors e(S) and the water-cut

errors e(w) for all permeability fields and three viscosity
ratios. Table 3 shows the mean error over the 20 realiza-
tions. The results clearly demonstrate that the solutions
obtained with non-uniform coarse grids are, on average,
significantly more accurate than the solutions obtained
for the uniformly coarsened grid. For instance, the satura-
tion errors obtained on the non-uniform coarse grids are in
all cases, except for realization 19 with lo = 10lw, about
0.25, whereas the saturation errors obtained using the uni-
formly coarsened grid is often much larger.
The water-cut errors increase for both methods when lo

decreases relative to lw. This is primarily due to the fact
that high-viscosity ratios have a sharpening effect on the
saturation front. In particular, for lo = 0.2 lw we obtain
shock-type saturation fronts. Simply due to less spatial res-
olution, shock-type saturation fronts will be smoothed on
coarsened grids. Hence, because the reference water-cut
curve is a function of fine-grid saturations, and coarse grid
water-cut curves are functions of coarse grid saturations,
we obtain larger water-cut errors for high viscosity ratio
flows than for low viscosity ratio flows. We notice also that
for a couple of realizations for the case lo = 0.2 lw the
water-cut error obtained with the non-uniform grid is lar-
ger than for the uniform grid. A reason for this may be that
the algorithm sometimes groups many of the cells along the
production well in one block, and therefore do not account
for different breakthrough time in the different layers. This

Fig. 6. Permeability field realizations 1 (left) and 2 (right). Realization 1 is particularly difficult to upscale because there are very few high-permeability
layers. Consequently a lot of flow is forced into only a few of the layers. Realization 2 gives flow scenarios that are much easier to upscale. This model has
thick high-permeable zones that transmit majority of the flow.
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could of coarse be avoided by adding an extra feature in
the coarsening algorithm that ensures that blocks do not
contain too many cells with a source.

5.4. Robustness

In the current section we seek to demonstrate the robust-
ness of the proposed grid coarsening strategy. In particular
we make an effort to show that the method provides accu-
rate results for various degrees of coarsening and for vari-
ous flow scenarios. To demonstrate the latter, we first
consider flows imposed by different well-configurations.
Next we pick one of the well-configurations and show that
one obtains more accurate results with the non-uniform
coarsening approach than with uniform coarsening, also
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Fig. 7. Saturation and water-cut errors for 20 different permeability field realizations and viscosity ratio 0.1 (top), 1 (middle), and 5 (bottom).

Table 3
Mean of the errors plotted in Fig. 7

Viscosity ratio lo = 10lw lo = lw lo = 0.2lw

Coarsening strategy NUC UC NUC UC NUC UC

Mean saturation error 0.2370 0.3919 0.2296 0.3551 0.2224 0.2930
Mean water-cut error 0.0368 0.1439 0.0697 0.2337 0.1823 0.2750
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when well-rates change during simulation. Finally we
explore a flow scenario where the well-configuration
changes rapidly during simulations. This case corresponds
to a situation where new wells are drilled and old wells
are shut down or reopened during simulation.
We would like to emphasize that we never regenerate the

non-uniform coarse grid even though flow conditions
change significantly so that the simulation velocity differs
a lot from the velocity that is used to generate the coarse
grid (cf. Algorithm 1).
In this section we revisit the SPE10 model. In particular,

we consider the four bottom layers (from the fluvial Upper
Ness formation) and use the same definition of the phase
mobilities, i.e., kw and ko are defined by (16) with lo = 3 cp
and lw = 0.3 cp. In each simulation we take 20 pressure
steps and 200 saturation steps.

5.4.1. Robustness with respect to degree of coarsening

To assess robustness with respect to the degree of coars-
ening, we have selected five different Cartesian coarse grids,
and chosen the parameters NL and NU correspondingly to
create grids with comparable resolution. Table 4 shows the
Cartesian grid dimensions along with the number of cells in

the Cartesian grid and in the non-uniformly coarsened
grid.
Here we use the same well-configuration as in [9]; one

injector in the middle and a producer at each corner
(well-configuration A in Fig. 9). The corresponding satura-
tion and water-cut errors are shown in Fig. 8. The results
show that the non-uniform coarse grids consistently allow
more accurate results than one obtains with the corre-
sponding uniformly coarsened Cartesian grids. In particu-
lar it is worth noticing that for the four finest grids we
obtain water-cut curves that nearly match perfectly the ref-

Table 4
Number of cells in each of the uniformly coarsened (Cartesian) and non-
uniformly coarsened grids, respectively

Cartesian
grid

30 · 110 · 4 20 · 55 · 4 15 · 44 · 2 10 · 22 · 2 6 · 22 · 1

Number of
cells

13200 4400 1320 440 132

NUC:
NL/NU

2/6 4/16 10/40 25/150 50/500

Number of
cells

7516 3251 1333 419 150
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Fig. 8. Saturation and water-cut errors for five degrees of coarsening. For each case, the grid dimensions for the uniformly coarsened Cartesian grid is
given.
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Fig. 9. Five selected well-configurations.
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erence curve (see also the water-cut curves corresponding
to well-configuration A in Fig. 11).
The saturation errors shown in Fig. 8 are computed on

the fine grid. Hence since the coarse grid saturation solu-
tions provide estimates for the average saturation in each
block, we should indeed expect that the saturation error
increases when the blocks become larger. However, the fact
that we continue to produce accurate water-cut curves
demonstrates that we are able to capture the qualitative
behavior of the flow accurately, also on highly coarsened
grids. The main reason for this is that the non-uniform
grids resolve high flow channels quite well, also on very
coarse grids, as is illustrated in Fig. 4.

5.4.2. Robustness with respect to well-placement

In this section we investigate the robustness with respect
to well-locations. To this end we consider five test-cases
with the five well-configurations shown in Fig. 9. To create
the coarse grid we use NL = 10 and NU = 40, i.e., the same
parameters that were used to generate the third non-uni-
form coarse grid above. Fig. 10 compares the saturation
and water-cut errors obtained for each well-configuration
with the corresponding errors obtained using a uniform
15 · 44 · 2 Cartesian grid. The number of cells in the
non-uniform coarse grids are shown in parenthesis along
the lower edge of the plots. These plots show the same
trend as Fig. 8; with the non-uniform coarsening approach
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Fig. 10. Saturation and water-cut errors for each of the five well-configurations.
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Fig. 11. Water-cut curves for each of the five well-configurations.
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we consistently get significantly less saturation and water-
cut errors than we obtain using the corresponding Carte-
sian coarse grid. This is further illustrated in Fig. 11 which
shows the respective water-cut curves for each well-
configuration.

5.4.3. Robustness with respect to changing flow conditions

Finally we demonstrate that the proposed gridding
strategy is applicable also when flow conditions change
significantly, i.e., by generating the non-uniformly coars-
ened grids at initial time only. To this end we consider
first a case with well-configuration A presented above
where only the well rates change. For each pressure step
we select the total well rates for each producer from a
random distribution, ensuring only that they sum up to
the injection rate for compatibility. We employ NL = 10,
and NU = 40 and compute the initial velocity field for
the case where all producers have the same total well rate.
Fig. 12 shows how the saturation error e(S, t) evolves
along with the associated water-cuts. For both the non-

uniform grid simulation and the uniform grid simulation
we see that the error is about the same as for the case
with fixed well-rates (Fig. 11: well-configuration A). In
particular, the water-cut for the non-uniformly coarsened
grid still matches very closely the water cut for the refer-
ence solution.
Next use the grid generated with well pattern C to run a

simulation where we rotate among the well-configurations
depicted in Fig. 9. That is, for each pressure step we choose
a new well-configuration so that at the end of a simulation
we have employed each well-configuration four times.
Qualitatively the results depicted in Fig. 13 are very similar
to the results depicted in Fig. 12, and thus also to the
results for fixed well-rates and fixed well-configurations
seen in Figs. 10 and 11.
These examples indicate that it is not necessary to regen-

erate the non-uniform coarse grid when flow conditions
change, i.e., when flow patterns during simulation are dom-
inated by heterogeneity, but possibly differ substantially
from the pattern used to generate the grid. More detailed
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Fig. 12. Saturation and water-cut errors for a case where the well-rates change during simulation.
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analysis of the effects of changing flow directions on the
coarsening algorithm (e.g., for gravity dominated flows)
is currently under investigation.

6. Summary and concluding remarks

In this paper we have presented a generic non-uniform
coarsening strategy for modeling subsurface flow applica-
tions. The main objective has been to exploit information
in high-resolution geological models in an optimal way.
The proposed grid coarsening algorithm is applicable to
both structured and unstructured grids and gives consis-
tently more accurate results compared to results obtained
with uniformly coarsened grids with roughly the same
number of cells. The key to the enhanced accuracy is that
the flow velocity is more accurately resolved on the non-
uniform coarse grid.
The current work is motivated in particular by previous

work of Durlofsky et al. [10] who proposed a strategy for
generating coarse grids that are more finely gridded in
high-flow regions than in low-flow regions. The main sig-
nificance of our approach is that it is generic. Whereas
the coarsening strategy in [10] applies primarily to Carte-
sian-like geomodels with high-flow channels that are
aligned with the grid, our approach applies to arbitrary
grids and arbitrary heterogeneous structures. The algo-
rithm is also conceptually simple and easy to implement.
We therefore believe that the proposed approach should
be valuable in an industrial setting, e.g., by allowing users
to specify grid-resolution at run-time to fit available com-
puter resources and project requirements.
The ability to generate grids with user-defined resolution

at run-time brings us closer to having an Earth Model
shared between reservoir engineers and reservoir geologists
[15]. This means that the geological model provided by
geologists is used as input for the reservoir simulator.
Apart from giving the reservoir engineer a better descrip-
tion of the subsurface, this will also offer the geoscientist
the ability to validate the geomodel before it is sent to
the reservoir engineer. This can simplify and accelerate flow
simulation workflows considerably, and thereby allow e.g.,
oil-companies to save many man-hours.
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FLOW-BASED COARSENING FOR MULTISCALE SIMULATION OF
TRANSPORT IN POROUS MEDIA

VERA LOUISE HAUGE, KNUT–ANDREAS LIE, AND JOSTEIN R. NATVIG

Abstract. Geological models are becoming increasingly large and detailed to account for
heterogeneous structures on different spatial scales. To obtain simulation models that are
computationally tractable, it is common to remove spatial detail from the geological descrip-
tion by upscaling. Pressure and transport equations are different in nature and generally
require different strategies for optimal upgridding. To optimize the accuracy of a transport
calculation, the coarsened grid should generally be constructed based on a posteriori error
estimates and adapt to the flow patterns predicted by the pressure equation. However, sharp
and rigorous estimates are generally hard to obtain, and herein we therefore consider vari-
ous ad-hoc methods for generating flow-adapted grids. Common for all, is that they start
by solving a single-phase flow problem once and then continue to form a coarsened grid by
amalgamating cells from an underlying fine-scale grid. We present several variations of the
original method. First, we discuss how to include a priori information in the coarsening
process, e.g., to adapt to special geological features or to obtain less irregular grids in regions
where flow-adaption is not crucial. Second, we discuss the use of bi-directional versus net
fluxes over the coarse blocks, and show how the latter gives systems that better represent
the causality in the flow equations, which can be exploited to develop very efficient nonlinear
solvers. Finally, we demonstrate how to improve simulation accuracy by dynamically adding
local resolution near strong saturation fronts.
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1. Introduction

The main purpose of reservoir simulation is to provide predictions of the movement of
hydrocarbon phases and water that will help oil and gas companies make better decisions on
how to develop and produce their assets. The complexity of the workflows that lead to deci-
sions is ever increasing, and advances in reservoir characterization, production optimization,
and real-time reservoir management is leading to continued demand for faster and more ad-
vanced flow simulation tools. In particular, optimizing the recovery from mature and brown
field assets will require multi-fidelity simulators that have a lot of flexibility and scalability
to enable reservoir engineers to evaluate many (different) scenarios.

Coming up with a satisfactory solution is a challenging and daunting task and in this
paper, we will only address a small part of the problem: development of multi-fidelity trans-
port solvers to overcome the gap in resolution between geological and simulation models.
Geo-cellular models resulting from structural and petrophysical modelling typically contain
significantly more detail than what the reservoir engineer can afford if the simulation is to
fit in memory and finish within a reasonable time frame of what he/she feels is necessary to
capture the flow dynamics of a particular scenario with sufficient detail.

The traditional approach has been to use upgridding to create a new grid model with
reduced spatial resolution and upscaling to bring petrophysical properties from the high-
resolution geological description down to the new grid. A large number of different strategies
have been developed to minimize the errors introduced in this model-reduction process, see
e.g., [4, 6, 7, 10]. Upgridding and upscaling is generally a manual process and choosing
the ’right’ method and model resolution can be highly problem dependent and very time-
consuming. The problem becomes more complicated as changes are introduced in the reservoir
description to match observed (dynamical) data. Ideally, all changes should be made to the
fine-scale geological model. However, because the turnaround time of traditional up- and
downscaling processes is typically much larger than the man-hours allocated to the modelling
project, one ends up with incompatible models at different spatial resolutions.

Herein, we will consider a multiscale approach to geological modelling. This approach
differs from the traditional upgridding/upscaling approach in the sense that a fine-grid model
is present at all times. Then it is up to the multiscale simulator to (automatically) coarsen
the grid to reduce the number of degrees of freedom to a level that is sufficient to resolve
flow physics and satisfy requirements on computational costs. The first component in such
a simulator is a multiscale flow solver [9, 12, 13] that captures the fluid flow as a linear
combination of a set of numerically computed basis functions. As such, the multiscale flow
solver can be considered either as a robust upscaling method, or as a single-step upscaling-
downscaling method that delivers approximate fine-scale fluxes. The basis functions are
computed by solving localized flow problems, and the main distinction between different
multiscale methods is how the local flow problems are constructed. The methods presented
in the following are developed to accompany a particular method [3], but all ideas presented
can readily be combined with any multiscale flow solver that produces conservative fluxes
on coarse, fine, and intermediate grids. Previous research [3] has shown that our particular
multiscale flow solver gives the best performance when the associated coarse grid follows
geological structures. For corner-point grids, this is typically achieved through a regular
partitioning in index space (using the underlying logical ijk numbering). Figure 1 gives a
visual illustration of a multiscale flow solver.
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Figure 1. Illustration of a multiscale flow solver applied to a model from the
SAIGUP study [17]. The coarse grid is generated as a regular partitioning of the
underlying fine grid. Localized flow problems are set up (here, between each pair
of blocks that share a common face) and then solved numerically. Finally, the basis
functions are used to construct a global flow solution.

The second component of a multiscale simulator is an efficient transport solver that uses
the flow field (pressure and total velocity) from the multiscale flow solver to evolve fluid
saturations and compositions. To this end, there are several alternatives, depending upon
which resolution one chooses to use. If the transport is to be computed on the same coarse
grid as used in the multiscale flow solver, the best choice is to use a standard implicit finite-
volume method with the coarse-scale fluxes computed by the multiscale solver. To solve
the transport without upscaling—using the fine-scale, approximate fluxes—the best choice is
probably a streamline method, e.g., as described in [1, 20], or one can use similar operator-
splitting techniques to develop highly-efficient finite-volume solvers [18, 19] that use flow
information to obtain an optimal ordering of the nonlinear discrete transport equations so
that these can be solved in a cell-by-cell or block-by-block fashion. This gives local control
over the (computationally expensive) nonlinear iterations and can significantly reduce the
computational cost compared with standard (implicit) finite-volume methods.

In many cases solving saturation equations on the coarse scale may be too inaccurate and
solving it on the fine grid may be too costly, and one would therefore look for a compromise
between accuracy and computational speed. The adaptive multiscale finite-volume method
of Lee et al. [16] and Zhou et al. [21] is one approach in this direction, in which three prolon-
gation operators with different computational complexity were used to construct a multiscale
transport solver. Alternatively, to optimize the accuracy of a transport calculation, the coars-
ened grid should generally adapt to the flow patterns predicted by the flow solver. Ideally,
the flow-adapted grid should be constructed using a posteriori error estimates. Obtaining
sharp and rigorous estimates are generally hard and good ad-hoc methods have been shown
to capture flow and transport in highly heterogeneous reservoirs with good accuracy [2, 8]. In
a flow-based method the grid is aligned to capture high-flow regions and (clearly) distinguish
between regions of high and low flow. By capturing these important characteristics of the
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flow, one is able to generate coarse grids with a high upscaling factor that still deliver good
accuracy.

In this paper, we will combine several of these ideas for speeding up the transport solves
in a multiscale simulator setting. That is, we will make a few algorithmic improvements for
the nonuniform coarsening method of Aarnes et al. [2] and borrow ideas from the reordering
methods of Natvig and Lie [18] and the adaptive multiscale method of Lee et al. [16] and
Zhou et al. [21].

2. Mathematical Model and Numerical Discretization

In general, multi-fidelity simulators need to cover a wide range of enhanced recovery pro-
cesses including biological, chemical, electrical, gas-based, thermal, and water-based methods.
However, in the following we will only consider the simplified setting of an incompressible,
immiscible two-phase flow, described by a set of flow equations for the global pressure p and
the total velocity �v

(1) ∇ · �v = hp, �v = −Kλ(S)∇p,

and a transport equation for the saturation of one of the phases,

(2) φ
∂S

∂t
+ �v · ∇f(S) = hS .

These equations are defined over a singly-connected domain, represented by a grid that con-
sists of a set of grid cells ci, i = 1, . . . , n. No further assumptions are made on the geometry
and topology of the grid, apart from the requirement of an explicit mapping N (c) between
cell c and its nearest neighbours. Most of the ideas we present in the following will therefore
be applicable to any matching, unstructured, polyhedral grid. To keep the presentation as
simple as possible, our examples will, with two exceptions, focus on 2D Cartesian grids, taken
from individual layers of the widely used SPE10 benchmark [5]. Likewise, as our interest
is primarily in the transport solver, we make no assumptions about the flow solver except
that it produces mass-conservative fluxes on each cell. In a multiscale setting, our primary
example of such a solver would be the multiscale mixed-finite method of Aarnes et al. [3]. In
the following, vij will denote the flux over fine-cell interface γij between cells ci and cj .

The remains of the paper will focus on transport solvers defined over a coarse grid that
is constructed by grouping sets of cells into blocks B�,  = 1, . . . , N . The simplest way of
representing such a coarse grid is by a partition vector p with n elements, for which element
pi assumes the value  if cell ci is member of block B�. Representing the coarse grid by a
partition vector gives us great flexibility in the shape of individual grid blocks and also opens
up for a simple (interactive) manual editing, if deemed necessary. Herein, however, we will
not use any manual editing to improve grid quality. More details of the grid generation will
be given from the next section and onward.

Having created a coarse grid, the next step is to construct a coarse-grid transport solver.
To this end, we assume that the saturations are constant over each grid block, i.e., S� =
|B�|−1

∫
B�
S(x) dx. Then, a conservative coarse-grid discretization is obtained by summing a
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standard single-point upwind discretization for all cells in a block:

(3) Sn+1
� = Sn

� +
Δt∫

B�
φdx

∫
B�

hS(Sn+1) dx

− Δt∫
B�
φdx

[
f(Sn+1

� )
∑

γij⊂∂B�

max(vij , 0)−
∑
k �=�

(
f(Sn+1

k )
∑

γij⊂Γk�

min(vij , 0)
)]
.

Notice that if there is bi-directional flow across Γk� = ∂Bk∩∂B�, then the phase-flux across Γk�

is approximated using both S� and Sk. Thus, although (3) stems from a single-point upwind
scheme on the fine grid, we may obtain a two-sided upwind scheme on the coarse grid. Because
the method uses fluxes computed on a finer scale to correctly propagate information over the
faces of the coarse grid, it can be viewed as multiscale solver.

The observant reader will notice that the evaluation of the fractional flow function has been
moved outside the sum over fine-grid faces in (3). Ideally, the saturation should have been
reconstructed in the cells along the block faces Γk� to account for subscale variations in the
fractional flow. Whereas this is straightforward for an explicit scheme on rectangular blocks,
we are not aware of any good method to do so for implicit schemes on arbitrarily shaped
blocks. In the following, we will therefore only compute block-averaged saturations.

The multiscale transport solver in (3) has an upscaling counterpart, which only uses one-
way fluxes over each coarse interface. These net coarse-scale fluxes are derived by integrating
the fine-scale fluxes, giving the following scheme

(4) Sn+1
� = Sn

� +
Δt∫

B�
φdx

[∫
B�

hS(Sn+1) dx−
∑
k �=�

max
(
f(Sn+1

� )
∑

γij⊂Γk�

vij ,−f(Sn+1
k )

∑
γij⊂Γk�

vij

)]
.

Like the fine-scale discretization, this is a single-point upwind scheme, but now on the coarse
scale. Using net fluxes will simplify the coupling in the resulting nonlinear discrete system.
Notice also that the net fluxes used in (4) only coincide with the coarse-grid fluxes computed
by the multiscale flow solver when the two solvers are defined over the same coarse grid.

Based on (3) and (4), one can easily develop an adaptive scheme that uses net fluxes across
all grid faces where the flux is predominantly unidirectional and fine-scale fluxes across the
other faces.

3. Flow-Based Nonuniform Coarsening

We will use the nonuniform coarsening method by Aarnes et al. [2] as our starting point for
developing efficient transport solvers on flow-adapted coarse grids. This method partitions
the fine grid into coarse blocks according to flow magnitude by separating regions of high and
low flow.

The algorithm follows four steps:
(1) Compute an initial partitioning. To this end, we will use the logarithm of the flow as

our indicator function, g(ci) ∝ log |�v(ci)|, which is segmented into ten uniform bins:
ci ⊂ B̃� if g(ci) ∈ [g�, g�+1). Each bin B̃� may consist of a multiply connected set of
cells and must be postprocessed and split into singly-connected blocks.

(2) Merge small blocks. If a block B′ has too small volume, |B′| < NL
n |Ω|, it is merged with

the neighbouring block B that has the closest g-value defined as g(B)|B| = ∫
B g(c) dx.

(3) Refine blocks with too much flow. If
∫
B g(c) dx >

NU
n

∫
Ω g(c) dx, then

(a) Pick an arbitrary cell c0 belonging to ∂B.
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Step 1: 304 blocks Step 2: 29 blocks Step 3: 47 blocks Step 4: 39 blocks

Figure 2. Illustration of Steps 1 to 4 for a quarter five-spot simulation of a 50× 50
excerpt from Layer 68 from Model 2 of the SPE10 benchmark [5]. The coarsening
parameters are NL = 20 and NU = 100. In the rightmost plot, the colours represent
logarithm of the underlying fine-scale velocity field.

(b) Find the cell c1 ⊂ B that is furthest away from c0, using, e.g., the distance
between the cell centroids as a metric, and define B′ = c1.

(c) Progressively enlarge B′ by adding cells surrounding B′; that is, add c ⊂ N (B′)
if c �⊂ B′, as long as

∫
B′ g(c) dx ≤ NU

n

∫
Ω g(c) dx.

(d) Define B = B \B′ and continue to refine B if the upper bounds are still violated.
(4) Repeat Step 2.

The four steps are illustrated in Figure 2. Two coarsening parameters determine the coars-
ening level: NL gives a lower bound on the volume of blocks and prevents the algorithm from
generating too small blocks, and NU gives an upper bound on total amount of flow through
each grid block and prevents the algorithm from generating too large blocks. In the original
algorithm, N (c) is defined as the face neighbours: that is, cells c and c̃ are neighbours if they
share a common face. For a Cartesian grid, this corresponds to the usual 5-point neighbour
relation, and gives rise to the characteristic diamond-shaped cells seen in the two rightmost
plots. To get blocks with a more regular shape, we will in the following use a 9-point neighbour
relation. We refer the reader to [11] for a more thorough discussion of neighbour relations in
coarsening algorithms.

4. Imposing A Priori Shapes

The algorithm presented in the previous section is fully automated in the sense that the de-
gree of coarsening is determined by two user-supplied parameters (NL and NU ) and the shape
of the blocks is determined by the neighbourhood definition, so that the algorithm creates
coarse grids with block boundaries that are aligned with distinct features in the permeability
field as reflected in the computed velocity field. For highly heterogeneous reservoirs, and in
particular for strongly channelized reservoirs, this results in grids that capture the dominating
flow patterns very accurately, even for high upscaling factors. This was demonstrated in [2],
for both structured and unstructured grids, and in particular for Model 2 from the 10th SPE
Comparative Solution Project [5], for which flow-based coarsening significantly reduces satu-
ration errors and errors in water cuts compared with a regular Cartesian coarsening for the
fluvial part of the model (the 50 layers of the Upper Ness formation). Moreover, Aarnes et al.
[2] demonstrated that the method is robust with respect to coarsening degree and varying
flow patterns, as long as the flow field is dominated by the underlying heterogeneity.
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Generally, the nonuniform coarsening algorithm is not as robust and efficient as it was
somewhat optimistically reported in [2]. On the upper layers of the SPE10 model (the some-
what smoother Tarbert formation), the flow-based grids do not give better accuracy than
a straightforward Cartesian coarsening. In fact, we have run numerous experiments with
varying coarsening factors for the SPE10 and other models that all indicate that Cartesian
coarsening predominantly gives slightly better accuracy in saturation fields and water cuts
than the flow-based grid for cases with small or moderate heterogeneity. Altogether, our
experiments suggest that the original algorithm, as presented in the previous section, has a
tendency of exaggerating the effect of the underlying velocity pattern and thus creates grids
that are more irregular than what is needed.

The flow-based grids typically have more irregular blocks with more neighbours and coarse-
block interfaces and this tends to increase the coupling in the discrete nonlinear system. The
number of couplings in the nonlinear system will typically affect how costly it is to solve,
and hence it is desirable to increase the regularity of the blocks if it does not significantly
affect their ability to resolve flow patterns; we will come back to this discussion in the next
section. In many cases, the user will have expert knowledge of what has the most influence
on accuracy and may want, e.g., to impose a priori information on the (local) shape of the
coarse blocks. Likewise, there can be other geological features that the user may want to
use to create grids that better adapt to the underlying geology. In the rest of this section,
we will demonstrate how to use such a priori information to create grids that give improved
accuracy.

First of all, we propose an additional step in the original algorithm that consists of inter-
secting the initial flow-based colouring of cells in the first step with an a priori partitioning.
This intersection will then be the basis for the rest of the steps, which remain unchanged
from the original algorithm. We point out that this additional step is applicable to any grid,
for which the user is able to specify an a priori partition vector pa. Second, to reduce the
influence of the underlying heterogeneity on the coarsening, we look at the initial colouring
of cells. Reducing the number of bins means that we increase the size of the blocks resulting
from the flow-based colouring, and hence to a large extent preserve the a priori partition. If
the sizes of the a priori blocks are within the bounds specified by the NL and NU parameters,
a large number of these blocks will be left intact by Steps 2–4.

To illustrate the effect of the extra step and the adaptive number of initial bins, we will
consider an example in which we seek to impose a regular Cartesian partitioning on the
flow-based gridding process.

Example 1 (Layer 1 of SPE10). The leftmost plot in Figure 3 shows the intersection of
a regular 6 × 22 Cartesian coarsening with the initial flow-based colouring. Altogether, this
generates a finer partitioning as the starting point of the merging and refinement steps. The
added interfaces are straight lines that will typically be preserved in low-flow regions, as seen by
comparing Grid 1 with the grid generated by the original algorithm. In the original algorithm
and for Grid 1, we have used 10 bins in the initial colouring. This amounts to approximately
one bin per order of magnitude in the underlying velocity field for the fluvial parts of the
SPE10 model. For the layers in the Tarbert formation, as considered here, the logarithmic
span in the velocities is significantly smaller. For Grid 2, we therefore have chosen the number
of initial bins equal to the logarithmic span in the underlying fine-scale velocity field. As a
result, more blocks from the a priori partitioning remain unchanged throughout Steps 2–4,
and the resulting grid has a much more regular structure than Grid 1. On the other hand,
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Initial intersection Grid 1 Grid 2 Original algorithm
178 blocks 154 blocks 188 blocks

852 interfaces 709 interfaces 930 interfaces

Figure 3. Nonuniformly coarsened grids for Layer 1 of Model 2 from SPE10. The
leftmost plot outlines the intersection of the initial partitioning, where red lines rep-
resent the a priori partitioning and black lines the partitioning into bins. Grid 1 is
generated with 10 initial bins and Grid 2 with the number of bins adapted to the flow,
and for both we used coarsening parameters NL=25, NU=125 and a uniform 6× 22
a priori partitioning. The rightmost plot shows the grid generated by the original
algorithm with parameters NL = 15, NU = 75 and a 9-point neighbourhood relation.
All three grids are outlined on top of the logarithm of the fine-scale velocity field,
computed by solving a quarter five-spot problem.

for both Grid 1 and Grid 2, we observe that the high-flow channels are distinctly outlined and
corresponds to the ones detected by the original algorithm. In regions of low flow, we also
observe that the original grid has a much more complex grid structure, with a larger number
of neighbouring connections.

We have run a large number of different studies using the original and our improved algo-
rithm (a few quantitative results will be reported in the next section). Choosing the number
of bins according to the logarithm span in velocity (or possibly permeability) seems to be
a good choice. The other parameters, however, must be chosen with some care and possi-
bly be fine-tuned to give optimal results. For small and moderate heterogeneities, it seems
particularly important to balance the choice of the two partitioning mechanisms. Choosing
a coarse a priori partitioning and small partitioning parameters (NL, NU ), means that the
flow-based partitioning will dominate and any advantages from the a priori partitioning dis-
appears. Likewise, choosing a fine a priori partitioning and large values for NL and NU ,
implies that most cells are merged into large blocks in Step 2 and then refined in Step 3. The
resulting grid will hence have the characteristics of the original algorithm, and the effects of
the a priori partitioning disappears.
A priori information can also be used to distinguish different geological features that need

to be taken into account and/or preserved during the coarsening. In the next example,
we demonstrate how one can use facies numbers as the initial partitioning to ensure that the
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Facies distribution facies only facies and Cartesian partitioning
38 blocks 41 blocks

PEBI grid and wells facies only facies and METIS partitioning
39 blocks 40 blocks

Figure 4. Coarsening using a priori information of facies distribution. In the upper
row, the underling fine grid is a regular 50× 50 Cartesian grid. In the lower row, the
fine grid is a fully unstructured PEBI grid with 1697 cells.

coarse blocks do not cross facies boundaries. This can be very useful if the facies have different
relative permeabilities or capillary pressure curves. By making sure that each coarse block
consists of only one facies, one can avoid cumbersome upscaling of relative permeabilities and
capillary pressure functions to the coarse grid.

Example 2 (Facies model). We consider a rectangular domain with a facies distribution as
shown in the upper-left plot of Figure 4. The permeability distribution follows a lognormal
distribution inside each facies with mean values of 400, 20, 35, and 800 mD, respectively.
The permeability distribution is sampled on a regular 50 × 50 Cartesian grid. The reservoir
is produced by an injector-producer pair located near the upper-left and lower-right corners of
the domain, respectively; the wells are shown as red dots in the lower-left plot in Figure 4. For
illustration purposes, we generate two coarse grids: for the first one, we only use the facies
distribution as our a priori partition vector, and for the second one, we impose a regular
Cartesian partitioning, in addition, as discussed for Grid 2 in Example 1. The two grids are
shown in the middle and left plot in the upper row of Figure 4. From the plots, we clearly see
that the coarse blocks are confined inside a single facies. By additionally imposing an a priori
Cartesian partitioning, we increase the number of blocks, but also get more regularity in our
coarsening.
To demonstrate that our method is not restricted to Cartesian grids, we consider the same

facies and permeability distribution (re)sampled on the PEBI grid (unstructured Voronoi grid)
with 1697 cells shown in the lower-left plot of Figure 4. The middle and left plots in the lower
row of Figure 4 show two coarse grids by our algorithm. The difference in the two grids lie in
how we perform the refinement in Step 3 of the algorithm. In the middle plot, we have used
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the refinement method outlined above with the unstructured equivalent of the 9-point neighbour
definition. Also in this case, the blocks are clearly confined to a single facies, as desired.
However, because of the unstructured connections in the fine-scale grid, the coarse blocks are
significantly more irregular than in the Cartesian case. In the left plot, we have instead used
METIS to perform the refinement step, this in an attempt to improve the regularity of the
blocks.

Although the results presented in the previous example are encouraging for PEBI grids,
we believe that more research is needed to come up with a better algorithm for refining large
blocks in Step 3, particularly in 3D, in a way that imposes more regularity on the resulting
blocks. The same problem arises when generating coarse grids to be used in multiscale flow
solvers. Because of the complex connection pattern of the underlying unstructured grid, it is
generally difficult to come up with coarse blocks that do not have irregular boundaries. One
possibility would be to include a smoothing step, but this would need to be carefully designed
to distinguish between irregular faces caused by flow adaption and irregular faces induced by
the unstructured connections.

In the next example, we will study a realistic 3D model represented in the industry-standard
corner-point format, i.e., as a grid that consists of a set of hexahedral cells that are topo-
logically aligned in a Cartesian fashion so that the cells can be numbered using a logical ijk
index. From a coarsening perspective, the underlying ijk index is very useful and can e.g.,
be utilized to impose a regular a priori partitioning as in Example 1. Here, however, we will
use saturation regions as our a priori partitioning.

Example 3 (SAIGUP). We consider one of the faulted models from the SAIGUP study [17],
which we have already used in Figure 1 to illustrate the key steps of a multiscale flow solver.
The petrophysical parameters for the model were generated on a regular 40×120×20 Cartesian
grid and then mapped onto a structural model described using the corner-point grid formate.
The left plot in Figure 5 shows the structural model. The colors represent the six different
saturation regions (Eclipse keyword SATNUM), which may or may not correspond to different
facies or rock types. Because the main purpose of the example is to illustrate the gridding
capabilities on a model with realistic geometry and petrophysical properties, we use a simple
injector–producer pair (see Figure 1) and create a relatively coarse flow-based grid.
The coarse grid was created by imposing the six saturation regions as an a priori partition-

ing. Moreover, in Steps 2 and 4, we restricted the neighbourhood definition to only include
cells that were part of the same saturation region. As we see from Figure 5, the coarse blocks
have complicated shapes but seem to follow the saturation regions; this is particularly evident
in region six. The plot may be slightly deceiving with respect to the connection between blocks:
blocks that appear to be multiply connected are, in fact, singly connected through cells in deeper
layers that are not visible in the plot.

Another example of flow-based gridding on corner-point grids was presented by Krogstad
et al. [15], who used such grids to accelerate forward simulations in a production optimization
workflow. In the next section, we will give a more quantitative study of the gridding methods
introduced in the previous section when applied together with the multiscale transport solver
(3) and the coarse-scale solver (4).
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Figure 5. Flow-based coarsening of a faulted SAIGUP model. The upper-left plot
shows the structural model. The upper-right plot shows the six saturation regions.
The lower plots show the coarse-grid blocks in saturation regions three and six, re-
spectively.

5. Multiscale versus Coarse-Scale Solver

First, we start by discussing the computational efficiency. Both discretizations, (3) and (4),
lead to a system of nonlinear equations that will typically be solved by a Newton–Raphson
type method. The computational efficiency of the nonlinear solver will to a large extent
depend on the structure and the condition number of the system. The best we can hope for,
is that the discrete system has an upper (or lower) triangular form, because then we can use
a nonlinear Gauss–Seidel solution procedure and compute the unknown block saturations by
backward (or forward) back-substitution. This is clearly possible for a 1D problem. Likewise,
in the absence of gravity and capillary forces, (2) has an inherent causality principle that is
utilized in streamline methods to transform the multi-dimensional transport equation into a
family of 1D problems along streamlines.

Natvig and Lie [18] recently demonstrated how this causality principle can be used to com-
pute an optimal flow-based ordering that renders the system in a block-triangular form. If
the flow solver is monotone, each diagonal matrix block will correspond to only one grid block
and the solution can be computed block-by-block, moving gradually downstream from wells
or other fluid sources. For non-monotone flow solvers, there will be some circulation in the
discrete fluxes, which will lead to larger matrix blocks that contain grid blocks that are circu-
larly dependent. Still, the system can be solved by an efficient block-wise back-substitution
procedure, in which the circularly dependent grid blocks (henceforth called connected com-
ponents) are solved for simultaneously. Furthermore, if the linearization is performed locally
on each matrix block, we gain local control over the nonlinear (Newton–Raphson) iterations
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Table 1. Comparison of the matrix structure on two layers of SPE10. For each
column, the first number refers to the multiscale solver (3) and the second number
refers to the coarse-scale solver (4).

Layer 1 Layer 37
Grid 2 Original Cartesian Grid 2 Original Cartesian

# grid blocks 154 154 188 188 220 220 169 169 205 205 220 220
# scalar components 1 127 0 138 75 220 1 65 0 100 16 208
# connected components 4 7 1 7 50 0 1 13 2 9 24 3
largest component 89 6 188 26 10 – 168 33 203 26 48 4
# off-diagonal elements 507 342 798 495 503 408 756 439 911 557 574 408

and thereby obtain highly efficient and (near) optimal nonlinear solvers [18, 19]. Finding the
connected components and the optimal ordering are standard and efficient O(N) operations
from graph theory that are easy to implement.

Rather than considering a specific nonlinear solver, we will in the following use the degree
to which the discrete system can be reordered into a triangular form as a measure of the
efficiency of the grid. Our idea is that if such a structure exists, any efficient nonlinear solver
should ideally be able to exploit it.

Example 4 (Layers 1 and 37 of SPE10). Continuing from Example 1, we consider a quarter
five-spot problem on two layers from the SPE10 model: Layer 1 from the Tarbert formation
and Layer 37 from the fluvial Upper Ness formation. For each layer, we will use three different
grids: a 10×22 Cartesian grid, a grid generated by the original algorithm from [2], and Grid 2
from Example 1 and its equivalent on Layer 37. Table 1 reports the corresponding number of
scalar components, number of connected components, number of blocks in the largest connected
component, and number of off-diagonal entries.
Let us first look in detail on a few of the grids. We start by the Cartesian grid for Layer 1.

Using bi-directional fluxes, there are 50 connected components that contain at most ten grid
blocks and 75 scalar components. If we instead use net fluxes, there are only scalar components
in the system, which can therefore be solved one grid block at the time. Next we consider Grid 2
on Layer 37. Figure 6 shows the concept of the matrix reordering for the case with net fluxes:
Out of the 169 blocks in the grid, 104 blocks have some circular dependence and are part
of thirteen connected components: two large, one intermediate, and ten small. The largest
component contains 33 blocks, in which the saturations must be computed simultaneously
by solving a 33 × 33 nonlinear system. Similar block systems must be solved for the other
twelve connected components. The remaining 65 scalar components are only connected to
their upwind neighbours and here the saturation can be computed by solving a scalar nonlinear
problem once the upwind neighours have been computed.
Overall, we see that the use of net fluxes, as in (4), rather than bi-directional fluxes across

the block interfaces, as in (3), reduces the number of off-diagonal elements, the number of
connected components, and the size of these components on all six grids and hence leads to
a nonlinear system that generally will be less expensive to solve. This conclusion should also
be true in the general case: replacing bi-directional fluxes with net fluxes will decrease the
number of couplings in the nonlinear discrete system and hence decrease the computational
cost.
Let us now briefly look at the accuracy of the two schemes, (3) and (4). In Figure 7, we

compare the corresponding coarse-scale saturations with the fine-scale reference saturation for
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Figure 6. Matrix structure of the flux vector for Grid 2 on Layer 37 with the
coarse-grid solver (4). The left plot shows the matrix with the ordering coming from
the coarsening algorithm, whereas the right plot shows the matrix structure after
we have performed a flow-based reordering. Altogether, 65 of the saturation values
depend only on their upwind neighbours, whereas the remaining 104 have some cir-
cular dependence and are part of one of the thirteen connected components. The
corresponding matrix blocks are marked in red: two large, one intermediate, and ten
small.
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Figure 7. Comparison of saturations at dimensionless time 0.8 PVI for the coarse
grid generated by the original algorithm on Layer 37.
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the original flow-based grid on Layer 37. In the visual norm, the coarse-grid solver appears to
resolve the saturation field more accurately than the multiscale solver: the solver exhibits less
numerical diffusion in low-flow regions and has been able to capture pockets of bypassed oil. We
believe that the difference in the two solvers can be explained as follows: the multiscale solver
effectively uses central differences and hence spreads small saturations induced by numerical
diffusion into large(er) areas. The coarse-scale solver is effectively an upwind solver and hence
has less coarse-scale numerical diffusion.

In a multiscale setting, the results above are interesting for the following reason. Krogstad
et al. [15] have previously demonstrated that the combination of a multiscale flow solver and a
flow-adapted grid can be very efficient if one can avoid communication through the underlying
fine grid and only store fine-scale fluxes at the coarse interfaces and use precomputed mappings
to move saturations from the transport grid to the multiscale flow solver. Replacing fine-scale
fluxes on each coarse-grid interface by net fluxes will decrease the communication need even
further and hence increase the efficiency of the overall solver.

In the next example, we will study the accuracy of the multiscale and the coarse-scale
solvers on the SPE10 model. To this end, we will need some notation. Let Sf and Sc denote
the saturation field computed on the fine and coarse grids, respectively, and let wf and wc

denote the respective water cuts. Moreover, we define R to be the restriction from the fine
to the coarse grid and P to be the prolongation from the coarse to the fine grid. Finally, we
define two different error norms

Es(q, p) =
1
T

∫ T

0

‖[q(·, t)− p(·, t)]φ(·)‖1
‖p(·, t)φ(·)‖1 dt, Ew(w1, w2) =

‖w1(·)− w2(·)‖2
‖w2(·)‖2 .

Example 5 (All layers of SPE10). For each layer of the SPE10 model, we conduct a quarter
five-spot simulation using a uniform 12× 22 Cartesian coarsening as well as the three coars-
ening choices discussed in Example 1. The Cartesian grid corresponds to an upscaling factor
of 50 and the parameters in the flow-based algorithm were hence chosen to produce a similar
(or slightly larger) upscaling factor. Table 2 shows a comparison of water-cut and saturation
errors, where the saturation errors have been split in three parts: error measured on the fine
grid, error measured on the coarse grid, and projection error. All simulations used 20 equally-
spaced pressure steps with 15 equally-spaced substeps in the transport solvers. To minimize
the errors introduced, the pressure updates were performed on the underlying fine-grid.
We start by considering the original multiscale transport solver (3) from [2]. Here, the

results in the upper part of the table clearly show that the water-cut and projection errors are
significantly reduced on the fluvial layers by using the flow-based coarsening methods, whereas
there is no significant change in the water-cut error and slightly larger projection errors on
the smooth Tarbert layers. On the other hand, comparing with the Cartesian grid, we see that
the coarse-scale evolution error is significantly increased on the Tarbert layers, and slightly
reduced on the fluvial layers. Finally, we notice that both Grid 1 and Grid 2 consistently
produce lower errors and fewer blocks and faces than the original coarsening algorithm.
Looking at the coarse-scale scheme (4), we see that this solver consistently gives lower

errors than the multiscale solver for all four grids, in particular for the water-cut error. As
discussed in Example 4, we think this can be attributed to a significantly lower coarse-scale
diffusion. Moreover, on the Tarbert layers, the errors for Grid 1 and Grid 2 are lower than
for the regular Cartesian grid.
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Table 2. Comparison of saturation and water-cut errors up to dimensionless time
T = 1.0 PVI for quarter five-spot simulations on the individual layers of the SPE10
model. The upper part of the table shows errors for the multiscale solver (3), the
middle part shows errors for the coarse-scale solver (4), and the lower part gives
statistics for the grids.

Tarbert formation Upper Ness formation
Grid 1 Grid 2 Original Cartesian Grid 1 Grid 2 Original Cartesian

Es(PRSf , Sf ) 0.0920 0.0941 0.1042 0.0911 0.1394 0.1371 0.1355 0.1772

Es(PSc, Sf ) 0.2071 0.1910 0.2426 0.1687 0.2180 0.2124 0.2243 0.2305
Es(Sc,RSf ) 0.1784 0.1599 0.2100 0.1381 0.1572 0.1522 0.1683 0.1604
Ew(wc, wf ) 0.0649 0.0695 0.0773 0.0701 0.0613 0.0609 0.0668 0.0982

Es(PSc, Sf ) 0.1591 0.1607 0.1875 0.1619 0.1827 0.1795 0.1862 0.2191
Es(Sc,RSf ) 0.1220 0.1237 0.1459 0.1302 0.1155 0.1135 0.1225 0.1486
Ew(wc, wf ) 0.0349 0.0473 0.0444 0.0647 0.0232 0.0237 0.0325 0.0844

# blocks: span 232–268 217–261 233–312 264 202–234 205–241 220–303 264
# blocks: mean 249 236 275 264 216 222 264 264
# faces: mean 1175 1069 1363 1090 1049 1070 1309 1090

Having presented the results in the previous example, we must concede that the results are
slightly volatile. Based on a large number of experiments using the multiscale transport solver,
we see that using a different upscaling factor can in many cases produce more favourable
results for the flow-based coarsening methods (on the Tarbert layers), but may also in certain
cases produce slightly worse results. The coarse-scale solver is more recent, and we have
not yet conducted an equally extensive study. Still, we believe that this solver will prove to
be more accurate because the single-point flux approximation generally has less coarse-scale
diffusion than the bi-directional flux.

6. Dynamically Adaptive Grid

For displacements with strong displacement fronts, the majority of the projection error,
which was briefly discussed in Example 5, is associated with inaccurate representation of the
fluid front. Think of a typical Buckley–Leverett profile: in the unswept area ahead of the
displacement front, the solution is constant and can be accurately represented on a relatively
coarse grid. Likewise, behind the displacement front, the solution is smooth and slowly varying
and can hence be evolved on a coarse grid. In the absence of capillary forces, or other second-
order terms in the transport equation (2), the displacement front is a discontinuity that needs
high grid resolution to be accurately approximated. Motivated by these observations, we will
in this section demonstrate how the simulation accuracy can be significantly improved by
dynamically adding local resolution near strong saturation fronts. Somewhat similar ideas
were used by Lee et al. [16] and Zhou et al. [21] in their adaptive multiscale finite-volume
method.

Because all grids considered herein are obtained by coarsening an underlying fine grid,
it is relatively straightforward to add local refinement by manipulating the partition vector
p, giving a local resolution that may be less or equal that of the fine grid. Moreover, this
refinement can be added or removed dynamically provided we have good indicators of when to
do so. Herein, we rely on the simplest approach possible, namely to compute each saturation
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step twice: once with a coarse resolution to estimate the movement of the front and once
(locally) with higher resolution to resolve the movement more accurately. After the first
step, we mark all blocks in which the saturation change from the previous time step exceeds
a prescribe tolerance. These blocks are then refined. Likewise, after the second saturation
step, we go through all refined blocks and mark those where the total fine-scale saturation
changes are below another prescribed tolerance. In each marked block, the saturations are
averaged back onto the original coarse block, and the refinement is removed by manipulating
the partition vector.

Example 6 (Layers 1 and 37 from SPE10). We revisit the two models studied in Example 4.
In the fluid model we use quadratic relative permeabilities with a viscosity of 1 cP for the
displacing fluid (water) and a viscosity of 0.2 cP for the displaced fluid (oil). This favourable
displacement ratio will lead to a sharp front, for which local refinement of the grid is needed
to avoid excessive numerical smearing when using a relatively coarse grid.
Figure 8 shows the solution at dimensionless time 0.5 PVI computed on a coarse grid

(Grid 2 from Figure 3), a coarse grid with local adaptive refinement, and on the original
60 × 220 Cartesian grid. For Layer 1, we notice the excessive smearing at the fluid front,
midway through the reservoir, but also that the coarse grid completely fails to capture the
pocket of bypassed oil. The adaptive grid, on the other hand, is in good correspondence with
the fine-scale reference solution. For Layer 37, most of the flow is confined to an intertwined
pattern of narrow high-flow channels. Outside these channels, the static grid has relatively
coarse blocks and once fluid enters these large low-flow blocks, the saturations get spread over
a large area, causing excessive numerical diffusion.
Figure 9 shows the corresponding errors as a function of time. The coarse-scale saturation

error is largest initially and decays toward water breakthrough; the qualitative behaviour of the
fine-scale error is almost identical and the corresponding curves are therefore not reported.
It may come as a surprise how well the static flow-based grid captures the water-cut curve
for Layer 1, given the large initial error, but this result is in correspondence with previous
observations [2, 15] both for Cartesian and corner-point models. The most interesting re-
sult, however, is how much both the coarse-scale and projection errors are reduced by adding
dynamical refinement.

The previous example used a simple refinement approach in which all blocks marked for
refinement were replaced with the underlying fine grid. We have also experimented with more
advanced options, like adding an intermediate resolution and using flow-based coarsening with
finer thresholds NL and NU in the refinement areas. Two examples of such grids are shown
in Figure 10, where we (for illustration purposes) have used a uniform Cartesian coarse grid
and added flow-based refinement dynamically along the sharp displacement fronts. Likewise,
one can relatively easily implement multilevel approaches. However, for the relatively simple
water-flooding scenarios we have considered, these ideas have so far not been worth the (slight)
increase in algorithmic complexity.

In the previous section, we briefly discussed the need for efficient communication between
a multiscale flow solver and a transport solver working on a flow-adapted grid. Introducing
local refinements would potentially reintroduce the need to communicate through the fine-
scale grid to dynamically provide fine-scale fluxes in refined blocks. However, it has previously
been demonstrated by Kippe et al. [14] that to accurately capture the dynamic changes in the
flow field, it is sufficient to update the multiscale basis functions only when a strong saturation
front passes through a coarse block. Basis functions will therefore typically be updated in
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Grid at first time step Grid at 0.5 PVI Grid 2 at 0.5 PVI Fine grid at 0.5 PVI

Grid at 0.1 PVI Grid at 0.5 PVI Grid 2 at 0.5 PVI Fine grid at 0.5 PVI

Figure 8. Examples of locally adapted grids for Layer 1 (top row) and Layer 37
(bottom row) of the SPE10 model.

the regions where the transport grid is refined, and hence all the necessary fine-scale fluxes
will be available. After some time steps, the strong fronts will have left the region, the coarse
blocks have been reintroduced, and we can go back to use precomputed saturation mappings
and sparse representation of fine-scale fluxes. For adverse mobility ratios, weak saturation
fronts and smooth changes in the saturation implies that neither a dynamic refinement nor
dynamic updates of basis functions are necessary.

7. Concluding Remarks

In this paper, we have shown that flow-based coarsening is a versatile method to develop
efficient transport solvers that can be used in combination with multiscale flow solvers. In
particular, we have started with a method proposed by Aarnes et al. [2] and shown how the
partitioning computed by this method can be improved by including a priori information
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Figure 9. Water-cut curves and coarse-scale and projection errors as function of
time for Layers 1 and 37 of the SPE10 model.

Grid at 0.1 PVI Grid at 0.5 PVI

Figure 10. Uniform Cartesian coarsening with adaptive flow-based refinement for
Layer 37 of SPE10. The figures show the dynamic grid at dimensionless time 0.1 and
0.5 PVI, respectively.



FLOW-BASED COARSENING FOR MULTISCALE SIMULATION OF TRANSPORT IN POROUS MEDIA 19

about block shapes or geology. Moreover, we have shown that using net fluxes rather than
bi-directional fluxes over the coarse-block interfaces leads to both improved accuracy and
computational efficiency. Finally, we have demonstrated how dynamical adaptivity easily can
be included in the method to improve both the evolution and representation errors of strong
saturation fronts. To simplify the presentation, most of the examples have focused on the
widely-used SPE10 model. However, we have also included two examples that demonstrate
that the ideas also apply to corner-point and PEBI grids.
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Abstract

The paper considers grid coarsening for use in multi-fidelity transport solvers in combi-
nation with multiscale flow solvers. We propose three coarsening principles, formulated as
minimization problems and suggest a general framework of heuristic (minimization) algo-
rithms. The algorithmic framework consists of a set of modular components that can be
combined in different ways to create fit-for-purpose grids. The fundamental characteristic of
all algorithms, is that coarse blocks are generated by amalgamating cells from the original
fine grid, with a cell-wise indicator function guiding the amalgamation directions and the
new grid resolution. We discuss different choices of indicator functions, how to extend or
constrain amalgamation directions, and various strategies for controlling the grid resolution.
Our emphasis is on qualitative examples that demonstrate the coarsening concepts and the
flexibility of our framework. However, a few quantitative comparisons are also included.

1. Introduction

To optimize recovery of oil and gas fields, engineers need to consider many different scenar-
ios and evaluate different options for enhanced recovery, in particular for mature and brown
fields. In doing so, the engineers must utilize static and dynamical data that have widely
different spatial (and temporal) resolution and hence need multi-fidelity modelling capabili-
ties and simulators that offer a lot of flexibility and scalability. For assets with a production
history, an important step is to assimilate dynamical data from multiple sources into pre-
existing earth models, which may contain millions of grid cells. Likewise, to develop new
earth models, it is often necessary to perform flow simulations on multiple realizations and
at different spatial resolutions to determine the correct model fidelity and spatial resolution
in the geological model. To this end, there is a growing need for more accurate and robust
computational methods that can seamlessly move between different spatial and temporal res-
olutions and be used to reduce model fidelity (e.g., the number of degrees of freedom) to a
level that is sufficient to resolve flow physics and satisfy requirements on computational costs,
while preserving the important characteristics of the underlying static and dynamic data.

To reduce the turnaround time of modelling, the model rescaling should be as automated as
possible. Today, model rescaling are typically manual (and work-intensive) workflows, based
on a combination of upgridding and upscaling. Upgridding1 is the process of generating a
model with increased spatial resolution. Upscaling is the process of creating a grid model
with reduced spatial resolution (grid coarsening) and then bringing reservoir properties from a

Date: September 16, 2010.
1The word ’upgridding’ is also sometimes used for the opposite process of creating a grid with decreased

spatial resolution, i.e., what we in the following will refer to as ’(grid) coarsening’.

1
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model with higher resolution down to the new coarse grid using an appropriate approximation
method, see the reviews in, e.g., [8, 11, 12, 16].

In most coarsening methods, the size of each block in the new grid is determined from
a background quantity; a common approach is to define a density measure and generate a
new grid with blocks that equilibrate this measure. Alternatively, one can use an indicator
and define coarse blocks so that they minimize the indicator variance within the blocks and
maximize the variance between different blocks. Likewise, it is common to impose geometrical
constraints that determine the shape of the new grid blocks and the degree to which they
align with the cells in the original grid. Density measures and indicators can be defined us-
ing a priori quantities like petrophysical parameters; flow-based quantities like fluid velocity,
vorticity, or streamlines; or statistical or a posteriori goal-oriented error indicators that mea-
sure how a particular point influences the error in production responses or other predefined
quantities. In particular, flow-based coarsening has been shown to be a powerful approach
in combination with upscaling. The basic goal of flow-based gridding is to introduce higher
resolution in regions of high flow while allowing coarser resolution in regions of lower flow.
Flow-based gridding techniques have been developed for structured grids and for unstructured
and triangular grids.

In the following we will shortly review some of the relevant literature on grid coarsening.
Garcia et al. [17] use permeability as the background indicator used to coarsen the grid. King
[22] reviews advances in grid coarsening based on static a priori properties, whereas King et al.
[23] explore a priori local error analysis to generate upscaled models by vertical combination
of layers. Evazi and Mahani [14] investigate Delaunay tessellation based on different grid-
point density indicators, such as permeability variations, fluid velocity, and vorticity. Prevost
et al. [29] describe how to incorporate both grid-resolution targets and geometrical constraints.
Constrained gridding with respect to the underlying reservoir geometry is explored by Branets
et al. [6], who consider constrained two-dimensional Delaunay and Voronoi grids. Durlofsky
et al. [13] present a nonuniform approach that is constrained to be aligned with the underlying
fine grid. Techniques based on streamlines are investigated by Castellini et al. [7], Cirpka et al.
[10], He and Durlofsky [20], Verma and Aziz [30], Wen et al. [31]. Later research considers the
use of vorticity to determine spatial resolution of coarse grids: Mahani and Muggeridge [25]
construct coarse grids that seek to preserve high vorticity regions; Ashjari et al. [4] present a
more rigorous approach for optimal coarse grids; and Evazi and Mahani [15] demonstrate a
technique for generating unstructured coarse Voronoi grids.

In all the methods reviewed above, grid coarsening is used in combination with an upscaling
procedure that transfers reservoir properties to the new grid. Herein, we will focus on coars-
ening within a multiscale setting. We propose a generic framework in which coarse grids are
formed by amalgamating cells from an underlying fine grid into coarse block according to cell-
based indicator functions. This gives grids with blocks having complex polyhedral forms that
follow the geometries of the original fine grid. In particular, we focus on indicator functions
that reflect features in the fine-scale flow field and hence generate flow-adapted grids that
can be used to construct multi-fidelity transport solvers that use conservative fine-scale fluxes
to accurately transport coarse-scale saturation values, when combined with robust multiscale
flow solvers [2] that compute conservative fluxes that are available on coarse, intermediate,
and fine grids. As such, our framework extends and generalizes the nonuniform coarsening
method proposed by [1], as well as more recent developments reported in [19]. A different
multiscale approach is described by Lee et al. [24], Zhou et al. [32], who utilize an adaptive
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multiscale finite-volume flow solver together with dynamic grid coarsening and approximate
prolongation operators for the transport equation.

Our new framework is very general and is presented as a set of coarsening principles that
each can be formulated as the minimization of a functional of any suitable cell-wise indica-
tor function. The resulting optimization problem is not well posed and must generally be
accompanied by a set of geometrical constraints to allow a unique solution. However, rather
than solving the optimization problem, we propose to use various heuristic algorithms that
will semi-automatically produce multi-fidelity, fit-for-purpose grids of sufficient quality. The
specific algorithmic choices in the different coarsening methods can be considered to be part
of a more general heuristic approach. The main purpose of the paper is to demonstrate the
flexibility of the framework and relate it to existing techniques. Hence, most examples focus
on qualitative, rather than quantitative, comparisons. A few quantitative comparisons are in-
cluded in the last section, but extensive numerical testing of the relative accuracy, robustness,
and efficiency of the various algorithmic choices is left for later.

2. Coarsening Principles

In the following, we consider coarsening of a fine grid defined over a singly-connected
domain Ω. The grid is assumed to consist of a set of grid cells, {ci}n

i=1. No assumptions
are made on the geometry of the grid, whereas for the topology we assume that there is an
explicit mapping N (ci) between cell ci and its nearest neighbours c�. On top of this fine
grid, we will construct a coarse grid by amalgamating (grouping) sets of cells into blocks Bj ,
j = 1, . . . , N . The simplest way of representing such a coarse grid is by a partition vector p
with n elements, for which element pi assumes the value j if cell ci is member of block Bj .
This definition of a coarse grid is very general and allows for blocks that potentially may be
multiply connected. However, unless stated otherwise, we will henceforth tacitly assume that
the blocks Bj are singly connected at all times.

Our main interest is to develop semi-automated algorithms that produce good coarse grids
for transport problems on the (simplified) form:

(1) φ
∂S

∂t
+∇ · (�vf(S)

)
= q.

To form a good coarse grid for fluid transport, one would ideally seek the particular grid that
minimizes the error in the fluid saturations and/or the error in selected production responses
for a given computational cost. The saturation error has two important contributions: The
projection error is the difference between a fine-grid saturation field and the same field pro-
longated onto the coarse grid. The evolution error measures the difference between how an
initial saturation field evolves on the fine and the coarse grid. We will come back to these
errors later in the paper.

Finding rigorous error estimates is difficult both from a theoretical and computational point
of view. Herein, however, we tacitly assume the existence of suitable indicator functions that
can be used as good guidelines for choosing the grid resolution. Furthermore, we assume that
each indicator function takes the value I(ci) in cell ci and that these values can be interpreted
as densities, i.e., that they are positive, additive, and normalized by the cell volume |ci|. Using
the indicator function, we will amalgamate or group fine grid cells into blocks. As for the
cells, we associate indicator values I(Bj) to each block, defined as the volumetric average of
the cell indicator values within the block (or as the arithmetic average if I is not a density).

We propose that the amalgamation of cells into blocks should follow three main principles:
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Grid 1 Grid 2 Grid 3 Grid 4
Face/volume 2 2.5 2.5 2.5

Centroids 11.3 16 14.2 13.8
Normals 3 3 5 4

Figure 1. Four different ways of coarsening a 4×4 grid that all satisfy the coarsening
principles for I ≡ 1. For each grid we report three regularity measures: (1) the mean
ratio between face length and block area, (2) the total sum of distances between cell
and block centroids, and (3) the average number of changes in the normal vector along
each block circumference.

CP-1: The heterogeneity of the flow field should be minimized inside each block.
Mathematically, this can be formulated as follows

(2) min
Bj

(∑
pi=j

|I1(ci)− I1(Bj)|p |ci|
) 1

p
, 1 ≤ p ≤ ∞,

where I1 is a measure of the heterogeneity in the flow field.
CP-2: The error contribution should be equilibrated over the grid blocks.

Mathematically, this can be formulated as follows

(3) min
( N∑

j=1

|I2(Bj)− Ī2(Ω)|p |Bj |
) 1

p
, 1 ≤ p ≤ ∞,

where I2(Bj) is a measure of the average error contribution from block Bj and Ī2(Ω)
is the volumetric average of this indicator over the whole grid.

CP-3: The size of each block should be within prescribed lower and upper bounds.

The motivation for CP-1 is to force the grid to adapt to the heterogeneity in the flow, assuming
that isocontours of I1 must be a good measure of flow patterns. (In many cases, I1 = I2).
Previous research has shown that good ad hoc indicator functions can be computed from,
e.g., a priori quantities like permeability or from flow-based quantities like fluid velocity and
vorticity obtained from a single-phase or multiphase flow computation. However, the ideas
presented in the following may also be applicable to sensitivities or error measures obtained
from adjoint computations or a posteriori error analysis.

Minimization of the two functionals (2) and (3) will generally not lead to a uniquely defined
coarse grid. To illustrate the lack of uniqueness, we consider a square 4×4 grid with a constant
indicator function I ≡ 1 and prescribe the number of coarse blocks to be equal four. Figure 1
shows four possible coarse grids that all meet the coarsening principles. This demonstrates
that further restrictions or guidelines on shapes, aspect ratios, simplicity, and regularity of
blocks need to be imposed to uniquely define a coarse grid. In this particular example, we
can immediately tell by visual inspection that Grid 1 is the one that most resembles the
underlying fine grid. This grid also minimizes the three regularity measures given in the
tabular.
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In general, it may prove quite difficult to formulate a practical and well-posed minimization
problem for optimal coarsening. Not only is it difficult to formulate good coarsening criteria,
but even if such criteria can be formulated, it can be difficult to determine whether they
should be imposed as part of the objective functional or as hard or soft constraints. Rather
than trying to solve a minimization problem to optimality, we will in the following stick
with our insufficient coarsening principles introduced above and instead focus on developing
a general framework of efficient heuristic algorithms that produce grids of acceptable quality
for particular purposes.

3. Heuristic Minimization Algorithms

This section outlines a general framework of heuristic algorithms that produce flow-based
coarse grids by amalgamation of cells from an underlying fine grid. The framework is quite
general and enables us to choose from a large range of principles to develop specific fit-
for-purpose heuristic algorithms. The framework is composed of four types of configurable
algorithmic components: partition, intersection, merging, and refinement. Algorithmically,
the partition is a source primitive, intersection and merging are filter primitives, while the
refinement can either be another source primitive or consist of a combination of source and
filter primitives.
Partition. The primitive takes the grid and an indicator function, or some other auxiliary
information and computes a partition vector. This partition vector will either be constructed
based on a prescribed coarse-grid topology or a set of predefined shapes for the coarse blocks,
or be based on an initial segmentation of the cells into bins according to the value of an
indicator function. In the first case, the partition will typically focus on principle CP-3,
imposing, e.g., a regular partition in index space for grids with logical numbering like logically
Cartesian corner-point grids. For the segmentation, we assume that the indicator function I
is scaled to the interval [1,M + 1]. Then segmentation bins B̃� are defined as follows:

ci ⊂ B̃� if I(ci) ∈ [, + 1).

Each bin B̃� may consist of a multiply connected set of cells.
Intersection. The primitive takes one or more partition vectors as input—the vectors will
typically represent different partition criteria—and produces a new admissible partition vec-
tor as output. The input vectors, or their intersection, may potentially have blocks that are
multiply connected. The primitive splits multiply connected blocks into sets of singly con-
nected cells to produce a new set of admissible blocks {Bj}. If necessary, the splitting can
be implemented to only allow a restricted set of connections; a detailed discussion is given in
Section 4.
Merging. The primitive takes a partition vector and one or more indicator functions as input,
merges blocks that are too small, and produces a new partition vector as output. That is, if
block B violates the condition

(4) I(B) |B| ≥ NL

n
Ī(Ω) |Ω|,

for a prescribed constant NL, the block is merged with the neighbouring block B′ that has
the closest indicator value, i.e.,

(5) B′ = argminB′′⊂N (B) |I(B)− I(B′′)|.
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Lower bounds on the block volumes can be enforced by setting I ≡ 1. More than one condition
can be imposed, and one can also use different indicator functions in (4) and (5).

Refinement. This component of the algorithm should take a partition vector and one or
more indicator functions as input, refine blocks B violate the condition

(6) I(B) |B| ≤ NU

n
Ī(Ω) |Ω|,

for a prescribed constant NU , and produce a new partition vector as output. To this end,
there are many different methods, as will be discussed in Section 6. Like in the merging
primitive, an upper bound on block volumes is enforced by setting I ≡ 1, and more than one
indicator condition can be imposed.

The simplest approach is to apply these four primitives in sequence, but they can also
be combined in other ways and be applied to subregions with different configuration in each
subregion, or be invoked in a hierarchical or recursive manner.

When the four primitives are applied in sequence to the whole grid at once, the resulting
algorithm can be seen as a generalization of the nonuniform coarsening method proposed by
Aarnes et al. [1]. Depending on how the refinement is performed, one may have to iterate over
the merging and refinement steps (and perhaps progressively narrow the [NL, NU ] intervals)
until some sort of optimality is achieved. However, it is our experience that one extra iteration
of the merging primitive generally is sufficient.

Going back to the three coarsening principles introduced in the previous section, we see
that partition primitive based upon segmentation minimizes the indicator variation inside
each coarse block and hence enforces principle CP-1. Likewise, one can foresee other a priori
partitions that try to fulfil CP-2 through the use of expert knowledge. However, our backup
mechanisms to enforce CP-2 is through the merging and refinement steps, which seek to satisfy
a relaxed version of CP-2 by restricting the variance in the indicator values to a prescribed
interval. The bound on the block volumes (CP-3) can be introduced likewise by using I ≡ 1.
A particular feature of the algorithmic framework is that it is generally difficult to strictly
control the number of coarse blocks; setting NL and NU close to each other will give more
control on the number of blocks, but will also restrict the ability to effectively adapt the grid
to flow patterns.

To make our discussion more concrete, we consider the nonuniform coarsening (NUC)
algorithm proposed by Aarnes et al. [1]. Parts of this algorithm will be important ingredients
in other examples presented later in the paper.

Example 1. The key idea of the NUC algorithm is that a good transport grid should separate
high-flow regions from low-flow regions. In addition, the grid should have a lower bound on the
block volumes and an upper bound on the flow through each block. This can be obtained from
our general framework by the following algorithmic choices: The initial partition is generated
by segmenting the cells into ten bins. As indicator function, the algorithm uses the logarithm
of the fluid velocity as indicator function, except in (4), where I ≡ 1 is used to set a lower
bound on block volumes. The refinement is implemented as a greedy four-step algorithm:

(1) Pick an arbitrary cell c0 belonging to ∂B.
(2) Find the cell c1 ⊂ B that is furthest away from c0 (e.g., using the distance between

the cell centroids as a metric).
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Partition: 304 blocks Merging: 29 blocks Refinement: 47 blocks Merging: 39 blocks

Figure 2. Illustration of the NUC algorithm for a quarter five-spot simulation of
a 50 × 50 excerpt from Layer 68 from Model 2 of the SPE10 benchmark [9]. The
coarsening parameters are NL = 20 and NU = 100. In the right-most plot, the
colours represent the logarithm of the underlying fine-scale velocity field.

(3) Define B′ = c1 and progressively enlarge B′ by adding cells surrounding B′ until the
upper bound (6) is reached. Neighbours to B′ are determined using face connections
(i.e., the 5-point connection for 2D Cartesian grids).

(4) Define B = B \B′ and continue to refine B if the upper bounds are still violated.
Because of the way the splitting is performed, we will typically have to reiterate the merging
primitive to get rid of small blocks.
Figure 2 shows the coarse grid after each of the four stages in the NUC algorithm. In

the initial partition, the coarse blocks are coloured with the ten colours representing the ten
segmentation bins. For the merging and refinement, the coarse blocks are coloured with random
colours to better show the sizes and shapes of the coarse blocks, while the coarse grid obtained
after a second merging step is outlined on top of the logarithm of the fine-scale velocity field.
The segmentation generates ten multiply-connected bins that are split into 304 small and large
blocks. The merging primitive reduces the number of blocks to 29. Several of these blocks carry
too much flow and are hence split into smaller blocks in the refinement step. This splitting
results in some blocks that have too small volume and these are merged with one of their
neighbours by a second call to the merging primitive, creating a grid with 39 blocks in total.

In the next four section, we will discuss how to develop specific algorithms that fall into the
framework outlined above. Our discussion will focus on qualitative behaviour of the various
algorithmic realizations; quantitative comparisons are given in Section 8. We start by exam-
ining two algorithmic choices that can be used to configure the primitives: Section 4 discusses
how the definition of admissible neighbours affects the two filter primitives (intersection and
merging) and the refinement step, whereas Section 5 gives several examples of flow-based in-
dicators. Then, Section 6 goes into more details about the refinement step, before we end the
algorithmic overview by giving examples of regional, hierarchical, and recursive combinations
of the four primitives in Section 7.

4. Definition of Admissible Neighbours

A main characteristic of our amalgamation approach is that coarse blocks are formed by
collecting neighbouring cells from a fine-scale grid. Feasible directions for amalgamation are
defined by the indicator function, whereas the neighbour definition defines the admissible
directions. Information about admissible amalgamation directions is used in all three types
of filter primitives and has a strong impact on the shape (and regularity) of the resulting
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5-point neighbours 9-point neighbours

Figure 3. Use of the original nonuniform coarsening algorithm [1] with two differ-
ent definitions of admissible neighbours to coarsen a quarter five-spot simulation on
Layer 37 of SPE10 [9].

coarse blocks. In the intersection primitive, one needs to know the admissible neighbours of
each cell in the fine grid when postprocessing partition vectors to ensure that all blocks are
singly connected. In the merging primitive, the algorithm searches through the admissible
neighbours to find blocks that can be merged. Likewise, the refinement step will typically use
neighbourship among individual cells to split a block into multiple parts. The NUC algorithm
(Example 1), for instance, needs to know all the neighbours of a given cell on the boundary of
B′ to determine which cells it should add when growing B′. How to define the neighbourhood
of a cell, is therefore one of the important algorithmic choices in our framework.

4.1. Topology. The basic neighbour definition is that introduced by the topology of the
grid. In 2D, level-one neighbours share a common edge and level-two neighbours share a
common point. For a logical Cartesian grid, this corresponds to the standard 5-point and
9-point connections, respectively. However, as we will see later, concrete algorithms can also
use other definitions of admissible neighbours (e.g., only vertical or horizontal neighbours,
etc). In 3D, level-one neighbours share a common face, level-two neighbours share a common
edge, and level-three neighbours share a common point.

To illustrate the effect the definition of permissible neighbours can have on a specific al-
gorithm, we consider the NUC algorithm from Example 1 applied to a 2D quarter five-spot
simulation. Figure 3 shows the difference between using a 5-point and 9-point stencil when
growing new blocks during Step 3 of the refinement algorithm. With a 5-point stencil, the
algorithm will create diamond-shaped blocks, whereas rectangular blocks are created using
9-point neighbours. A large number of numerical experiments show that the latter grids
typically give slightly smaller errors in saturation and production profiles.

For triangular and tetrahedral grids, the use of level-one neighbours will typically lead to
quite irregular interfaces between coarse blocks. Figure 4 shows the corresponding coarse
grid generated using: (i) face neighbours only, and (ii) face neighbourhood extended with
cells that share faces with two face neighbours. The latter definition clearly leads to more
regular block interfaces, and can be used as an alternative to level-two and level-three neigh-
bours. Alternatively, one could also imagine adding an extra primitive that performs edge
minimization after the refinement.

Finally, we present an example in which we go the other way and demonstrate that one can
also restrict the set of admissible neighbours, and only coarsen the grid in one of the spatial
directions. The example algorithms are motivated by recent work by King [22].

Example 2. We consider a 2D vertical slice of a low-permeable reservoir that contains a
few high-permeable channels. Because of the large variance in media properties, we use a
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face neighbours extended neighbourship

Figure 4. Coarsening of an unstructured triangular grid with permeability sampled
from Layer 37 of SPE10. The plots show parts of the coarse grids generated with the
original nonuniform coarsening algorithm using two different definitions of admissible
neighbours.

Figure 5. Coarsening of a system consisting of high-permeable channels on a very
low-permeable background; the left column shows a 11×8 model and the right column
plots a 20× 70 model. The plots in the upper row are constructed using only vertical
neighbours, whereas the standard 9-point neighbourship is used in the lower row.

step function that classifies permeability values as either foreground and background as our
indicator function; this is an example of an a priori indicator. In the postprocessing of the
initial segmentation (into two bins: low and high permeabilities) and in the refinement step,
we use the following neighbour definitions: (i) only vertical connections, that is, cell ckl is
connected to cells ck,l±1, but not to cells ck±1,l; and (ii) connections in the vertical, horizontal,
and diagonal directions (9-point stencil). For the merging and refinement, we set I ≡ 1 and
NL = 1 to control the block volumes. Figure 5 shows how the resulting two algorithms coarsen
a small 11×8 grid containing two high-permeable channels and a more detailed 20×70 model.
In all four plots, it is clear that the grid adapts to the high-permeable regions.

4.2. Geometry. Whereas postprocessing the segmentation in the intersection primitive must
be based on topological neighbour definition, the refinement step can, at least in principle,
use geometry to define admissible neighbours. A neighbourhood can, for instance, be defined
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Figure 6. Coarsening using saturation regions as a priori partitioning. The upper-
left plot shows the saturation regions and wells, the upper-right plot shows the three
partition vectors that are combined by the intersection primitive, whereas the lower
plot shows the 251 coarse blocks in the final grid plotted on top of the logarithm of
the permeability field.

as all cells whose centroids are within a certain distance from the given cell. However, our
experience is that uncritical use of geometrical neighbourhoods may lead to undesirable coarse
blocks having highly irregular sawtooth faces, blocks not respecting geological layers, etc. A
more thorough discussion is given in [2].

4.3. Cell or face constraints. In certain cases, it is desirable to introduce hard constraints
into the coarsening algorithm to force the blocks to respect features in the underlying geology.
To this end, one can use both cell-based and face-based constraints. Cell-based constraints will
typically be added as extra a priori partition vectors that are intersected with partition vectors
based on topology, geometry, and/or indicator functions by the intersection primitive. To
preserve the cell-based constraints throughout merging and refinement, the set of admissible
neighbours should be redefined to exclude cells on opposite sides of the artificial internal
boundaries imposed by the cell-based constraints.

Hauge et al. [19] recently presented a modified NUC-type algorithm in which auxiliary grid
properties were used as a hard cell-based constraint to forced each coarse block to be confined
to a given facies or rock type. This way, one can avoid having to upscale relative permeabilities
or capillary pressure curves, which one would have to do for blocks containing more than one
saturation region. Next, we show an example of this algorithm, using saturation regions to
create a grid in which each block corresponds to one rock type only.

Example 3. We consider a 40×120 horizontal slice of a 3D petrophysical realization from the
SAIGUP study [26]; saturation regions (rock types) and permeability are shown in Figure 6.
A flow field is created by placing a fluid source (I1) to the right and a fluid sink (P1) to the
left. The algorithmic choices are the following. The intersection primitive combines three
different partition vectors, as shown in the upper-right plot in Figure 6: (i) a uniform 8× 24
Cartesian partition, shown as dashed black lines; (ii) a vector representing the four saturation
regions, shown as red lines; and (iii) a segmentation using the logarithm of the fluid velocity
as indicator function, shown as blue lines. Here, the number of bins is equal to the span in
logarithm of velocity. During merging and refinement, the saturation regions are preserved
by removing the cell connections across the boundaries of saturation regions. The resulting
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wells and time-of-flight field unconstrained: 26 blocks constrained: 31 blocks

Figure 7. Unconstrained versus constrained coarsening of a homogeneous model
with four intersecting faults. Logarithm of time-of-flight is used as indicator value.

Figure 8. A constrained coarse grids, with two simple solutions defined through
neighbourhood relations.

coarse grid is shown in the lower plot of Figure 6. The coarse blocks are rectangular, except at
the boundaries of the saturation regions and in regions with (very) high flow. (The observant
reader will observe an isolated single cell contained within one of the coarse blocks. Such
artifacts can, for practical applications, be removed by a simple postprocessing).

Face-based constraints are introduced to specify faces in the original grid that the coarse
blocks should not cross—typical examples are discontinuities like faults, throws, etc. Face-
based constraints do not correspond naturally to any partition vector and must therefore
be introduced during the postprocessing phase of the intersection primitive by removing
cell connections over the constrained faces. To preserve the constraints, the set of admissible
neighbours should be manipulated by removing the same cell connections also during merging
and refinement. Figure 7 shows an example of a homogeneous 3D model with four intersecting
faults. To generate a flow-based grid, we have employ time-of-flight as indicator function;
use of this indicator will be discussed more in Section 5.1. With the standard topological
neighbourship, we get a grid with coarse blocks that cross the faults. By eliminating cell
connections across the fault faces, we get a constrained grid, in which no blocks cross the
faults.

For the model in Figure 7, the constrained faces connect to the outer boundaries of the
grid, thereby splitting the physical domain into a set of disconnected subdomains. This
effectively introduces a natural partition in the same way as a cell-based constraint would
do. However, this is not always the case: a constrained face may potentially be confined to
the interior of the grid, leaving the partitioning of the region surrounding its edges undefined
for further partitioning. In the undefined regions, one will typically get coarse blocks that
encapsulate the edges of the constrained faces, as illustrated in the left plot of Figure 8. Here,
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the constrained face has a hanging edge inside a coarse block. By defining the cells above
the tip of the constraint to not be neighbour to the cells below this point, the block can be
partitioned as shown in the middle plot of Figure 8. Likewise, extending the constrained face
to the top of the block results in the local partitioning shown in the rightmost plot of Figure 8.
Similar ad hoc approaches can easily be implemented for more general cases, but may lead to
undesired side-effects. A better solution might be to alert the user and let him/her make the
appropriate choice.

5. Flow-Based Indicator Functions

Indicator functions have two main uses in our algorithmic framework: (i) to identify feasi-
ble amalgamation directions in the partition primitives and the refinement step, and (ii) to
determine locally the correct size of the blocks during merging and refinement. In the pre-
vious sections, we have seen a few examples of indicator functions. In this section, indicator
functions will be discussed in more detail, focusing on functions that are well suited to form
good grids for the transport equation (1).

An important feature of our coarsening strategy based on amalgamation, using a flow-
based quantity as indicator, is to match borders of important flow patterns accurately and
adapt the coarse grid blocks to sharp saturation fronts. This is in contrast to density-based
coarsening algorithms that generate grids with increased resolution in important regions and
decreased resolution in less important regions.

5.1. Time-of-flight. For a stationary velocity field, the time-of-flight τ(�x) is the time it takes
a passive fluid particle to reach a given point �x in space, starting from a fluid source or inflow
boundary. The trajectory Ψ along which the particle travels is called a streamline and is an
integral curve of the velocity. In mathematical terms, the time-of-flight is defined as

(7) τ(�x) =
∫
Ψ

φ

|�v| ds,
d�x

dτ
=
�v

φ
,

i.e., using the interstitial velocity �u = �v/φ rather than the Darcy velocity �v. Alternatively, τ
can be expressed by the differential equation

(8) �v · ∇τ = φ.

Isocontours of τ define natural time-lines in the reservoir and time-of-flight is therefore a
natural ingredient when forming flow-based indicator functions. To see this, we can introduce
the bistreamfunctions ψ and χ [5], for which �v = ∇ψ×∇χ, and apply a coordinate mapping
from physical space to streamline coordinates, (x, y, z) → (τ, ψ, χ). For incompressible flow,
the transport equation (1) then simplifies to:

(9)
∂S

∂t
+
∂f(S)
∂τ

= 0

because of (8) and the fact that �v is orthogonal to ∇ψ and ∇χ. Forming a new grid using
τ as a spatial coordinate means that we replace the fine mesh τ(c) in the τ -direction by a
coarse mesh τ(B). Loosely speaking, we can then think of solving (1) on the coarse grid as
solving (9) using the coarsely sampled τ(B) rather than τ(c), thereby introducing a natural
flow adaption. In the vicinity of strong gradients, S(τ(c)) − S(τ(B)) will be of order O(1)
in the L∞ norm, but since this occurs in regions of small volume, the contribution to the Lp

error remains small for 1 ≤ p <∞.
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Time-of-flight (189 blocks) Logarithm of velocity (161 blocks)

Figure 9. Leftmost plot shows an example of time-of-flight grid using Layer 22 of
the SPE10 model, simulating a quarter five-spot. The coarse grid is outlined on the
logarithm of the time-of-flight measure. For comparison, the rightmost plot shows an
example of the equivalent grid using logarithm of velocity.

To construct the flow-adapted grid in physical space, we introduce the reversed time-of-
flight τr, that can be computed by tracing streamlines backward from fluid sinks or outflow
boundaries. Then a suitable indicator function is defined as

(10) Iτ = log
(

1
ττr

)
.

The inverse relationship ensures that regions in which the fluid is highly present most of the
time, are assigned higher values, while smaller values are assigned in regions where it takes
a long time before the fluid arrives. The left plot in Figure 9 shows an example of a coarse
grid generated using the time-of-flight indicator function (10). The grid was generated by
intersecting a time-of-flight segmentation with a regular Cartesian partition vector.

5.2. Velocity. The time-of-flight indicator introduced above generally tends to give good
flow-adapted grids. On the other hand, it requires cell-based time-of-flight values, which
are derived quantities that are not available in most flow simulators and must be computed
by tracing streamlines or by solving (8) using an appropriate finite-volume or finite-element
method, see e.g., [28]. Aarnes et al. [1] therefore suggested to use the logarithm of the velocity
(i.e., either log(|�v|) or log(|�u|)) to get an indicator that is based on a quantity that is available
in most flow solvers. The right plot in Figure 9 shows a coarse grid generated in the same
way as for the time-of-flight grid, but with log(|�v|) as indicator function.

To see why the logarithm of the velocity may give a reasonable flow indicator, we use a
similar hand-waving argument as above: By introducing a new grid we effectively replace �u by
its projection �w onto the coarse grid. Given a fixed point �x, this means that the corresponding
time-of-flight value τ is replaced by a value τ̃ and the streamline Ψ that goes through x is
replaced by another streamline Ψ̃. From (7) and the fact that Ψ(τ) = �x = Ψ̃(τ̃), it follows
that ∫ τ

0
�u
(
Ψ(r)

)
dr =

∫ τ̃

0
�w
(
Ψ̃(r)

)
dr.

Hence,

|Ψ̃(τ̃)− Ψ̃(τ)| =
∣∣∣∫ τ̃

τ
�w
(
Ψ̃(τ̃)

)
dr
∣∣∣ =

∣∣∣∫ τ

0

[
�u
(
Ψ(r)

)− �w
(
Ψ̃(r)

)]
dr
∣∣∣

≤
∫ τ

0

∣∣�u(Ψ(r)
)− �u(Ψ̃(r)

)∣∣dr +
∫ τ

0

∣∣�u(Ψ̃(r)
)− �w

(
Ψ̃(r)

)∣∣dr
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Making a grid that minimizes the variation of log(|�u|) inside each block, means that we also
minimize |�u − �w|. Hence, |Ψ̃ − Ψ| is small, which again implies that both the terms on the
left-hand side are small. The right-hand side is the distance traversed from time τ to τ̃
along Ψ̃. If this distance is small, then |τ − τ̃ | is also small as long as �w is non-degenerate.
Consequently, |S(τ(c))− S(τ̃(B))| is small away from strong gradients in the saturation.

Numerical experiments indicate that using log(|�v|) gives a somewhat smoother indicator
field than log(|�u|) and is hence preferable. For relatively homogeneous porosity there is
no practical difference between using Darcy and interstitial velocities. However, for larger
variations in porosity, the log(|�u|) indicator field will often exhibit speckled patterns that seem
to exaggerate the impact of flow heterogeneity and generate grids with too much irregularity.
Preliminary studies indicate that smoother indicator field improves the accuracy; further
research is required to explain why.

Finally, we point out two important algorithmic details: First, in their original algorithm,
Aarnes et al. [1] suggested that ten segmentation bins was a good choice for the velocity
indicator. A large number of experiments run by the authors indicate that this choice tends
to overestimate the influence of the flow heterogeneity, and in [19] we therefore proposed
to set the number of segmentation bins equal log(max |�v|/min |�v|). Second, experience has
shown that because of the large magnitude differences in flow velocities, the velocity indicator
should not be used for the lower bound (4) in the merging primitive; a plain volume condition
is better.

5.3. Vorticity. In mathematical terms, the vorticity is defined as the curl of the velocity
field �v

(11) �ω = �∇× �v =�i

(
∂vz

∂y
− ∂vy

∂z

)
+�j

(
∂vx

∂z
− ∂vz

∂x

)
+ �k

(
∂vy

∂x
− ∂vx

∂y

)
,

and measures the rate and direction of rotation in fluid flow. A finite-difference counterpart
of the vorticity has been suggested as a good estimator for grid density in various coarsening
methods [3, 4, 15, 25]. For our purposes, we use the logarithm of the vorticity, log(|�ω|), as
indicator.

Coarsening methods based on regridding typically require a smooth density estimator to
avoid too abrupt changes in grid density, and because the vorticity tends to smooth velocity
variations slightly, it is typically a better density estimator than velocity for regridding pur-
poses and for smoothly varying heterogeneity. For strongly heterogeneous cases, however, one
is typically interested in preserving abrupt changes in the flow field caused by large media
contrasts and here smoothing is not desirable. Figure 10 shows a comparison of a velocity
and a vorticity grid for a 2D fluvial reservoir with distinct flow channels that need to be re-
produced accurately to guarantee low errors in saturation and reservoir-response curves. The
left plots show the grids on top of the indicator fields, whereas the middle plots contrast the
two grids plotted on top of a saturation field computed on the original fine grid. A zoom of
the grids show that the vorticity indicator fails to capture the borders of the high-permeable
channels, whereas they are accurately captured by the velocity indicator. In summary, our
experience is that vorticity is a good measure to determine grid resolution during merging
and refinement. Vorticity can also be used in the partition primitive to provide an initial
segmentation, but here a velocity indicator will preserve flow contrasts sharper and hence
give better grids, at least for strongly heterogeneous and channelized media.
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Figure 10. Comparison of nonuniform coarsening based on velocity and vorticity
for a quarter five-spot simulation on Layer 37 of SPE10. The plots show the coarse
grids plotted on top of the indicator field (left), the fine-scale saturation (middle), and
the permeability field (right).

5.4. Courant number. The Courant number ν measures how fast information (distur-
bances, discontinuities) is advected by the hyperbolic part of the transport equation. Math-
ematically, ν is defined as the ratio between a time increment Δt and the characteristic
advection time, which is given as Δx/a, where Δx is a small distance and a is the local
advection speed at which information is propagated—for the transport equation (1) in 1D,
the advection speed is v

φf
′(S). This means that for a fixed Δt, the Courant number will be

large in cells where the fluids flow quickly and small in cells where the fluids flow slowly.
To develop an indicator function based on the Courant number, we drop the derivative of

the fractional flow function, which is saturation dependent, and define the indicator function
to be

(12) Iν(ci) =
|�q|
φ|ci| ,

where �q is the flux through the cell. Although Iν could be used in NUC-type algorithms, we
will in the following employ it in a different type of algorithm.

The main use of the Courant number is to impose restrictions on the time step. For explicit
methods, the time step is restricted by the CFL condition which requires that ν < C, where
typically 0 < C ≤ 1, depending on the specific scheme. Similarly, for implicit schemes it may
be desirable to limit the Courant number to improve convergence in the nonlinear solver.
Considered in terms of the coarsening principles, we have an indicator function Iν , inversely
proportional to the admissible time step, which we want to limit by an upper threshold to
relax the strict time-step restriction imposed by cells with high flow. In many cases, the global
time step of a model is dictated by a few cells around wells or by cells having a (very) low
porosity. Hence, significantly larger time steps can be used if we perform a local coarsening
to decrease the Courant number in these regions of the grid. That is, the resulting grid is
coarse in the sense that some cells are amalgamated into coarse blocks, while the larger part
of the grid preserves its original resolution.
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Figure 11. Coarsening of a real-field model to improve time-step restrictions; coarse
blocks shown in red colour. Saturation errors measured for two simulation strategies:
using the coarse grid for all 20 years (middle), and using the original grid for the first
five years and then the coarse grid for the next 15 years (right).

The desired effects are produced by the following algorithm, which uses only one of the
four primitives from the algorithmic framework2 to obtain a specific fit-for-purpose grid.

Example 4. The initial partition is set to be the original grid itself. Then, the merging
primitive is iterated until there are no blocks where Iν exceeds the upper threshold Nν . The
merging primitive chooses the neighbour that contributes to the largest decrease in Iν . No
upper bounds are imposed on the indicator function or on the volumes of the blocks.
To illustrate the algorithm, we consider a real-field model consisting of 44 915 cells. Sim-

ulating the fluid transport for 20 years requires 111 560 time steps. The maximum indicator
value in the grid was 281.4. To reduce the number of time steps, we impose a threshold value
Nν = 13.93 and apply the algorithm to generate a locally coarsened grid, in which 243 cells
have been merged into 52 blocks. The top left plot in Figure 11 shows the modified grid with
the coarse blocks marked in red colour. Although the algorithm has reduced the number of cells
by less than 0.4% to 44 724 blocks, the new grid only requires 14 660 time steps, i.e., 13 % of
the original number of steps. This indicates that only minor changes in the grid might lead
to important improvements in computational time.
Coarsening the cells around the injection wells has a small effect on the production curves,

but will, of course, affect the local accuracy of the saturation field. The middle plot in Figure 11
shows saturation errors (these errors are defined in Section 8). We observe that after five
years, when the water front has moved through the coarsened blocks, the relative error of the
solution is less than 1% compared with the solution on the original grid. To improve the
accuracy of the simulation, we retain the original grid for the first five years and switch to
the coarsened grid afterwards. With this improved strategy, the discrepancies in saturation
are kept below 0.5%, as shown in the right plot in Figure 11. The number of time steps used
for this simulation is 38 885, distributed as 5 578 time steps for each of the first five years of
simulation, then 733 time steps for each year for the rest of the simulation.

2The observant reader will notice that we here deviate from our general framework since blocks are merged
if the indicator exceeds an upper bound and that the merging gives reduced indicator values. However, what
appears to be contradiction, is not—we get an algorithm following the usual setup if we instead define an
indicator Ĩ = I−1

ν . Indeed, the opposite definition was chosen deliberately to illustrate this equivalence, and
make the indicator correspond to the Courant number.
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5.5. Permeability. The indicators discussed so far have assumed that an initial flow solution
has been computed, either a single-phase solution or a full multiphase flow solution. However,
in certain cases, one must generate a coarse transport grid prior to the flow solution. Then,
logK can be used as a simplified a priori flow indicator. The quality of this indicator will
depend on the extent to which the pressure gradient can be considered to be a constant.

Permeability is also a natural indicator that can be used to separate high-permeable or
impermeable regions from a background field. In Example 2, for instance, we used a sim-
ple step function to segment the grid cells into two categories—foreground cells with high
permeability and background cells with low permeability—and then generate coarse blocks
consisting only of foreground or background cells. A similar technique was used in the explicit
matrix-fracture separation method presented in [18].

5.6. Volume. In some of the specific algorithmic realizations presented so far, we have used
a uniformly constant indicator in combination with other indicator functions; the original
NUC algorithm [1], for instance, uses I ≡ 1 in (4) and I = log(|�v|) elsewhere. On the other
hand, using a constant as the only indicator function means that no flow information is used
to determine feasible amalgamation directions and that constraints on block volumes (CP-3)
are used to decide which blocks will be merged and refined. Furthermore, the shapes of the
blocks will be determined by a combination of a priori partition vectors, the block ordering in
the merging primitive, and the algorithm used to refine blocks. Using porosity rather than a
constant indicator means that the merging and refinement of blocks is based on pore volume
rather than geometrical (rock) volume.

6. The Refinement Step

Criteria for what is a good transport grid should, to the extent possible, be implemented
using partition primitives. However, in many cases a single partition primitive may not be
sufficient to give a good grid—e.g., if the flow-based indicator contains large contiguous regions
of approximately constant values—or multiple primitives may interact in an undesired way,
e.g., because the criteria they implement are conflicting. Either way, the result is an infeasible
grid that is too fine in some regions and too coarse in other. Sometimes, an improved grid
can easily be obtained by going back and adjusting the parameter values of the partition
primitives, or by adding extra a priori expert information. However, this is not possible in
general, and as a backup, our framework therefore includes auxiliary steps that merge blocks
that are too small and refine blocks that are too large. Devising a good method for merging
blocks is quite easy. In the following we will outline and discuss some of the alternatives for
the refinement.

For structured grids, a simple approach is to split each single block, or a set of blocks
forming a contiguous region, into multiple parts by imposing a uniform subdivision inside
the bounding box in index space. For unstructured grids, an equally obvious choice would
be to use a graph-based partition algorithm, e.g., as implemented in the software package
METIS [21]—one such example is given in Figure 18 later in the paper. Particularly for
unstructured grids, such partitioning algorithms may be a good alternative. In general, the
flexibility of the framework opens up for combination with any external partitioning algorithm
in the refinement step. This way, one can design algorithms that combine the strengths of
flow-based and topological partitions.

Likewise, a coarsening algorithm formulated using the primitives described above can be
invoked on all cells within each block that needs to be refined or on the entire region formed
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greedy (161 blocks) zoom topological (189 blocks)

Figure 12. Illustration of a suboptimal refinement. The original grid from Figure 9
in the left plot uses a greedy refinement, whereas the grid in the right plot uses a
topological 2× 2 refinement.

32 blocks 26 blocks

Figure 13. Illustration of how identical indicator function, given two different re-
finement realizations produce highly different grids, in particular with respect to sym-
metry.

by all blocks that need to be refined. Such refinement procedures may be implemented
as recursive subdivision into two or more parts according to volume, indicator function,
topological and geometric information, cell constraints, etc. We will come back to a few
such examples in the next section.

The original NUC algorithm [1], on the other hand, employed an ad hoc greedy algorithm,
in which blocks were split by progressively growing new blocks inward from the boundary of
the yet unrefined part of the block; the precise algorithm is given in Example 1. This algorithm
works well in many cases, but may also produce quite unaesthetic blocks, in particular when
combined with an a priori topological partitioning. To illustrate this, we consider the grid
in the right plot in Figure 9, which was generated by intersecting a velocity indicator with a
uniform Cartesian partition. Figure 12 shows a zoom of a subregion in the grid, where two
of the blocks happen to exceed the upper bound by a very small amount. The refinement
algorithm subdivides each block into a block satisfying the upper bound, leaving a thin sheet
of remaining cells to form a second block. An improved grid can be obtained by replacing the
greedy algorithm by, e.g., a topological 2×2 refinement as shown in the right plot of Figure 12.
Figure 13 shows the greedy and the topological refinement applied to the case with a sealing
fault from Section 4.3. Whereas the topological refinement basically results in a symmetric
grid, except for one small mismatch, the grid created by the greedy algorithm does not. A
somewhat improved and less greedy algorithm can be obtained if one stops growing when
the size of the new block and the unrefined block are almost the same. Similarly, one can
easily foresee improved greedy methods that incorporate feasible amalgamation directions,
topological shapes, etc.
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7. Combining the Algorithmic Primitives

In previous sections we have discussed how different indicator functions and definitions of
admissible neighbours may be used to configure the algorithmic primitives to affect the shape
of coarse grid blocks and how the coarse grid adapts to the flow pattern. The most decisive
algorithmic choice, however, is how the algorithmic primitives are combined and applied to
the grid. To this end, we will use a top-down approach, assuming that all algorithms start
with a coarse grid that is gradually refined towards the desired resolution. This approach
gives the user great flexibility to vary the coarsening degree throughout the grid and using
amalgamation of fine cells to form the coarse blocks enables the coarse grid to adapt exactly
to important geometrical and geological features in the original grid.

In this section we illustrate different types of regional, hierarchical, and recursive coarsening
approaches. We start out by a simple example in which we use facies distribution and a
priori information about the flow pattern to steer the resolution in different regions of the
grid. Next, we take a closer look into successive refinement of a domain and discuss various
aspects. Finally, examples of adaptive and supervised nonuniform coarsening are presented.

Example 5 (Regional refinement). We consider a square reservoir that consist of four facies.
The permeability distribution follows a lognormal distribution inside each facies with mean
values of 400, 20, 800, and 35 mD, respectively. The reservoir is sampled on a PEBI-grid
using 1 697 cells as shown in the leftmost plot in Figure 14. The first facies forms two
disconnected regions that have been labeled 1 and 5 in the figure, whereas the next three facies
form contigous regions (labeled 2 to 4 in the figure). An injector is placed in the upper-right
corner and producers are placed in the lower-right corner of facies 1 and in the lower-right
corner of facies. We expect that the injected water will mainly flow through the two high-
permeable facies. Hence, the five regions are gridded using different strategies: Region 1 is
left with the original resolution and in Region 3 we use the original NUC algorithm (admissible
neighbours = face neighbours). Region 2 lies in between the two high-flow regions, so here
we use a medium coarse partitioning generated by METIS. Regions 4 is partitioned into three
blocks and Region 5 is represented as one block since very limited flow is expected in these
regions. The leftmost plot in Figure 14 shows the outline of the coarse grid. Simulation
of a water flooding scenario reveals a good match of water breakthrough for the well in the
lower-right corner. In the second well, too early water breakthrough is predicted because of
the coarser grid resolution in Region 3. The leftmost plots in Figure 14 show the saturation
distributions on the fine grid and on the coarse grid after breakthrough in the first well but
before breakthrough in the second well.

We observe that leaving the two regions in the upper-left corner very coarse, one not even
refined at all, does not seem to affect the simulation results, since no flow actually occurs
there. Likewise, leaving Facies 2 quite coarse does not significantly affect the solution as long
as the flow has not arrived into this region. After reaching both wells, the flow will slowly
diffuse into this region. The coarse blocks here will thus not necessarily resolve this flow very
accurately. This example invites to investigate regions of importance, i.e., identify decisive
connections and regions where refinement matters the most.

Example 6 (Successive refinement). We reuse the model from the example above. This time
we start out with an initial coarse partitioning of the domain into 26 coarse blocks generated
by METIS. The coarse blocks are refined to the original grid resolution, one by one, until the
complete original grid is obtained. To determine the order in which the blocks are refined, we
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Figure 14. Example of regional refinement on a PEBI grid. The left plot shows the
five regions (four facies), with wells shown as white dots. The second plot shows the
water-cut for one pore volume of water injected. The two rightmost plots show the
saturation distribution of the fine grid and coarse grid, respectively, at a stage in the
simulation after water breakthrough in the first well, but before water breakthrough
in the second well.

4 9 14 19 24
0

0.05

0.1

0.15

0.2

Increasing resolution

E
rr

or

Grid 1

Grid 2

Grid 3

Water−cut errors
Coarse−scale saturation errors

1
2

3

4

5 1
2

3

4

5

6

7

8

9

10

11

1
2

3

4

5

6

7

8

9

10

11

12
13

14

15

16

17

18

19

Grid 1 Grid 2 Grid 3

Figure 15. Successive refinement using the sum of the cell-wise velocity indicator
in the blocks to determine the order of refinement.

use the sum of the total velocity within each block. After each refinement, we simulate the
injection of one pore volume of water and measure the discrepancy in saturation profiles and
water-cuts compared with the solution computed on the original grid. Figure 15 shows the
error curves and three specific coarse grids.
The fluid velocities are largest in Regions 1 and 3, and increasing the resolution in these

blocks contributes most to decrease the saturation and water-cut errors (see Grids 1 and 2).
As expected, we also observe (see Grid 3) that refining the grid in Regions 4 and 5, and half
of Region 2, does not contribute to any error reduction because the water does not enter these
regions. Qualitatively similar results were obtained by using the time-of-flight indicator (but
here the block containing the second producer appears earlier in the refinement sequence).
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Figure 16. Examples of locally adapted grids for Layer 22 of the SPE10 model.

Another example of a regional and successive coarsening/refinement cycle was recently
presented by Hauge et al. [19]. For scenarios with strong displacement fronts, the majority
of the errors introduced by the coarsening will appear near the saturation fronts. High grid
resolution is therefore needed in these regions. In the unswept area ahead of the front the
solution is constant, and behind the displacement front the solution is slowly varying, and in
both these regions the saturation can be represented on a coarser grid. In other words, one
uses a refined region that follows the evolving displacement front. Creating such a dynamic
partition is relatively simple as long as it can be represented using a partition vector. In [19],
the extent of the refinement region was estimated by evolving the saturation on a coarse grid.
Alternatively, the refined region can be defined inside a band of values in the time-of-flight
for simple displacements—quarter five-spots, line drives, etc—or by combining time-of-flight
with a prior regional indicators for more complex scenarios.

Example 7 (Adaptive grids). We generate a coarse grid based on the time-of-flight indicator
intersected with a uniform topological partitioning as explained in Section 5.1. Local refine-
ment, down to the resolution of the original grid, is added in regions near the displacement
front (basically identified by checking where saturation changes significantly from one step to
the next, as explained in [19]). Cells that have time-of-flight values a factor C > 1 + ε larger
than those near the displacement front will likely belong to the unswept zone and are therefore
merged into a single coarse block. Moreover, a band of blocks with intermediate resolution
are kept ahead of the displacement front (measured in time-of-flight) to localize the search for
regions that need to be refined in the next step and as a precaution when multiple time steps
are computed without updating the grid. Figure 16 shows examples the adaptive grids for a
layer from the SPE10 model. For comparison, we also show the saturation profiles on the
original and on the coarse grid.

In the final example, we consider supervised use of the coarsening primitives. That is,
based on an initial coarse grid, the user utilizes his/her expert knowledge to pick the correct
refinement strategy in different parts of the grid to create a composite, medium coarse grid.

Example 8 (Supervised coarsening). A large number of experiments run by the authors
show that the original NUC algorithm is best when applied to strongly channelized media. On
smoother heterogeneity, the algorithm tends to overestimate the importance of flow adaption,
and more accurate results can be obtained using a topologically refined grid; see [19] for a more
detailed discussion. Developing robust criteria for automatically choosing the right coarsening
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Figure 17. Supervised hierarchical coarsening applied to Layer 37 of SPE10. The
left plot shows the initial partition and the refinement choices plotted on top of the
velocity indicator. The middle and the rightmost plot show the resulting grid.

approach is difficult, and in this example we therefore consider a supervised approach. First,
a very coarse topological partition is created. Then, in each block the user makes one out of
three choices: (i) to keep the block as it is if the total flow through it is small, (ii) to perform
a further topological subpartition if there is high flow throughout most of the block, or (iii)
to perform a flow-based subpartition (using the NUC algorithm from Example 1) if the block
contains high-flow channels on a low-flow background. Figure 17 shows an illustration of the
supervised gridding on Layer 37 from SPE10.

8. Numerical Experiments and Discussion

In this section we will make more quantitative comparisons between several of the specific
algorithmic realizations discussed in the previous sections. To keep the presentation as simple
as possible, most of the examples use petrophysical data from Model 2 of SPE10 [9]. This data
set has two formations: The Tarbert formation is a shallow-marine deposit with relatively
smooth permeability (and porosity) variations. The Upper Ness formation is fluvial and
has a set of distinct, but strongly intertwined, high-permeable channels on a low-permeable
background.

To simulate transport on the coarse grids, we will in the following use two different
schemes that both assume that the saturations are constant on the coarse grid, i.e., S� =
|B�|−1

∫
B�
S(x) dx. The first scheme is derived by summing a standard upwind discretization

for all cells in a block

(13) Sn+1
� = Sn

� +
Δt∫

B�
φdx

∫
B�

hS(Sn+1) dx

− Δt∫
B�
φdx

[
f(Sn+1

� )
∑

γij⊂∂B�

max(vij , 0)−
∑
k �=�

(
f(Sn+1

k )
∑

γij⊂Γk�

min(vij , 0)
)]
.

Unlike the underlying fine-scale discretization, this scheme uses a bi-directional approximation
for all faces across which there are both positive and negative fine-scale fluxes. In the second
scheme, we first sum the fine-scale fluxes to obtain net fluxes across the coarse faces and then
use a standard single-point upwind discretization to derive,

(14) Sn+1
� = Sn

� +
Δt∫

B�
φdx

∫
B�

hS(Sn+1) dx

− Δt∫
B�
φdx

∑
k �=�

max
(
f(Sn+1

� )
∑

γij⊂Γk�

vij , −f(Sn+1
k )

∑
γij⊂Γk�

vij

)
.
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Table 1. Comparison of two different indicator functions in the original NUC algo-
rithm on all layers in each of the two formations of SPE10. (Coarsening parameters:
NL = 6 and NU = 32 for velocity and NL = 6 and NU = 28 for vorticity).

Tarbert Upper Ness
log(|�ω|) log(|�v|) log(|�ω|) log(|�v|)

Es(PSc, Sf ) 0.1529 0.1538 0.1622 0.1506
Es(Sc,RSf ) 0.1264 0.1235 0.1100 0.1026
Es(PRSf , Sf ) 0.0758 0.0811 0.1239 0.1010
Ew(wc, wf ) 0.0585 0.0467 0.0559 0.0192

blocks: span 514–591 368–431 508–582 435–507
blocks: mean 546 405 541 467
faces: mean 2671 1995 2649 2291

To study the accuracy of these schemes, we need some further notation. Let Sf and Sc denote
the saturation field computed on the fine and coarse grids, respectively, and let wf and wc

denote the respective water-cuts. Moreover, we define R to be the restriction from the fine
to the coarse grid and P to be the prolongation from the coarse to the fine grid. Finally, we
define two different error norms

Es(q, p) =
1
T

∫ T

0

‖[q(·, t)− p(·, t)]φ(·)‖1
‖p(·, t)φ(·)‖1 dt, Ew(w1, w2) =

‖w1(·)− w2(·)‖2
‖w2(·)‖2 .

A large number of numerical experiments show that using net fluxes rather than bi-directional
fluxes typically reduces saturation and water-cut errors by 20–40 % because the former scheme
has lower numerical dissipation. For the following examples, simulations were performed
with both schemes, but results are only reported for the upwind scheme (14), unless stated
otherwise.

In the first example, we revisit the original nonuniform coarsening algorithm [1] as presented
in Example 1 and compare the accuracy for grids obtained with the velocity indicator log(|�v|)
and the vorticity indicator log(|�ω|).
Example 9 (Vorticity versus velocity). Consider a quarter five-spot simulation on a 220×60
grid with petrophysical data taken from individual layers from Model 2 of SPE10. Table 1
shows saturation and water-cut errors averaged over all layers within each of the two geological
formations simulated using the upwind scheme (14). (Plots of the two grid types are shown in
Figure 10 for Layer 37 from the Upper Ness formation). For the smooth Tarbert layers, the
improved smoothness of the vorticity indicator has a slightly positive effect on the accuracy. On
the fluvial layers of the Upper Ness formation, however, the vorticity indicator exaggerates the
extent of the high-flow channels and hence produces grids having higher errors, in particular
for the water-cut.

Hauge et al. [19] recently proposed an improved version of the NUC algorithm, in which
the initial partitioning consists of the intersection of an a priori uniform partitioning and
a segmentation of the cells according to a flow-based indicator with the number of bins
proportional to the span of the indicator function. The merging and refinement steps are
carried out as in the original NUC algorithm, except that we use 9-neighbours when growing
new blocks. We have previously seen this algorithm in Example 3.



24 VERA LOUISE HAUGE, KNUT–ANDREAS LIE, AND JOSTEIN R. NATVIG

Table 2. Comparison of saturation and water-cut errors up to dimensionless time
1.0 PVI for quarter five-spot simulations on the individual layers of the SPE10 model
using the scheme (14) based on net fluxes. The upper part of the table shows errors,
and the lower part gives statistics for the grids.

Tarbert formation Upper Ness formation
− log(ττr) log(|�v|) Cartesian − log(ττr) log(|�v|) Cartesian

Es(PSc, Sf ) 0.1398 0.1607 0.1619 0.1556 0.1795 0.2191
Es(Sc,RSf ) 0.1030 0.1237 0.1302 0.0964 0.1135 0.1486
Es(PRSf , Sf ) 0.0887 0.0941 0.0911 0.1291 0.1371 0.1772
Ew(wc, wf ) 0.0369 0.0473 0.0647 0.0345 0.0237 0.0844

blocks: span 219–261 217–261 264 213–252 205–241 264
blocks: mean 238 236 264 229 222 264
faces: mean 1054 1069 1090 1068 1070 1090

In [19], it was shown that the hybrid grids generated by the new algorithm have more
regularity compared with the original NUC-algorithm and lead to improved accuracy of the
transport simulations—using either of the schemes (13) or (14)—as well as simpler structures
in the discretized systems. In the next example, we will compare the accuracy of this algorithm
using the time-of-flight and the velocity indicator; that is, we compare the accuracy of the
two grid types shown in Figures 9.

Example 10 (Time-of-flight versus velocity). In this example we repeat the simulation set-up
of Example 9 and run transport simulation for all layers of the SPE10 model. In addition, we
include simulations on a uniform 22× 12 Cartesian grid as a reference. Table 2 summarizes
errors and some statistics about the coarsened grids.
Our first observation is that the flow-based grids have improved accuracy compared with

the Cartesian grid. Moreover, we see that the time-of-flight indicator gives significantly lower
errors than the velocity indicator, except for the water-cut on the Upper Ness formation.
Refering back to our motivation for the two indicators in Sections 5.1 and 5.2, it seems
reasonable that time-of-flight will be a better indicator of saturation transport and hence give
grids with improved accuracy.
Secondly, the results show that the regularity of both the flow-based grids are comparable

to that of the Cartesian coarse grid in the sense that the numbers of faces, representing
connections in the grids, are approximately the same. Regularity of the grids also affects the
matrix structure of the discretized system and may be exploited in efficient linear solvers. As
seen in Section 5.1, the transport equation has a certain causality in the sense that it can
be decomposed into a family of one-dimensional transport equations along streamlines. This
is reflected as follows in the discretized equations: If the flow field on the original grid is
computed by a (strictly) monotone scheme, the fluxes will form a directed acyclic graph. If
the transport equation is discretized by an upwind scheme, the corresponding nonlinear system
of equations can be reordered into a lower triangular form by performing a topological sort to
flatten the directed flux graph. This means that the cell values can be updated using a highly
efficient, sequential, nonlinear Gauss–Seidel method, see [27]. On the coarse grid, the flux
graph used in (13) and (14) will generally not be acyclic because of bi-directional fluxes over
coarse faces and cyclic dependence among coarse blocks. The discrete system of transport
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Table 3. Different measures of the matrix structure on two layers of SPE10.
For each grid, the first number refers to the bi-directional scheme (13), while
the second number refers to the scheme using net fluxes (14).

Layer 22 Layer 62
− log(ττr) log(|�v|) Cartesian − log(ττr) log(|�v|) Cartesian

grid blocks 189 189 161 161 220 220 166 166 171 171 220 220
single entries 6 163 7 135 74 220 0 91 0 43 8 200
block entries 11 4 13 5 46 0 1 11 1 10 14 4
largest block 74 15 58 13 7 — 166 18 171 33 60 8
off-diagonals 583 420 507 355 508 408 663 406 768 443 598 408

equations can still be reordered, but now into a block-triangular form, where each matrix block
corresponds to coarse grid-blocks having circular dependence.
Table 3 reports properties of the reordered matrices for the schemes (13) and (14) for one

layer from each formation, Layers 22 and 62, respectively, now compared with a uniform
22 × 10 Cartesian grid. For each system, we report the number of grid blocks, the number
of single entries on the diagonal (corresponding to grid blocks with no circular dependence),
the number of block entries on the diagonal (corresponding to grid blocks with circular de-
pendence), the largest block (number of grid blocks in the largest cycle), and the number of
off-diagonal elements. Several observations can be made. First of all, flow-based grids have
more cyclic dependencies that the Cartesian grids. Second, the number of cyclic dependencies
is significantly reduced using net fluxes rather than bi-directional fluxes. Third, the time-of-
flight grids give less cyclic dependencies than the velocity grids, indicating that they will be
more computationally efficient.

The large degree of regularity of the grids in the above example comes from the regularity
of the a priori topological partitions. In all examples considered so far, these partitions have
been uniform Cartesian. To not delude the reader to assume that this type of algorithm is
restricted to structured grids where one can find a simple topological partitioning, we include
an example of the same type of time-of-flight coarsening of a 2.5D PEBI grid. Here, the initial
segmentation into bins is intersected with a partition generated using the software package
METIS [21]. The motivation for intersecting with a METIS grid is to avoid that the effects of
the refinement step dominate in regions where the indicator does not separate the grid blocks
well. Hence, using a METIS partitioning will cause the final coarse grids to inherit, to some
degree, the regularity of this partitioning.

Example 11 (A 2.5D PEBI grid). We consider an extruded PEBI model consisting of 11 864
cells. Petrophysical parameters have been sampled from Layers 50–60 of SPE10. One injection
and one production well are placed to create a diagonal displacement. Figure 18 shows the
saturation distribution after one pore-volume of water has been injected, simulated on the
original fine grid (left), on a coarse time-of-flight grid consisting of 127 blocks (middle), and
on the coarse grid, partitioned topologically by METIS into 175 blocks (right). We observe
that the METIS grid has too large blocks in the flow channel to capture the flow well, while
the time-of-flight grid to a large degree matches the flow pattern from the original fine grid.

Because the flow-based indicator functions discussed in Section 5 only measure magnitude
of flow and do not distinguish between opposite flow direction, they will in certain cases not
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reference solution time-of-flight grid METIS grid
11 864 cells 127 blocks 175 blocks

Figure 18. Saturation profiles after simulation of 1 PVI on the fine-scale reference
grid (left), time-of-flight-based grid (middle), and METIS grid (right). Both coarse
grid solutions have been solved using net fluxes.

time-of-flight velocity

Figure 19. Indicator fields for a case with flow around a sealing fault.

provide sufficient information to partition grid cells correctly. To illustrate this, we consider
a highly idealized example.

Example 12 (Pathological barrier case). Consider a 50× 50 Cartesian model with a source
and a sink placed on opposite sides of a sealing fault, so that the flow is forced to go around the
sealing barrier, creating a symmetric flow pattern. Figure 19 shows a plot of the time-of-flight
and the velocity indicators. We observe that both fields are symmetric and not distinguishing
between direction of flow. Hence, flow out from the source is associated with the flow into the
sink, as the magnitude of the flow is the same.
Two different coarse grids were generated by intersecting the segmented time-of-flight in-

dicator values with two Cartesian partitions with 5 × 5 and 6 × 5 cells, respectively. No
constraints were imposed along the barrier. The grids and the corresponding water-cut curves
during the injection of one pore volume are shown in the upper row of Figure 20. Both grids
fail to capture the flow, as seen in the water-cut curves. The grid based on the 5 × 5 initial
partition, in particular, contains a coarse block that completely encapsulates the two blocks
that contain the source and sink, which leads to an almost instant water breakthrough.
Including a constraint for all faces along the barrier3 and repeating the simulation gives the

results shown in the bottom row of Figure 20. Here, the restriction of admissible neighbours

3To avoid the questions of hanging edges, as explained in Section 4.3, both partitions have been chosen so
that the end of the constraint coincides with a horizontal line in the coarse grid.
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Figure 20. Coarse grids generated using the time-of-flight indicator in combination
with a Cartesian partition outlined on top of the saturation distribution at 0.1 PVI.
The rightmost plots show the water-cut curves for a simulation up to 1.0 PVI.

along the barrier enables the algorithm to distinguish the flow out of the sink and into the
source, producing grids that accurately reproduce the water-cut curve from the original grid.

The example illustrates two interesting features of our algorithmic framework. First of all,
it shows the importance of making intelligent choices when setting up a specific algorithm.
The coarsening algorithms discussed herein are not fully automated, but should be used in
a supervised manner, so that the user can exploit his/her knowledge and the flexibility of
the framework to develop fit-for-purpose coarsening. For the example above, the coarsening
fails quite spectacularly without inclusion of face constraints that reduce the set of admissible
neighbours along the barrier, because the indicators only measure flow magnitude and do
not distinguish flow directions. Alternatively, the same effect, and good coarse grids, could
be obtained if the cell connections were postprocessed to exclude all faces that have zero or
very small fluxes. However, this approach may potentially also have undesired side-effects in
certain cases.

Secondly, the example demonstrates a shortcoming of NUC-type algorithms. Although they
are generally quite robust with respect to different parameter choices, as we will see in the next
example, accidental circumstances may in some cases lead them to produce infeasible grids.
Conversely, fortunate coincidences may in other cases lead to disproportionate improvements
in accuracy for small changes in the coarsening parameters.

In the next example we investigate the robustness of the flow-based coarsening with respect
to different parameter choices. To reduce the number of parameters involved, we consider the
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Figure 21. The original NUC algorithm applied with varying parameters on all
layers of the Tarbert formation (top) and all layers (except Layers 74–76) of the
Upper Ness formation (bottom). In each plot, the histogram values are averaged over
all layers in the formation.

original NUC algorithm Aarnes et al. [1], which has only two parameters: the constants NL

and NU in (4) and (6), respectively.

Example 13 (Robustness). We continue with the computational setup from Examples 9
and 10: quarter five-spot well pattern on a 220 × 60 grid with petrophysical data taken from
individual layers from Model 2 of SPE10. Figure 21 shows the number of blocks, projection
error, total saturation error, and water-cut error for all layers in the Tarbert formation and
all layers in the Upper Ness formation (except for Layers 74–76, which were excluded because
of long simulation times caused by small porosity values). For both formations, the number of
coarse blocks is mainly determined by NL, in particular for the fluvial layers. For the smooth
permeability in the Tarbert formation, the projection error is dominated by the size of the
coarse blocks. Indeed, the histogram shows that the projection error increases with increasing
values of NU , but is almost constant with respect to NL. Interestingly, the lowest saturation
errors are observed for intermediate values of NL and small values of NU . Moreover, for
large values of NU , the water-cut errors decrease with increasing values of NL. Conversely,
for fixed NL, the water-cut errors increase with NU , because larger upper bounds allow larger
blocks, which in turn causes smearing of the saturation fronts and typically leads to earlier
water breakthrough.
For the channelized permeability in the Upper Ness formation, the saturations will follow

narrow flow channels and the projection error will be dominated by how well the grid resolves
these channels, for which NL is the decisive parameter. This is confirmed by the histogram,
in which the largest increase in projection error is observed in the direction of increasing
NL values. The water-cut error, on the other hand, decreases with increasing NL values. A
possible explanation is that the smallest blocks occur in and near the high-permeable channels
and as the sizes of these blocks increase, the blocks adapt to the high-flow paths and thereby
improve the grids’ ability to correctly evolve saturations.
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Figure 22. Water-cut errors for the original NUC algorithm applied with varying
parameters to Layer 28 (left) and Layer 48 (right).

Finally, we notice the existence of relatively flat regions in the middle of the parameter
domain, where reasonable accuracy is achieved in a robust manner. This is not an averaging
effect—similar regions are observed when considering a single layer. However, for a single
layer, small changes in parameters can lead to disproportionate changes in accuracy as shown
in Figure 22 for the water-cut errors in Layers 28 and 48.

9. Concluding remarks

In this paper, we have discussed how to generate good flow-based grids to be used in
multi-fidelity transport solvers that can be combined with multiscale flow solvers to give a
complete framework for fast and accurate multiscale flow modelling. Our point has not been
to come up with a single algorithm that creates the best grid—in our experience, such a grid
would vary from case to case, depending strongly on the geology and the flow processes to be
modelled, and would also generally be different for flow and transport solvers. Instead, we
have presented a modular algorithmic framework that consists of a set of components that
can be combined in various ways to fit different flow scenarios, requirements with respect to
accuracy and runtime, as well as other topological and geological constraints. A particular
feature is our use of amalgamation of cells from the original grid to form coarse blocks, which
gives the user high flexibility in adapting the coarse grid to details in the flow field, as well
as to soft and hard geological constraints (layers, pinchouts, fault faces, etc).

Our framework is very general and leaves the user with a large number of choices. The
paper has mainly focused on presenting concepts and outlining possibilities for flow adaption;
more extensive and rigorous numerical studies are left for later. Likewise, we have not dis-
cussed the additional postprocessing that will be needed in practical applications to smoothen
unconstrained faces, remove blocks that are confined within other blocks, etc. Moreover, there
is a need to develop guidelines for use in supervised approaches, criteria for use in automated
approaches, and ways of setting soft and hard constraints to reflect the uncertainty in the
underlying geological modelling. These are all topics for further research.
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