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Abstract 7 

The quality of the information about the wind field characteristics is crucial for accurately predicting 8 
the structural response of a long-span bridge subjected to dynamic wind loads. In this paper, in situ mast 9 
measurements and terrain model wind tunnel tests are compared with full-scale measurements of the 10 
wind field along the Hardanger Bridge girder. The aim is to investigate the performance of mast 11 
measurements and wind tunnel terrain model tests in predicting the wind field characteristics for long-12 
span bridges in complex terrains. Wind field spatial variations and statistical distributions for the mean 13 
wind velocity and turbulence intensity are investigated. Extreme value statistics have been applied to 14 
compare the mean wind velocity recordings from two different measurement periods. Results showing 15 
terrain-induced effects on the wind directions, turbulence intensities and mean wind velocities are 16 
presented. Simultaneous spanwise wind profiles for the mean wind velocity and along-wind turbulence 17 
intensity are compared between the terrain model wind tunnel tests and the full-scale measurements, 18 
and large nonuniformities are identified. The extreme profiles of the turbulence intensities vary as much 19 
as 100% along the span, and the mean wind velocity profiles vary up to 50% along the span. 20 

Keywords: Long-span bridge, Nonuniform wind field, Field measurements, Terrain model 21 

1 Introduction 22 

The Norwegian government is planning a new highway along the west coast of Norway to reduce 23 
traveling time between four of the largest cities. The Norwegian west coast is dominated by a terrain 24 
with deep fjords and tall, steep mountains, and a highway in this complex terrain demands crossing 25 
fjords as wide as 5000 m and as deep as 1300 m with fixed bridge connections. Other extreme crossings 26 
are also being proposed around the world, such as the Messina Strait and the Strait of Gibraltar, which 27 
pose large engineering challenges. The design for dynamic environmental loads is critical for such 28 
structures, and some of the methods used for the design of past bridge structures may not account for 29 
the challenges of these extreme projects. 30 
 For long-span bridges where the response from dynamic wind loading is dominating the load 31 
effects relevant for design, the quality of the information about the wind field characteristics available 32 
for the design calculations will govern the achieved structural reliability. In complex inhomogeneous 33 
terrain, the spatial variability of the statistical distributions for the wind field parameters can be large. 34 
In situ mast measurements and wind tunnel terrain model tests are currently the main approaches used 35 
to investigate the local wind field characteristics for long-span bridge design purposes. Other methods 36 
such as computational fluid dynamics (CFD) and LIDAR technology are also becoming increasingly 37 
attractive as computer performance is increasing and further development is progressing, but the 38 
traditional methods will also be important in the future. Mast measurements can be used to record the 39 
variability of the local wind field at a single point, and wind tunnel terrain model tests can be used to 40 
investigate the spatial transfer of the turbulence characteristics from the mast position to the bridge 41 
span. There are a few wind tunnel terrain model experiments for bridge design purposes presented in 42 
the literature (Hui et al., 2009a, 2009b, Li et al., 2010, 2015), but there is still a need to investigate this 43 
method’s ability to spatially transfer mast measurements to the bridge span through studies comparing 44 
terrain model results with full-scale measurements, especially in complex terrain. 45 
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Design calculations of the dynamic bridge response due to stochastic wind loads are still mainly 46 
based on the buffeting theory first introduced by (Davenport, 1962) and improved by (Scanlan, 1978a, 47 
1978b; Scanlan and Tomko, 1971). Many full-scale bridge measurement campaigns have been 48 
performed to verify the performance of the buffeting theory (Bietry et al., 1995; Brownjohn et al., 1994; 49 
Cheynet et al., 2016; Cross et al., 2013; Fenerci et al., 2017; Fenerci and Øiseth, 2018, 2017; 50 
Macdonald, 2003; Miyata et al., 2002; Wang et al., 2011, 2013; Xu, 2013), with some campaigns 51 
finding good agreement and others finding significant discrepancies. In traditional design approaches, 52 
based on a short-term stationary and homogeneous wind field assumption, the turbulence characteristics 53 
are commonly chosen as deterministic parameters, although a significant variability in the measured 54 
wind field characteristics and bridge responses are presented in several of the referred full-scale 55 
measurement campaigns. (Fenerci et al., 2017) have shown that it is possible to account for most of the 56 
measured response scatter if detailed information about the variability in the wind field parameters is 57 
available. More advanced methods such as probabilistic design approaches (Ciampoli et al., 2011; 58 
Davenport, 1983; Kareem, 1988; Pagnini, 2010; Pagnini and Solari, 2002; Solari, 1997; Spence and 59 
Kareem, 2014; Zhang et al., 2008) or long-term extreme response analysis (Xu et al., 2017) are able to 60 
account for the variability in the load to a greater extent, but these methods rely on a more complete 61 
statistical description of the load than that used in the traditional methods. Without the bridge in place, 62 
the statistical distributions for the wind field parameters can be achieved by mast measurements close 63 
to the bridge span, but this approach will rely on the ability to spatially transfer the full statistical 64 
distributions to the bridge span. 65 
 Several studies in the literature have undertaken the long-term monitoring of turbulence 66 
characteristics, thus contributing to the understanding of wind field characteristics in different 67 
topographies. Most of the measurement campaigns have been located in typhoon- and monsoon-68 
dominated areas, such as the work performed by (Cao et al., 2009; Choi, 1978; Li et al., 2015; Wang et 69 
al., 2017), and have consisted of full-scale bridge monitoring campaigns such as (Hu et al., 2013; Hui 70 
et al., 2009a, 2009b; Miyata et al., 2002; Wang et al., 2013, 2011, 2009, 2014). Additionally, for 71 
European conditions, many wind field characterization studies can be found in the literature (Bietry et 72 
al., 1995; Bocciolone et al., 1992; Brownjohn et al., 1994; Cheynet et al., 2016; Cross et al., 2013; 73 
Fenerci et al., 2017; Fenerci and Øiseth, 2018, 2017; Harstveit, 1996; Macdonald, 2003). Although all 74 
these studies provide valuable insights, most of them have been based on very few wind sensors (some 75 
only measured the wind field characteristics at a single point) that are unable to describe spatial 76 
variations in the wind field. (Burlando et al., 2013) address the problem of spatially transferring 77 
measured wind velocities to a target site using CFD, but on a less detailed scale than what is necessary 78 
for terrains that exhibit extreme complexity. For long-span bridge design purposes, there is still a need 79 
for studies investigating spatial variations of wind velocities and turbulence characteristics, especially 80 
in complex terrain where terrain-induced variations can be large. 81 
 In the years prior to the construction of the Hardanger Bridge, in situ mast measurements and 82 
wind tunnel terrain model tests were performed to investigate the local wind field characteristics at the 83 
bridge site. Since the opening of the bridge in 2013, the Norwegian University of Science and 84 
Technology (NTNU) has been monitoring the wind field along the bridge girder using 8 ultrasonic 85 
anemometers. This paper is an extension of the preliminary results presented at the European-African 86 
Conference on Wind Engineering in 2017 (Lystad et al., 2017). In this paper, we study the spatial 87 
variations in the statistical distributions for mean wind velocity and along-wind turbulence intensity at 88 
the Hardanger Bridge site and the performance of the traditional wind field characterization methods 89 
for describing these statistical distributions along the bridge span in complex terrain.  90 

In section 2 the measurement campaigns used in this study are introduced, and in section 3 flow 91 
patterns at the bridge site are interpreted using wind directionality effects as basis. Section 4 investigates 92 
the spatial transfer of the mean wind velocity extreme value distributions and the probability density 93 
function of the along-wind turbulence intensity between the mast and along girder anemometers. In 94 
section 5, spanwise simultaneously measured profiles for mean wind velocity and along wind 95 
turbulence intensity from the full-scale measurements are compared with spanwise profiles identified 96 
in the wind tunnel terrain model test. Finally, in section 6 conclusions and some recommendations for 97 
the use of the investigated methods are presented. 98 
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2 Wind field measurements 99 

The Hardanger Bridge is a suspension bridge with a main span of 1310 m, making it the longest bridge 100 
span in Norway. The bridge crosses the Hardanger fjord, which is located in complex terrain surrounded 101 
by high, steep mountains. The surrounding terrain is extreme, but it is typical for the fjord landscape 102 
along the coastline of Norway.  103 

2.1 Full-scale monitoring campaign 104 
After the bridge was opened to the public in 2013, it was instrumented with a state-of-the-art monitoring 105 
system measuring wind field characteristics and acceleration responses along the bridge girder. The 106 
monitoring system consists of 20 triaxial accelerometers and 9 ultrasonic triaxial anemometers, of 107 
which 8 are distributed along the span. An overview of the wind monitoring system is shown in Fig. 2, 108 
and the system is described in more detail in (Fenerci et al., 2017). 109 

 110 

Fig. 1. The Hardanger Bridge (image by the authors) 111 

 112 

Fig. 2. Full-scale wind field measurement sensor layout 113 

2.2 Mast measurements 114 
During 1988-1992, the Norwegian Meteorological Institute placed a wind measurement mast on the 115 
headland Buneset, close to the southern end of the bridge, to measure the local wind field characteristics 116 

Mast 
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for the design of the Hardanger Bridge. Buneset is a headland extending into the fjord with an elevation 117 
of 110-130 m above mean sea level. As this headland is relatively flat and the surroundings are steep 118 
and complex, Buneset was a suitable position for the mast placement. Fig. 1 shows Buneset on the left 119 
in the picture (south), and Fig. 3 shows a picture of the bridge taken from the headland. The mast was 120 
instrumented with wind sensors at three levels, 10 m, 30 m and 45 m above ground. The results from 121 
the mast measurements are reported by (Harstveit, 1994) and discussed further by (Harstveit, 1996). In 122 
(Harstveit, 1994), it was concluded that the sensors at the two lowest levels were disturbed by the forest 123 
vegetation on the headland, so the results from these sensors were discarded. They noted that some 124 
disturbance may also be present for the 45 m sensor, affecting both the recorded turbulence intensity 125 
and the mean wind velocity. The results from the 45 m sensor were used for the design of the Hardanger 126 
Bridge, and these results are also used in the present study. 127 
 The elevation of the highest sensor (approximately 155-175 m above mean sea level) is also a 128 
concern for representing the wind field characteristics along the bridge girder (60 m above mean sea 129 
level). The effects of relative elevation, wind speed-ups as the wind flows over the headland, and 130 
differences in surface roughness are important factors for the spatial transfer of the wind field 131 
characteristics from the mast to the bridge girder.  132 

 133 

Fig. 3. Southern tower viewed from the Buneset headland (image by the authors) 134 

2.3 Terrain model tests 135 
To quantify the wind field differences between the mast position and the bridge girder and to investigate 136 
the spanwise effects such as wind field profiles and covariance, a 1:2000 scale terraced terrain model 137 
of the Hardanger Bridge surroundings was tested in the boundary layer wind tunnel at NTNU. The tests 138 
were performed by the Department of Energy and Process Engineering at NTNU in 1991, and the results 139 
were reported by (Sætran and Malvik, 1991). The boundary layer wind tunnel at NTNU is a closed-140 
circuit wind tunnel with a test section that is 11 m long, 2.7 m wide and 1.8 m high with a maximum 141 
wind speed of 30 m/s. Hot-wire anemometers were used in the experiments to measure the along-wind 142 
component of the fluctuating wind field. 143 
 The scale of 1:2000 is larger than the acceptable minimum scale for accurate modeling of the 144 
surface flow behavior, suggested by (Bowen, 2003) to be in the range of 1:2500-5000. However, 145 
(Bowen, 2003) also concluded that for terrain model scales smaller than 1:500, the accuracy of the 146 
modeled flow may be significantly reduced. Some studies investigated the surface modeling of such 147 
wind tunnel terrain models (Meroney, 1980; Stevenson et al., 1981) and concluded that special attention 148 
should be given to the effect of the surface of the model. However, both referenced studies were 149 
performed at very small scales, 1:5000 and 1:4000, respectively, which might have affected the surface 150 
modeling sensitivity. The terrain model for the Hardanger Bridge was built as a terraced model with 10 151 
mm thick layers and no further surface roughness adjustments.  152 
 A terrain model with two main wind directions identified by the mast measurements was tested 153 
in the wind tunnel. A map cutout of these two modeled directions is shown in Fig. 4. From the bridge 154 
location, the Norwegian coastline is to the west and the inland area is to the east. (Meroney, 1980) 155 
concluded that the inflow conditions were an important aspect in modeling the local wind flow in 156 



5 
 

complex terrain. For the easterly winds, two different incoming flow cases were tested to investigate 157 
the inflow effect on the locally generated wind field. The easterly winds travel over a mountainous 158 
region before hitting the bridge site, so the terrain model was subjected to both a smooth incoming flow 159 
and a turbulent incoming flow generated with a turbulence grid. However, the westerly winds, coming 160 
from the sea, were tested only with smooth inflow conditions, as the local terrain was expected to 161 
generate most of the turbulence effects. For all the tests, an incoming wind velocity of 16 m/s was used 162 
in the wind tunnel.  163 

 164 

Fig. 4. Terrain model map cutout. ABCD represent westerly winds, and EFGH represent easterly winds 165 
(map from Kartverket©; the shown area is approximately 25x40 km at full-scale) 166 

3 Effects of wind direction 167 

The directional wind field characteristics measured by the mast are compared with the recorded wind 168 
field along the bridge girder from the bridge monitoring campaign in Figs. 5 and 6. The monitoring 169 
system anemometers are distributed along the bridge girder, from A1 at the south end to A8 at the north 170 
end of the bridge. The mast position is close to the south end of the bridge, so the A1 sensor is the 171 
anemometer closest to the mast position.  172 
 The strong wind roses shown in Fig. 5 display percentages of the amount of strong wind 173 
measurements (> 15 m/s) only, and not the total amount of expected wind recordings during the 174 
measurement period. It can be observed that the percentage of winds above 18 m/s is larger for the 175 
westerly winds than the easterly winds. Considering the westerly winds, the recorded mean wind 176 
direction changes slightly towards the midspan coming more directly from the west. Terrain-induced 177 
channeling effects become clearer towards each bridge end, where the recorded mean wind is following 178 
the southwesterly fjord direction. A possible flow pattern that could explain this behavior is that the 179 
dominant incoming wind direction is more directly westerly, but the fjord direction is locally channeling 180 
the wind direction at the bridge site. The flow measured at the southern part of the span will then travel 181 
a longer distance along the fjord than the wind closer to the midspan, being more strongly affected by 182 
the channeling effects. This characteristic flow pattern is illustrated in Fig. 6a. (Harstveit, 1994) also 183 
indicated a similar flow pattern for the westerly winds, although focusing on the flow over the Buneset 184 
headland rather than the along-span behavior. In the northern part of the span, the steep mountainside 185 
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to the northwest of the bridge is greatly affecting the wind field, and the measured wind directions 186 
suggest strong channeling effects at this part of the bridge span. 187 
 Towards the east of the bridge, the fjord split into two fjord arms, which causes an interesting 188 
spanwise wind field behavior. The dominating winds hitting the southern part of the bridge span, A1-189 
A6, are coming from the southern fjord arm, but towards the northern part of the bridge span, A7-A8, 190 
the dominating winds are increasingly coming from the northern fjord arm. Thus, the wind field coming 191 
from the east seems to be composed of two different incoming flows channeled by the two fjord arms. 192 
The assumed easterly wind flow pattern is illustrated in Fig. 6b. 193 

 194 

Fig. 5. Mean wind velocity wind roses. The wind roses present percentages of strong winds above 15 195 
m/s only, and are divided into two main wind directions, east and west, with each side adding up to 196 
100% (background from Kartverket©) 197 
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a)  b)  198 

Fig. 6. Characteristic flow pattern; a) westerly winds and b) easterly winds (map from Kartverket©) 199 

In Fig. 7, the turbulence intensity wind roses are plotted for the mast measurements and the 200 
anemometers distributed along the girder. Only strong winds with mean wind velocities above 10 m/s 201 
are presented. For the westerly winds, we observe an increasing turbulence intensity from the southern 202 
to the northern part of the span. The very steep mountainside to the northwest of the bridge is 203 
increasingly affecting the westerly wind turbulence towards the north. This behavior is also supporting 204 
the assumed flow pattern shown in Fig. 6a, where the westerly winds are coming down this steep 205 
mountain before hitting the bridge span. For the easterly winds, the turbulence intensity distribution is 206 
more uniform. Based on the observation made in the previous section, that the easterly wind field is 207 
composed of two different incoming flows, a larger variation in the turbulence characteristics along the 208 
span could be expected, but it seems the two fjord arms are generating a similar wind field.  209 
 Comparing the turbulence characteristics towards the southern part of the span with the mast 210 
measurements, larger percentages of high turbulence intensities are observed for the mast measurements 211 
than for the anemometers along the girder. This observation is discussed further in the following 212 
sections.  213 
 It should be noted that the full-scale measurement system is set with an automatic trigger for 214 
recordings where one of the anemometers measures a mean wind velocity above 15 m/s. Since a mean 215 
wind velocity over the trigger threshold only needs to be measured by one anemometer and due to 216 
manually triggered periods, a significant number of measurements between 10 and 15 m/s are still 217 
present, although the full distribution is not available in this range. The raw data from the mast 218 
measurement results are not available, so the previously binned results presented by (Harstveit, 1994) 219 
are used in this study. The available mast turbulence intensities are binned for mean wind velocities 220 
above 10 m/s, and not 15 m/s, so for comparison reasons, the same range of mean wind velocities are 221 
chosen for the anemometers along the girder. 222 
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 223 

Fig. 7. Turbulence intensity wind roses. The wind roses are divided into two main wind directions, east 224 
and west, with each side adding up to 100% (background from Kartverket©) 225 

4 Spatial transfer of wind field characteristics 226 

In situ mast measurements are the most commonly used source of information about the wind field 227 
characteristics for the design of long-span bridges. In this section, the performance of the mast 228 
measurements in predicting wind field characteristics along the Hardanger Bridge girder is investigated. 229 
The results from the four-year mast measurement campaign are compared with the results from four 230 
years of along-girder measurements performed by NTNU. Extreme wind speeds and turbulence 231 
intensities are considered, and spatial transfer coefficients between the mast and the positions along the 232 
girder are estimated. The spatial transfer coefficients are defined here as the ratio between mast 233 
measurements and along span anemometers and will be further discussed in the following sections. 234 

4.1 Extreme value statistics 235 
The mean wind velocity is the most important parameter when predicting the aerodynamic response of 236 
a long-span bridge. To create a spatial transfer coefficient for the mean wind velocity between 237 
nonsimultaneous recordings from the mast and the along-span anemometers, extreme value 238 
distrubutions for the mean wind speed are considered, utilizing the Method of Independent Storms 239 
(MIS). The background theory of this method and other recent developments in the field of extreme 240 
value statistics are presented in the following paragraphs.   241 
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If the parent probability distribution of a stochastic variable is of the exponential type, which is 242 
the case for the commonly used Weibull distribution for the mean wind velocity, it can be shown that 243 
the asymptotic extreme value distribution will follow a type I generalized extreme value (GEV) 244 
distribution form (Gumbel distribution). The general parent cumulative probability distribution form of 245 
the exponential type can be written as 246 

 ( )( ) 1 h x
XP x e    (1) 247 

and the type I generalized extreme value cumulative probability distribution can be written as 248 

 ( ) 1
ye

ZP z e
  ,   ( ) /y z u      (2) 249 

where u and β are the location and scale parameters of the distribution, respectively, and y is the reduced 250 
variate. The relationship between the parent distribution, PX(x), and the asymptotic extreme value 251 
distribution, PZ(x), is expressed below, given that the values of x drawn from the parent distribution are 252 
statistically independent and that N is the number of independent storm extreme values drawn from the 253 
parent distribution. 254 
 ( ) [ ( )]N

Z XP x P x   (3) 255 

For the asymptotic limit where N→∞, the extreme value distribution approaches the GEV distribution. 256 
The original Gumbel method presented by (Gumbel, 1958) for estimating the extreme value distribution 257 
takes advantage of the known shape of the distribution, assuming a type I GEV distribution form. Since 258 
the reduced variate y is a linear function for the type I distribution, the Gumbel method estimated the 259 
order statistics, u and β, by fitting a straight line to the measurements using linear regression. The 260 
reduced variate y can be expressed as follows, using the type I GEV form: 261 

 ln[ ln( ( ))]Zy P z     (4) 262 

To obtain realizations of y from the recordings, the extreme value probability PZ(z) must be calculated 263 
for each recording. This can be achieved by ranking the annual extreme value recordings in ascending 264 
order giving the lowest recorded annual extreme the rank of m=1 and the highest annual extreme the 265 
rank of m=n, where n is the total number of recorded annual extremes. Then, the non-exceedance 266 
extreme value probability of each annual maximum can be calculated from these ranks: 267 

 ( ) / ( 1)ZP z m n    (5) 268 

The linear regression approach suggested by (Gumbel, 1958) was further investigated by (Lieblein, 269 
1974), who proposed an adjusted method using tabulated coefficients to avoid biased estimates for the 270 
order statistics from the fitted curve for the reduced variate. This approach is referred to as the Gumbel-271 
Lieblein BLUE (best linear unbiased estimator) method and was tabulated for up to 16 extreme value 272 
recordings by (Lieblein, 1974), and increased to 30 values by (Balakrishnan and Chan, 1992). (Harris, 273 
1996) further generalized the Gumbel-Lieblein BLUE method introducing a new minimum-variance 274 
bias free procedure and suggested that the axes in the traditional Gumbel plot should be interchanged. 275 
(Harris, 1996) also suggested that for extreme wind velocities, a better estimation of the extreme value 276 
distribution due to a faster convergence rate was achieved by fitting the square of the mean wind 277 
velocity q=U2 to the reduced variate y, an approach also used in the Eurocode (Tamura and Kareem, 278 
2013).  279 

For the general Gumbel-Lieblein BLUE method, only recorded yearly maxima are used to fit 280 
the extreme value distribution. This approach demands a very long measurement period to give reliable 281 
estimates for the extreme value distribution. However, (Cook, 1982) proposed a modified approach 282 
taking advantage of more than one extreme recording a year, given that the recorded extreme values are 283 
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statistically independent, known as the Method of Independent Storms (MIS). By introducing the 284 
parameter r for the annual rate of independent storms, the following relationship was proposed: 285 

 /s sr n T   (6) 286 

where ns is the number of independent storm extreme values used in the calculations and Ts is the 287 
measurement period in years. Then, the annual extreme value distribution can be expressed as: 288 

 ( ) [ ( )] [ / ( 1)]r r
Z Z s s sP z P z m n     (7) 289 

where PZ-s(z) is the individual storms extreme value distribution, ms is the individual storm rank and 290 
PZ(z) is the annual extreme value distribution. In this way the number of extremes available for practical 291 
purposes could be significantly improved. (Cook, 1982) also introduced a method for using the Gumbel-292 
Liebline BLUE approach utilizing more extreme values than the tabulated coefficients from the method 293 
would suggest, but a better estimate based on a larger number of extreme values was achieved using 294 
Harris’ method (Harris, 1999). Recent development in the field of extreme value characterization has 295 
shown that using the asymptotic extreme value distribution methods described above may lead to 296 
significant discrepancies for the estimation of extreme wind speeds with large return periods (Ian Harris, 297 
2014; Torrielli et al., 2013). Penultimate distribution methods arguing that the number of extremes used, 298 
rTs, is too low to justify an asymptotic assumption where rTs → ∞ are also presented in the literature 299 
(Cook and Harris, 2008, 2004; Harris, 2009) showing better performance for large return periods up to 300 
10 000 years.  301 
 In the following investigations, the MIS method based on the Gumbel-Lieblein BLUE approach 302 
is used. Other methods may provide better estimates of the extrapolated large return period extreme 303 
wind speeds, but they will rely on a larger number of extremes than that available from the mast 304 
measurements in (Harstveit, 1994) to improve the performance compared to the MIS approach. 305 
However, for the sake of comparison between nonsimultaneous wind recordings in this study the chosen 306 
methodology is deemed satisfactory. 307 

4.2 Mean wind velocity 308 
By applying the individual storms approach and the Gumbel-Lieblein BLUE method, a mean wind 309 
velocity extreme value distribution for the mast measurements and the anemometers along the bridge 310 
girder was fitted based on the 16 largest statistically independent individual storms during the four-year 311 
measuring periods. As noted by Kasperski in (Tamura and Kareem, 2013), the common practice to 312 
ensure statistical independence among the recorded individual storm maxima is to require a low mean 313 
wind speed over a longer period of 12-24 h, since a single storm may calm down before strengthening 314 
again. In the present study, the criterion described by Kasperski was followed, demanding a minimum 315 
of 12 h of winds below 15 m/s between the individual storms. However, for the mast measurements, 316 
the criterion set to identify statistically independent storms was that the mean wind velocity should fall 317 
below 10 m/s between each recorded storm maxima. Although this criterion may principally lead to 318 
maxima from the same storm, the time of the measured extreme values are known, and well separated, 319 
so the individual storms can also be determined as statistically independent for the mast recordings. The 320 
measurements were divided into the two main wind directions, considering westerly and easterly winds 321 
separately.  322 

The location of the mast on top of the Buneset headland suggests that wind speed-up effects 323 
due to local topography may affect the mean wind velocity, as investigated by (Carpenter and Locke, 324 
1999; Miller and Davenport, 1998). In the European design code for wind actions (Standard Norge, 325 
2009), speed-up effects due to flow over local hill tops can be defined by the terrain shape factor co, 326 
also referred to as the speed-up ratio in the literature (Miller and Davenport, 1998; Stevenson et al., 327 
1981; Tamura and Kareem, 2013): 328 

 /o m mfc v v   (8) 329 
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where vm is the increased wind velocity due to speed-up effects and vmf is the reference velocity. 330 
For the design of the Hardanger Bridge, the terrain model wind tunnel tests were used to 331 

estimate the spatial transfer coefficient, or speed-up ratio as defined in Eq. (8), between the mast 332 
position and the midspan of the bridge. For the westerly winds, they concluded that the midspan girder 333 
wind speed was only 6% lower than the wind speed measured by the mast. For the easterly winds, the 334 
measured midspan wind speed was 20% lower than the wind speed in the mast position for the smooth 335 
inflow case and 15% lower than that for the turbulent inflow case. Since the strongest winds were 336 
measured coming from the west and the wind tunnel tests showed a low difference in the wind velocity 337 
between the mast and the girder midspan for this direction, no reduction in the measured mast wind 338 
velocities were used in the design. 339 

In Figs. 8 and 9, fitted Gumbel-Lieblein plots are shown for the easterly and westerly winds, 340 
respectively, comparing the extreme winds measured by the mast with the along-girder anemometers. 341 
The fitted curves are not linear in the plots because the line is fitted to the square of the mean wind 342 
velocity and plotted against the linear mean wind velocity axis. In Fig. 10, the fitted extreme value 343 
probability distribution is plotted along the bridge span through a contour plot for both easterly and 344 
westerly winds. The mean wind velocity, with a statistical return period of 2 and 50 years, is indicated 345 
for the along-span variation and the mast extreme wind velocities. In Tables 1 and 2, extreme winds for 346 
2 and 50 year statistical return periods are shown for all sensors, as well as the speed-up ratio for the 347 
mast using measurements along the bridge girder as reference wind speeds.  348 
 It can be observed that the mast measurements overestimate the wind speed compared with the 349 
positions along the girder for both wind directions. Comparing the midspan (A6) speed-up ratios 350 
observed from the full-scale measurements with the predicted coefficients from the terrain model wind 351 
tunnel test results c, a good estimate for the easterly winds can be observed, but for the westerly winds, 352 
the terrain model experiments show a significantly lower speed-up ratio than that observed from the 353 
full-scale measurements. This may be explained by observing the difference in wind directions for the 354 
westerly winds between the mast measurements and the midspan anemometer, A6, and the assumed 355 
flow pattern shown in Fig. 7a. As the westerly direction modelled in the wind tunnel may be slightly 356 
inaccurate for the dominating winds, as discussed in the previous sections, important information about 357 
the local flow over the Buneset headland may have been lost resulting in an underestimated speed-up 358 
ratio. 359 

The European design code for wind actions (Standard Norge, 2009) gives guidelines for 360 
calculating local variations in the wind velocity based on the inclination of the upstream hill and the 361 
position relative to the hill. The relationship for an inclination ratio of Φ=H/Lu > 0.3 is defined as 362 
follows 363 

 1 0.6oc s    (9) 364 

where s is a factor accounting for the position relative to the hill and the terrain shape. It should be noted 365 
that the guidelines given in the Eurocode are not valid for complex terrain such as the Hardanger Bridge 366 
site, but it is interesting to see how well the guidelines can perform also under such conditions. A good 367 
performance may indicate isolated effects, less influenced by the surrounding terrain complexity. By 368 
applying the calculation procedure for local wind speed-ups over a single hill proposed in the design 369 
codes, a speed-up ratio of 1.24 for the easterly winds and 1.18 for the westerly winds can be determined, 370 
corresponding very well with the observed speed-up ratios from the full-scale measurements in Tables 371 
1 and 2. In this calculation, Φ=0.33 and s=0.4 were used for the easterly winds, and Φ=0.5 and s=0.3 372 
were used for the westerly winds, based on the mast distance from the upstream hill and the steepness 373 
of the hill. 374 

For the easterly extreme wind velocity distribution plotted in Fig. 10a, a uniform distribution 375 
along the span is shown, although slight reductions towards the ends are visible. The same trend can be 376 
observed for the westerly wind direction in Fig. 10b, although stronger reductions towards the ends are 377 
present. Additionally, a weak linear trend from the A8 sensor in the north to the A5 sensor can be 378 
observed for the westerly winds. 379 
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380 

 381 

Fig. 8. Gumbel-Lieblein plots for the extreme mean wind velocities of chosen anemometers for easterly 382 
winds 383 

384 

 385 

Fig. 9. Gumbel-Lieblein plots for the extreme mean wind velocities of chosen anemometers for 386 
westerly winds 387 

a) b)  388 

Fig. 10. Extreme value probability density for the mean wind velocity of a) easterly winds and b) 389 
westerly winds 390 
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 391 

Sensor x [m] U2yr U10yr U50yr U100yr co,2yr co,50yr 

Mast ~1000 23.9 26.4 28.3 29.1 1 1 

A1 460 19.1 21.1 22.7 23.4 1.25 1.25 

A2 280 20.4 22.6 24.3 25.0 1.17 1.17 

A3 240 18.8 20.7 22.3 22.9 1.27 1.27 

A4 200 19.6 21.4 22.9 23.5 1.22 1.24 

A5 180 18.9 21.0 22.6 23.3 1.26 1.25 

A6 -10 20.0 21.7 23.2 23.8 1.20 1.22 

A7 -180 19.6 21.4 22.8 23.4 1.22 1.24 

A8 -420 17.7 19.1 20.3 20.7 1.35 1.40 

Eurocode - - - - - 1.24 

Terrain model - - - - - 1.20/1.15 

Table 1. Mean wind velocity extreme values and speed-up ratios for the easterly winds 392 

Sensor x [m] U2yr U10yr U50yr U100yr co,2yr co,50yr 

Mast ~1000 30.0 33.1 35.6 36.6 1 1 

A1 460 22.6 25.9 28.5 29.5 1.33 1.25 

A2 280 24.8 28.6 31.5 32.6 1.21 1.13 

A3 240 24.3 28.3 31.4 32.6 1.23 1.13 

A4 200 23.4 26.5 29.0 29.9 1.28 1.23 

A5 180 24.6 28.7 31.8 33.1 1.22 1.12 

A6 -10 23.0 26.5 29.2 30.3 1.30 1.22 

A7 -180 23.5 26.9 29.6 30.6 1.27 1.20 

A8 -420 20.5 23.4 25.7 26.6 1.46 1.38 

Eurocode - - - - - 1.18 

Terrain model - - - - - 1.06 

Table 2. Mean wind velocity extreme values and speed-up ratios for the westerly winds 393 

In this section, the extreme value statistics have been used to compare recordings from two different 394 
measurement periods. Some caution should be used due to possible biased differences between the two 395 
periods. There are no long-term wind measurement stations very close to the bridge site that cover both 396 
periods, as they are 25 years apart, but a qualitative comparison of the monthly maxima from a 397 
measuring station in the same area have been performed without any observed significant differences 398 
in the wind velocities. Additionally, the measurement periods of 4 years are relatively long, so a good 399 
statistical foundation can be expected, thus adding to the validation of the results. 400 
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4.3 Turbulence intensity 401 
The turbulence intensity is another one of the most important wind field characteristics for design of 402 
long-span bridges, especially when dealing with buffeting response. Aerodynamic effects such as vortex 403 
induced vibrations (VIV) and aeroelastic instability phenomena are also affected by turbulence, 404 
however VIV is more critical for lower wind speeds and aeroelastic instability is, or at least should be, 405 
critical for higher wind speeds than what is considered in this study. Thus, based on the turbulent wind 406 
recordings considered here, the discussion in the following will be related to buffeting effects for long-407 
span bridges. In situ mast measurements are one of the main sources of information about the local 408 
turbulence content of the wind field for the design of long-span bridges. In complex terrain, the turbulent 409 
wind field can be expected to have large terrain-induced spatial variations, as observed by (Li et al., 410 
2010, 2016). Hence, the positioning of the measurement mast and the physical interpretation of its 411 
ability to represent the along-span turbulent wind field characteristics can be very important. In this 412 
section, the along-wind turbulence intensity statistical distributions are investigated. The along-wind 413 
turbulence intensity is defined as follows: 414 

 /u uI U   (10) 415 

where σu is the standard deviation of the fluctuating wind process and U is the mean wind velocity.  416 
The expected value and the variability of the turbulence intensity from the bridge monitoring 417 

recordings are compared with the mast measurements. Strong wind recordings with a mean wind 418 
velocity above 10 m/s are considered, and again, the wind field is divided into the two dominating 419 
directions, easterly and westerly winds, as they display a different behavior. In Figs. 11 and 12, 420 
histogram plots of the turbulence intensities along the bridge span are shown together with fitted log-421 
normal probability density functions (PDFs). The fitted PDFs from the mast measurements are indicated 422 
in all figures for comparison purposes. The fitted PDF for the strong wind turbulence intensity follows 423 
the log-normal distribution very well both for the along-span anemometers and for the mast 424 
measurements. In Fig. 13, a contour plot of the PDF for the along-wind turbulence intensity is plotted 425 
along the span. The expected value and the 95th percentile of the turbulence intensity are indicated in 426 
the same figure. In Tables 3 and 4, the turbulence intensity expected values, standard deviations and 427 
95th percentiles, and the spatial transfer coefficients for these statistical parameters between the mast 428 
and the along-span anemometers are presented. The spatial transfer coefficients are defined as the ratio 429 
between the statistical distribution at the mast position (noted mast) and the along-span anemometers 430 
(noted anemo) as 431 

 , ,/stat stat mast stat anemoI I     (11) 432 

where Istat,mast and Istat,anemo can be any statistical entry such as the mean value, standard deviation or 95th 433 
percentile of the along-wind turbulence intensity. 434 

Considering the easterly winds, the turbulence intensity is uniformly distributed along the span, 435 
both in mean value and variability. Comparing the along-span anemometers with the mast 436 
measurements, Table 3 shows that the mast measurements overestimate the mean value by 14% and the 437 
95th percentile by 23% for the midspan sensor A6. Thus, the error made by using the mast measurements 438 
directly would, in this case, become larger for a probabilistic design approach than if the design was 439 
based on the expected value as a deterministic parameter.  440 

A similar trend can be observed for the westerly winds, where both the mean and variability are 441 
larger in the mast measurements than in the along-span anemometers close to the southern bridge end. 442 
These observations indicate that the mast measurement turbulence intensities may be affected by the 443 
forest vegetation surrounding the mast, as noted and commented upon in the mast report (Harstveit, 444 
1994). European design codes for wind actions (Standard Norge, 2009) state that the standard deviation 445 
of the fluctuating wind process should be unchanged by the terrain form creating the speed-up effects 446 
discussed in the previous section. Therefore, by increasing the mean wind velocity and keeping the 447 
standard deviation of the process unchanged, the turbulence intensity decreases. However, (Miller and 448 
Davenport, 1998) made observations contradictory to this effect and concluded that the design codes 449 
would yield unconservative values for turbulence intensities following these guidelines. Although the 450 
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surface roughness due to the local forest vegetation on Buneset can explain at least parts of the 451 
overestimated turbulence intensities, flow separation effects due to the flow over the headland may also 452 
be present, in accordance with the observations made by (Miller and Davenport, 1998). S. Cao also 453 
concluded in (Tamura and Kareem, 2013) that flow separation may occur over hilltops when the 454 
upstream slope is larger than 17°, which is the case for both wind directions at Buneset.  455 

Another factor that may affect the difference among the turbulence intensity distributions is the 456 
incomplete conditional distribution for the wind speeds between 10 and 15 m/s for the bridge monitoring 457 
measurements, due to the triggering threshold previously discussed in section 3. However, as shown by 458 
(Fenerci and Øiseth, 2017), the conditional turbulence intensity distribution for mean wind velocities 459 
in the range of 10–15 m/s is similar to the range of 15–20 m/s for the Hardanger Bridge, and since the 460 
error is only connected to the weight of the contributions from this range, this effect is not expected to 461 
significantly influence the results. 462 
 An interesting behavior can be observed for the westerly winds where the turbulence intensity 463 
distributions are changing significantly along the bridge span, showing a very nonuniform behavior in 464 
both mean value and variability. The expected value for the turbulence intensity is increasing from 465 
south to north by as much as 50%, and the mast measurements change from overestimating the 466 
turbulence intensity in the southern part of the span to underestimating it in the northern part. This effect 467 
was also indicated in Fig. 7, where high turbulence intensities were observed towards the A8 sensor for 468 
westerly winds generated by the mountain to the northwest of the bridge. 469 
 It is also noted that the fitted lognormal distributions are following the turbulence intensity 470 
histograms very well for all the along-span anemometers. The histograms for the mast measurements 471 
are sorted in wider bins due to the available datasets, but a lognormal distribution still follows the 472 
distribution well. The lognormal probability density function can be written as 473 
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where µ (the mean of the natural logarithm of the random variable) and σ (the standard deviation of the 475 
natural logarithm of the random variable) are the distribution parameters. The fitted distribution 476 
parameters for the turbulence intensities are shown in Tables 3 and 4. 477 

 478 

 479 

Fig. 11. Fitted probability density functions of chosen anemometers for the easterly along-wind 480 
turbulence intensities 481 

 482 
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 483 

 484 

Fig. 12. Fitted probability density functions of chosen anemometers for the westerly along-wind 485 
turbulence intensities  486 

a) b)  487 

Fig. 13. Probability density distributions for the along-wind turbulence intensity Iu of the a) easterly 488 
winds and b) westerly winds 489 

Sensor x [m] Mean Std 95th γmean γstd γ95th µ σ 

ast ~1000 0.179 0.059 0.286 1 1 1 -1.722 0.322 

A1 460 0.152 0.043 0.227 1.17 1.36 1.26 -1.883 0.279 

A2 280 0.156 0.042 0.232 1.14 1.39 1.23 -1.856 0.266 

A3 240 0.155 0.040 0.227 1.16 1.47 1.26 -1.868 0.256 

A4 200 0.159 0.042 0.232 1.12 1.40 1.23 -1.840 0.260 

A5 180 0.157 0.041 0.227 1.14 1.45 1.26 -1.852 0.254 

A6 -10 0.157 0.042 0.232 1.14 1.42 1.23 -1.851 0.260 

A7 -180 0.162 0.042 0.237 1.10 1.39 1.20 -1.818 0.256 

A8 -420 0.165 0.038 0.232 1.09 1.56 1.23 -1.805 0.226 

Table 3. Turbulence intensity statistics and spatial transfer coefficients for the easterly winds 490 

 491 

 492 
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Sensor x [m] Mean Std 95th γmean γstd γ95th µ σ 

Mast ~1000 0.151 0.046 0.235 1 1 1 -1.889 0.295 

A1 460 0.122 0.046 0.207 1.24 0.98 1.14 -2.107 0.369 

A2 280 0.128 0.046 0.212 1.18 0.98 1.11 -2.053 0.351 

A3 240 0.127 0.044 0.207 1.19 1.04 1.14 -2.062 0.336 

A4 200 0.126 0.043 0.202 1.20 1.06 1.16 -2.068 0.331 

A5 180 0.128 0.043 0.202 1.19 1.07 1.16 -2.059 0.325 

A6 -10 0.144 0.047 0.227 1.05 0.98 1.03 -1.935 0.316 

A7 -180 0.156 0.050 0.247 0.97 0.91 0.95 -1.857 0.313 

A8 -420 0.182 0.059 0.288 0.83 0.78 0.82 -1.705 0.314 

Table 4. Turbulence intensity statistics and spatial transfer coefficients for the westerly winds 493 

5 Spanwise wind profiles 494 

The wind field characteristics at the Hardanger Bridge site show large spatial variability along the span, 495 
especially for the turbulence intensity, as shown in the previous sections. The terrain model wind tunnel 496 
tests of the Hardanger Bridge site were used to investigate such terrain-induced spatial variations in the 497 
wind field.  498 

In this section, simultaneously measured full-scale wind profiles along the bridge girder are 499 
shown for mean wind velocities and along-wind turbulence intensities and compared with the wind 500 
profiles measured in the wind tunnel. Only strong winds are considered with a midspan mean wind 501 
velocity above 12 m/s.  502 

The full-scale measurement wind profiles are divided into wind direction sectors of 10 degrees 503 
and are shown in Figs. 14 and 15 for the easterly and westerly winds, respectively. The measured 504 
profiles for the mean wind velocity and turbulence intensity from the wind tunnel tests are indicated in 505 
the same figures and are divided into easterly and westerly winds, corresponding to the two terrain 506 
models described in the previous sections.  507 

Some spanwise nonuniformity in the wind field can be expected for such a bridge, where the 508 
surface roughness is smaller in the middle of the fjord than towards each side. A decrease in mean wind 509 
velocity, and corresponding increase in turbulence intensity towards the bridge ends would result from 510 
such conditions, however the complexity of the surrounding terrain may distort this behavior. From Fig. 511 
14, a quite uniform wind field is displayed for the first 1-3 sectors of the easterly winds, but for sector 512 
4-7 the surface roughness effect described above is becoming increasingly clear. Though no distinct 513 
linear trend is observed from the full-scale measured wind profiles for this wind direction, the profiles 514 
measured in the wind tunnel terrain model tests display a clear linear variation both for the mean wind 515 
velocity and the turbulence intensity, but with an opposite sign of inclination. The variation is stronger 516 
in the test configuration with a turbulent inflow than in the smooth inflow case. The easterly wind 517 
direction modeled in the wind tunnel is closest to sectors 4-6 in Fig. 14. Although the linear trend from 518 
the wind tunnel tests is not observed at the middle part of the span in the full-scale measurements, a 519 
similar trend can be observed for the northern part of the bridge. Here, the mean wind speed is 520 
decreasing, and the turbulence intensity is increasing, in better correspondence with the wind tunnel 521 
profiles.  522 

For the westerly winds, it has previously been noted that the modeled terrain direction does not 523 
seem to represent the dominant incoming wind direction very well. The modeled direction corresponds 524 
best with sectors 8 and 9 for the full-scale measurements shown in Fig. 15. The wind tunnel experiments 525 
show a very homogenous behavior for both the mean wind velocity and the turbulence intensity along 526 
the span, in strong contradiction to what can be observed in Fig. 13. However, for sectors 8 and 9, the 527 
homogeneity identified by the terrain model wind tunnel tests seem to correspond quite well to the full-528 
scale measurements for the middle part of the span. The A8 sensor closest to the north end of the bridge 529 
shows a different behavior, but this behavior could not be captured by the wind tunnel experiments 530 
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since only the middle part of the bridge span was investigated. For sectors 10 and 11, a linear trend in 531 
both the mean wind velocity and the turbulence intensity profiles is observed. This corresponds to the 532 
observation made for the turbulence intensity in Fig. 13, but the trend for the mean wind velocity is 533 
clearer in Fig. 15 than in Fig. 10. This trend is an illustration of the strong terrain induced effects on the 534 
wind field inhomogeneity at this very complex bridge site. 535 

The full-scale turbulence intensities display a large variability, but the turbulence intensity 536 
levels from the wind tunnel tests agree quite well with the measured mean value levels for the 537 
corresponding sectors of the westerly winds. This is an indication that most of the turbulence is 538 
generated locally for this wind direction. For the easterly winds, the full-scale measurements display 539 
levels in the area between the two test configurations, indicating that some influence from the incoming 540 
flow affects the local turbulence characteristics as well. These observations agree with the initial 541 
assumptions about the inflow conditions and indicate that the surface model of the terrain model is 542 
performing well. 543 

A few studies have investigated the effects of the homogeneity assumption often used in 544 
buffeting calculations (Arena et al., 2014; Hu et al., 2017; Zhang, 2007). Fig. 15 shows turbulence 545 
profiles that vary as much as 100% over a length of approximately 900 m and mean wind velocities that 546 
vary by approximately 50% over the same length. The Hardanger Bridge site is extremely complex; 547 
however, it is quite typical for Norwegian terrain. Other areas of the world where long-span bridges are 548 
constructed show similar complexities, such as mountain gorge terrains in China, as investigated by (Li 549 
et al., 2010, 2016). In such conditions, extreme nonuniform profiles may be important for both the 550 
buffeting action and aerodynamic instability effects of long-span bridges.  551 

One of the main approaches to estimate such nonuniformity in the wind field is by using terrain 552 
model wind tunnel tests. In this study, some discrepancies in the tested wind field profiles from the 553 
wind tunnel were found when compared with the full-scale measurements. However, some promising 554 
results were also found, especially for the uniformity in the westerly wind profiles and the turbulence 555 
intensity levels predicted by the wind tunnel experiments. Some of the unsatisfactory results from the 556 
wind tunnel tests for the Hardanger Bridge site can be explained by the limited size of the terrain model 557 
and the limited number of tested incoming wind directions. A larger scale and a larger modeled area 558 
would be expected to increase the performance of the wind tunnel test results for the Hardanger Bridge 559 
site.  560 
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 561 

Fig. 14. Along-span simultaneously measured wind field profiles for easterly winds. FS, denotes “Full-562 
scale measurements” and WT denotes “Wind Tunnel tests”. On the right side of the figures, midspan 563 
(A6) wind rose for the FS profiles are given, highlighting the associated sector for the mean wind 564 
direction.” 565 
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 566 

Fig. 15. Along-span simultaneously measured wind field profiles for westerly winds. FS, denotes 567 
“Full-scale measurements” and WT denotes “Wind Tunnel tests”. On the right side of the figures, 568 
midspan (A6) wind rose for the FS profiles are given, highlighting the associated sector for the mean 569 
wind direction.” 570 

6 Conclusions 571 

The spatial variations in the wind field characteristics at the Hardanger Bridge site have been 572 
investigated in this paper. The performance of traditional wind field characterization methods, namely, 573 
in situ mast measurements and wind tunnel terrain model experiments, for predicting the wind field 574 
along a bridge girder in complex terrain has been studied, and the following conclusions can be drawn: 575 
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- The mean wind direction varies along the Hardanger Bridge span indicating terrain-induced 576 
effects on the mean wind direction. Caution should be taken when using wind directions 577 
measured at a single point as a basis for inflow directions for wind tunnel terrain model tests. 578 

- The easterly wind field was composed of incoming flows from two different fjord arms due to 579 
terrain channeling effects. 580 

- Extreme value statistics were used to compare wind speeds between nonsimultaneous 581 
measurement campaigns. Local wind speed-up effects measured at the mast location were 582 
successfully predicted using the calculation guidelines defined in the European design code for 583 
wind actions, despite the limitations of this code regarding complex terrain. The terrain model 584 
wind tunnel tests also successfully predicted the speed-up effect for the easterly wind direction 585 
but underpredicted the speed-up effect for the westerly winds. 586 

- Turbulence intensity levels measured at the mast were larger than those measured along the 587 
bridge span. The larger turbulence intensity measured at the mast can be explained as a 588 
combination of flow separation over the hill and local vegetation at the mast location, imposing 589 
higher surface roughness. The design guidelines would fail to predict such an effect resulting 590 
in an underestimation of the turbulence intensity.   591 

- The probability distribution of the turbulence intensity followed a lognormal probability density 592 
function for the mast and for all the along-span anemometers. 593 

- The wind field along the Hardanger Bridge girder displayed spanwise nonuniform behavior for 594 
both the mean wind velocity and along-wind turbulence intensity. The turbulence intensities 595 
varied up to 100% and the mean wind velocities varied up to 50% along the span. 596 

- The terrain model wind tunnel experiments were unable to adequately predict the spanwise 597 
wind profiles for the easterly wind direction, but better agreement was found for the modeled 598 
westerly wind directions. This indicates the importance of modeling an appropriately large 599 
terrain area and investigating different incoming wind directions. 600 

- In situ mast measurements and terrain model wind tunnel tests as the source of wind field 601 
information for design purposes can be a satisfactory method under the following conditions:  602 

o Special attention should be given to the position of the mast 603 
o The scale and size of the model need to be large enough to allow the testing of several 604 

incoming wind directions.  605 
- Single-point mast measurements should be complemented by additional masts, terrain model 606 

tests or LIDARs to more accurately capture the spatial transfer. 607 
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