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Comparison of delayless digital filtering algorithms
and their application to multi-sensor signal

processing
Anna Swider*, Eilif Pedersen

Abstract

In the phase of industry digitalisation, data are collectedfrom many sensors and signal processing techniques play a crucial role.
Data preprocessing is a fundamental step in the analysis of measurements, and a first step before applying machine learning. To
reduce the influence of distortions from signals, selectivedigital filtering is applied to minimise or remove unwanted components.
Standard software and hardware digital filtering algorithms introduce a delay, which has to be compensated for in order to avoid
destroying signal associations. The delay from filtering becomes more crucial while analysis measurement from multiple sensors,
therefore in this paper we provide an overview and comparison of existing digital filtering methods with application based on
real-life marine examples. Additionally, design of special purpose filters is a complex process and for preprocessing data from
many sources, application of digital filtering in the time domain can have a high numerical cost. For this reason we describe
Discrete Fourier Transformation digital filtering as a toolfor efficient sensor data preprocessing, which does not introduce a time
delay and has low numerical cost. The Discrete Fourier Transformation digital filtering has a simpler implementation and does
not require expert-level filter design knowledge, what is beneficial for practitioners from various disciplines. Finally, we exemplify
and show the application of the methods on real signals from marine systems.

Index Terms

digital filtering, DFT, preprocessing, delay, delayless preprocessing, synchronisation, big data, IoT, sensors.

I. I NTRODUCTION

DATA analysis has a vital role in many different industries, e.g.: medicine (gens analysis), economics (stock exchange)
and in marine engineering (the ship industry enters the Shipping 4.0 phase Rødseth et al. (2016)). There is a need for

collecting and processing huge quantities of measurementsas time series data (signals) which comes from many sources,often
referred to as big data DNVGL (2017).

The marine industry is now entering the challenging phase ofsmarter shipping, including on-board monitoring systems,and
advisory tools. Modern vessels will be equipped with various on-line data collection and advanced monitoring systems.The
on-board measurements from sensors of many installations play a crucial role, and their availability expands the functionality
of marine products. The aim of data analysis in the marine application is developing on-shore and on-board advisory tools
using prediction of propulsion power or ship performance monitoring, as well as enhancing knowledge about specific systems
and components, and the relationship between systems Swider & Pedersen (2017).

Machine learning algorithms and statistical modelling become widely used tools in equipment monitoring and advisory
systems. However they are sensitive to data quality, and in particular to relationships between subsystems retained ascorrelations
in the data. A fundamental step in the analysis of measurements, and before applying machine learning is data preprocessing
Garcı́a et al. (2016), Taleb et al. (2015). Unfortunately, in the literature from different industries e.g. Kuhn & Johnson (2013),
the importance of the quality of the time series is limited. Because measurements play an important role in marine applications,
proper data preprocessing and improvement of their qualityis critical to ensure correct interpretation on board the vessel or
during off-line analysis. A major source of the disturbances and distortions in measurements is the Data Acquisition System
(DAS). The role of the DAS is the collection of measurements of the desired variables, transmission and conversion of the
recorded signals to digitized form Bendat & Piersol (2010).Among the most common disturbances and distortions are Vaseghi
(2009), Bendat & Piersol (2010): white noise, poor calibration and digitization effects (ADC quantization or aliasing) Randall
(2011). Data cleaning is a necessary stage, where distortions and disturbances are eliminated as far as possible. It plays an
important role during data analysis Frnay & Verleysen (2014). A typical data analysis scheme is depicted in Figure 1. It
contains some major steps like data collection, data cleaning and feature extraction before the machine learning or statistical
modelling can be applied. In this paper we focus on the data cleaning stage.

Processing of data from several marine systems creates manychallenges. One of them is lack of data synchronisation, which
can be introduced by specific systems setups, different timeintervals or preprocessing. In the literature from data analytics, data
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Fig. 1: Data analysis block diagram

cleaning is mainly based on PCA (Principal Component Analysis), outlier detection and NaN removal Perera (2017), Qiu etal.
(2016), Slavakis et al. (2014), Kuhn & Johnson (2013), Duda et al. (2000), Trevor Hastie (2009). In DSP, the most common
technique to clean time series is linear digital filtering. Avery important aspect of digital filtering is the delay introduced to the
signal. Ignoring this delay can lead to incorrect conclusions being drown in case of, for example, on board monitoring systems.
A delay can also affect the reliability of on-board monitoring systems. The consequences of the delay which comes from
DAS or from digital filtering on the conclusions and predictive models were described and presented in Swider & Pedersen
(2017). Nowadays this topic is even more important while IoTera and multi-sensor signal analysis. In that case time delay
from network, processors, calculations or preprocessing can have serious consequences on the signals relations form various
subsystems. It is very important to secure the synchronisation of the subsystems and provide delayless preprocessing which
will not obscure the associations between signals. Additionally, signals can have different noise levels, which motivate use of
different filters. Knowing that, it is necessary to look for filtering methods, which do not introduce a delay, or compensate for
it.

In this paper we present a comparison and application of existing digital filtering methods which have practical applications.
We describe Discrete Fourier Transformation (DFT) filtering as a tool for efficient big data preprocessing, which does not
introduce a time delay, and which has low numerical cost. We show that the use of DFT filtering does not require specialist
knowledge of filter design, what is beneficial for practitioners from various disciplines. We emphasise limitations of classical
digital filtering methods and show that the delay introducedby classical digital filtering has consequences for big dataanalysis
- this is added value for industrial data scientists. Additionally, we compare the performance of the DFT approach with the
standard time domain filtering to motivate the usage of the DFT method. We document and exemplify our results based on
real signals from marine on-board systems from the offshorevessel.

II. D ELAYS INTRODUCED BY DIGITAL FILTERING

In this subsection we present properties of digital filters.We describe the properties of the filter amplitude and phase
responses, which are very often neglected by non-experts applying digital filtering. The phase response has propertieswhich
determine the proper filter choice and should not be ignored.The phase response of digital filters is significant especially for
multi-sensor signal processing because it is a cause of preprocessing delay. For further discussion we assume analysisof big
data in a from of digital signals, which are sampled version of analogue signals i.e.:

x[n] = x(t)|t=n/Fs
n = 0, 1, . . . (1)

wheren is the number of samples,Fs is the sampling rate which fulfils the Nyquist theorem Mitra (2010).
As described in the previous section most disturbances considered in the literature, are additive like Additive White Gaussian

Noise (AWGN) and can be efficiently removed by linear filters.This is why we focus in this paper on this type of filter. The
frequency response of a digital filter is very often expressed by the formula:

H(f) = |H(f)|ejθ(f) (2)

where|H(f)| is the amplitude response andθ(f) is the phase response. The amplitude response of filters is very well known
and it is used for classification of filters in frequency domain, e.g. low-pass, high-pass filter.

Unfortunately, the phase response and its effects are oftenignored. Phase response can be interpreted as follows:

1) If θ(f) = 0, then the digital filter does not delay the input signal, (n0 = 0)
2) If θ(f) is a linear function off , then the digital filter delays the input signal, but withoutdisturbances, and the delay is

constant, (n0 =const)
3) If θ(f) is a nonlinear function, the digital filter introduce phase distortion - it distorts the time relation between single

frequency components from the input signal, (n0 = n0(f)) Oppenheim & Schafer (1975).
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One straightforward way to analyse the properties of the filter phase responseθ(f), is the phase delay, defined as:

τp(f) = −θ(f)

2πf
(3)

and group delay

τg(f) = −dθ(f)

2πdf
(4)

The phase delay can be interpreted as the time delay of each single complex sinusoidal component of the input signal
x[n]. The group delay highlights the deviations from linearity,which comes from the basic property of the differentiation.The
physical interpretation of the group delay is difficult, however it can be interpreted as the time delay of the signal envelope for
the signal with amplitude modulation Mitra (2010), Oppenheim & Schafer (1975). The interpretation of the phase and group
delay is presented in Figure 2.

gp

Fig. 2: Interpretation of the group delay Mitra (2010), where thex[n] - the input signal andy[n] - the output signal, red -
signal envelope, blue - waveform of the signal,τp - phase delay,τg - group delay.

Based on the signal with amplitude modulation (variation ofthe amplitude), as can be seen from Figure 2, the carrier (blue)
at the outputy[n] is delayed compared to the inputx[n] by the phase delay. The envelope (red) of the output signal isdelayed
compared to the envelope of the input signal by the group delay. These properties of the filter phase response are crucial in
data analysis algorithms, where the time relation between signals is an important aspect.

Unfortunately, very often the problem of synchronisation and processing delay is omitted in the literature from data analysis
e.g. Trevor Hastie (2009), Kuhn & Johnson (2013). Unsynchronised data can result in incorrect conclusions being drown at
the end of the analysis and distorted correlations between signals. The delay effect can have a negative influence on machine
learning algorithms or statistical modelling Swider & Pedersen (2017).

In this subsection we have shown that classical digital filtering introduces a delay to the output signal. Very often in practical
solutions the phase response of the filters, which is causingthe delay, is neglected. However, in big data preprocessingit will
have a crucial impact on the time relation between signals. The description and importance of the delay from digital filtering
on the data-driven models will be presented in the next section.

III. I NFLUENCE OF THE DELAY FROM DIGITAL FILTERING ON THE QUALITY OF DATA-DRIVEN MODELS

In this section we present the influence of the delay from digital filtering on the quality of data-driven models by analysing
a simple example. The example of linear prediction is studied to show the negative influence of the delay from filtering. To
analyse our model we assume the data collection system gathers p different signalsX1, X2, ..., Xp, see Figure 3. In Machine
Learning these are called predictors (independent variables, features or variables) and the signalY is the output of the prediction
model (the response or dependent variable).

X1

X2

XP

Y

regression
model

Fig. 3: Data analysis block diagram

The aim of the prediction (regression) model is to estimate the output signalY based on the formula Kay (2005):

Ŷ =

P∑

i=1

aiXi (5)
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whereŶ is the estimate of responseY , ai are linear predictor coefficients which are to be determined. The optimal coefficients
are chosen to minimise the mean square error (MSE), given by:

MSE := E[(Y − Ŷ )2] (6)

It can be shown that the solution of this equation is given by Kay (2005), Theodoridis & Koutroumbas (2008):
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and the MSE error is as follows:

MSE= E[Y Y ]−
[
a1 a2 . . . ap

]







E[X1Y ]
E[X2Y ]

. . .
E[XpY ]







(8)

The matrix given by (7) (the correlation matrix) contains information about the relation between measured signals. Based on
the matrix we can conclude how the delay of single signal influence the prediction model. For example, if the first signal
X1 is delayed then the delay will influence the first row and column of the correlation matrix - the relation betweenX1 and
X2, ..., XP andY will be distorted. In case of the delay introduced by digitalfiltering in many signals, the final output of
the prediction model will not be consistent. The statistical inferences based on such a model will be biased by high error
Trevor Hastie (2009).

To visualise the achieved results we analyse the model with one variableX1. An example from Swider & Pedersen (2017),
shows the signal of voltageY = sin(2πfn) and currentX1 = sin(2πfn) registered on the resistor with the resistanceR = 1Ω,
see Figure 4.

+
-

Digital Filter

regression
modelR

A

V Y

X1

Ŷ = a1X1

Fig. 4: Conceptual example of voltage (Y) and current (X1) registration.

From Ohm’s law, the relation between current and voltage is given as:

Y = RX1|R=1 = X1 (9)

If we assume that the current signal only is filtered by a digital filter with a phase delay ofn0, it can be expressed by the
formula:

X1 = sin(2πf(n− n0)). (10)

If we would like to calculate the regression coefficient and the MSE values we apply Equations (7) and (8) to achieve:






a1 = cos(2πfn0)

Ŷ = a1X1 = cos(2πfn0) sin(2πf(n− n0))

MSE= 0.5(1− cos2(2πfn0))

(11)

In Figure 5a, we show the regression coefficient and the MSE asa function ofn0, which is the introduced delay. We can see
that if the delay isn0 = 0, CASE 1, thena1 = 1, Y = X1 and the result is according to the physical law, see upper plots in
Figure 5b. For CASE 2 when the delay is present in the signaln0 = 1/(4f), the regression model shows nonlinear relation
between the voltage and current,a1 = 0, Y = 0, which is contradictory to Ohm’s law, see the lower plots in Figure 5b.

This simple example shows the importance of the delay introduced by filters and how the delay can completely change
the result. The delay influences the quality of the prediction and statistical inference so the delay from filtering should be
compensated. Unfortunately in the literature from big dataand Machine Learning this aspect is not well described, e.g.Kuhn
& Johnson (2013), Bishop (2011).

In order to illustrate the influence of the delay from filtering on the relationship between signals in data analysis from
many sensors, we show the scatter plots of two signals from marine on-board monitoring systems, see Figure 6. One signal
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(a) (b)

Fig. 5: a) Waveforms of a coefficienta1, given by (a1 = cos(2πfn0)) and MSE given by (11) as a function of the time delay
n0. Black points depict CASE 1 and CASE 2. The frequency of the signal f = 0.01Hz. b) Waveforms and scatter plots of
currentX (dotted line) and voltageY (dashed line) for two cases: upper subplots CASE 1:n0 = 0, lower subplots CASE 2:
n0 = 1/(4f).

(y-axis) is the main propulsion power in MW measured on the shaft, the second signal (x-axis) is the main propulsion power
in MW (Megawatts), calculated in the drive. We would like to verify the linear relationship between the power calculated
and measured, which is useful for confirmation of the calculation methodology in the drive system. In Figure 6.a we see
the raw measurements, with high variance. The noise presentin the measurements obscures the linear relationship between
power calculated and measured. In this case, and also based on the time series and the spectrum analysis, digital filtering
is recommended to remove the noise and emphasize the real relation between signals. More details is given in section VI.
Figure 6.b shows the filtered measurements with distorted time relation (the delay between signals is equal to 150s). Despite
the filtering, the linear relation is distorted, which is theresult of the delay introduced by different length of the filter. The
different filter length was applied to depict the influence ofdisparate filters in case of signals form various sources. Figure 6.c
shows the filtered signals with compensated delay, which is desirable to confirm the linear relationship. Based on this example

Fig. 6: Example of the relation between two signals: the power calculated in the drive and the power measured on the shaft.
a - the raw measurements, b - filtered measurements with different delays, c - filtered measurements without delay

we can see that only delayless filtering (or delay compensation) can provide the proper results necessary for further analysis.
Based on Figure 6.b we are not able to determine whether the measured and calculated signals are consistent or not. This
is proven based on the results presented in the Table I, whichshow the MSE values and the regression equation. The linear
relation between calculated and measured power can only be confirmed with the smallest MSE value, which corresponds to
filtering without destroying the time relation between analysed signals.

In this section we have presented two simple examples (synthetic and real) where we tried to find the relation for a single
input-output model. We have to remember that during big dataanalysis, when we have multiple input models, the delay
introduced by digital filtering will destroy the time relation between many signals, and can be difficult to detect. Additionally,
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TABLE I: The MSE and regression equation for analysed cases a, b and c

Method MSE Regression
Raw measurements 3294 y = 0.97x− 1.59

Filtered measurements 5505 y = 0.97x− 2.01

Filtered measurements without delay 400 y = 0.97x− 6.38

the delay has the impact on the quality of the prediction model and statistical inferences. This conclusion holds for alldata-
driven models.

By presenting the importance of the delay introduced by filtering we would like to focus in this paper on the review of
filtering methods and show a method which is straightforwardto implement, is delayless and additionally has low computational
cost (which makes it a good choice for preprocessing time series - big data e.g. from marine systems).

In the next section we will describe more advanced methods ofdigital filtering which do not introduce a delay and can be
applied for preprocessing of archival sequence data.

IV. D IGITAL FILTERING WITHOUT DELAY

In the previous section, it was shown that classical filtering, which can implemented on-line and off-line, always introduces
a delay. If the filtering of sequence data is required in off-line analysis (e.g. noise filtering) then filtering algorithms which do
not introduce the delay should be used and more sophisticated methods are needed for filtering of archival sequence data.

Generally, digital filtering can be applied in the time domain or in the frequency domain (spectrum domain, DFT domain, -
Discrete Fourier Transform domain). In the following sections we show the basics of digital filtering in the time domain Lyons
(2010) and then we focus on the DFT domain Rao & Yip (2000), Proakis & Nikias (1992) because more delayless methods
are available in this domain.

A. Digital filtering in time domain

One solution, which can be applied in the time domain is zero-phase filtering Lyons (2010). This type of filtering in the
time domain can be performed as shown in Figure 7:

Time Timex[n] y[n]x1[n] x1[−n] x2[n]DigitalDigital
FilterFilter reversalreversal

Fig. 7: Zero phase filtering Lyons (2010),x[n] - the input signal,x1[n] - signal at the output of the filter,x1[−n] - flipped
signal,x2[n] - signal at the output of the filter,y[n] - final output signal

The same filter is applied twice with a time reversal between the two filters. Time reversal step is a left-right flipping of a
time domain sequence. The output signaly[n] is a filtered and delayless version of the signalx[n]. Such an approach can be
applied while preprocessing archival sequence data, sincethe algorithm requires flipping the signal in the time domain. It is
straightforward to show that the relation between the spectrum of the input and output signal is given by the relation:

Y (f) = |H(f)|2X(f) (12)

whereX(f) is Discrete Time Fourier Transform (DTFT) of input signalx[n], H(f) is the frequency response of digital filter
andY (f) is DTFT of output signaly[n], defined as follows:

Y (f) =

n=+∞∑

n=−∞

y[n]e−j2πfn; n = +∞, . . . ,−1, 0, 1, . . . ,+∞ (13)

Therefore the algorithm shown in Figure 7 implements a zero-phase filter with a frequency response|H(f)|2.
The main disadvantages of such an approach are:

• in the most common implementation it has high numerical costs, however this can be reduced (for the FIR filters) by fast
convolution Mitra (2010);

• based on relation (12) the algorithm works properly only if the ideal frequency response isH(f) ∈ R andH(f) = H(−f).
This means that the implementation of some filters is impossible e.g differential filter, integral filter etc.

• the complex design of the digital filter, which requires specialist knowledge. Lack of expertise can result in some important
details (e.g convolution properties or ripples in passband) being omitted. These details can influence the result of the
filtering.

The above disadvantages are not present in filtering in the spectrum domain DFT, which will be described in the next section.
The main advantage of the DFT domain is that there are no constraints about the frequency response of the filter, so the
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differential filter, integral filter can be implemented. DFTis very often referred as the FFT, however it is worth to remember
that FFT is a fast algorithm for computing Discrete Fourier Transform (DFT). The idea behind the FFT is to decompose
the N -point DFT computation into computation of smaller size DFTand to take advantage of the periodicity and symmetry
properties of DFT. In literature DFT and FFT are used interchangeably Mitra (2010).

B. Filtering in the frequency domain (via DFT)

The spectrum of the output signal is equal to the product of the complex frequency response of the filter and the spectrum
of the input signal. This can be described by the following relation:

Y (f) = H(f)X(f) (14)

Then relation (14) can be written in the following way:

Y [k] = H [k]X [k] (15)

whereH [k] is theN -points frequency response of the filter,X [k] is theN -point DFT of the signal on the output of the filter
andY [k] is theN -point DFT of the signaly[n], given by formula:

Y [k] = Y (f)
∣
∣
∣
f= k

N

=

N−1∑

n=0

y[n]e−j 2πk

N ; (16)

wherek for theN -points DFT transformations, are given by:

k =

{

−N
2 ,−N

2 + 1, ...,−1, 0, 1, ..., N2 − 1 for evenN ;

−N−1
2 , ...,−1, 0, 1, ..., N−1

2 for oddN.
(17)

The main advantage of this approach is that the digital filteris directly implemented in the frequency domain, i.e.:

H [k] = H(f)
∣
∣
∣
f= k

N

(18)

which is a simplification of the filtering algorithm.
The filtering algorithm in the DFT domain can be described by the following relation:

y[n] = IDFT{DFT{x[n]}H [k]} (19)

where the Inverse Discrete Fourier Transforms (IDFT) is calculated by:

y[n] =
1

N

∑

∀k

Y [k]ej
2πnk

N (20)

which is depicted in Figure 8 and is called basic DFT filtering.

x[n] X [k]

H [k]

Y [k] y[n]
DFT IDFT

Fig. 8: Basic DFT filtering,x[n] - the input signal,X [k] - the DFT of thex[n], H [k] - the frequency response of the filter,
Y [k]= the product of theX [k] andH [k], y[n]-the output signal

The quality of the filtering based on relation (19) is very often poor. It results from usage of the circular convolution instead
of the linear convolution Mitra (2010). In practice we use two approaches which improve the quality of the filtering, which
will be described below.

1) Filtering with zeropadding:In this algorithm, the preprocessing of the signalx[n] is done based on extending the signal
with Z values equal to0, i.e.

x1[n] =

{

x[n] for n = 0, . . . , N − 1;

0 for n = N, . . . , N + Z.
(21)

The typical size of the zeropadding is equal toN . This means that the length of the signalx1[n] is equal to2N . The filtering
with zeropadding algorithm is represented by the block diagram in Figure 9.

For such a prepared sequencex1[n] we apply the relation (19), which ensures ay1[n] sequence, as follows:

y1[n] = IDFT{DFT{x1[n]}H [k]} (22)
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x[n] X [k]

H [k]

Y [k] y[n]x1[n] y1[n]
DFT IDFT

zero
padder truncator

Fig. 9: Filtering with zeropadding,x[n]- the input signal,x1[n]- the input signal after zeropadding,X [k]- the DFT of the
x1[n], H [k]- the frequency response of the filter,Y [k]- the product of theX [k] andH [k], y1[n]- IDFT from theY [k], y[n]-
the output signal

The sequencey1[n] has the lengthN + Z, so it is necessary to remove the last value ofZ:

y[n] = y1[n] 0 ≤ n ≤ N − 1 (23)

Modification of the sequence, which is given by (21), allows us to reduce the aliasing in the time domain, which is the main
reason for significant distortions in DFT algorithms. Extension of the input signalx[n] by zeropadding reduces the negative
effects of the circular convolution.

2) Filtering with the even symmetric extension:In this algorithm data flipping is applied Smith & Eddins (1987), Kiya et al.
(1994), i.e. signalx2[n] consists of the signalx[n] and its mirror reflection, which can be described by the formula:

x2[n] =

{

x[n] for n = 0, ..., N − 1;

x[2N − 1− n] for n = N, ..., 2N − 1.
(24)

Filtering with the symmetric extension is represented by the block diagram in Figure 10:

x[n] X [k]

H [k]

Y [k] y[n]x2[n] y2[n]
DFT IDFT

symmetric
extension truncator

Fig. 10: The filtering with the symmetric extension,x[n]- the input signal,x2[n]- the input signal after symmetric extension,
X [k]- the DFT of thex[n], H [k]- the frequency response of the filter,Y [k]- the product of theX [k] andH [k], y2[n]- IDFT
from theY [k], y[n]- the output signal

For a preprocessed signal we apply the algorithm (19), basedon which we achieve the sequencey2[n] as following:

y2[n] = IDFT{DFT{x2[n]}H [k]} (25)

In the last stage, we choose theN -initial values, i.e.

y[n] = y2[n] n = 0, ..., N − 1 (26)

Very often the filtering algorithm with the symmetric extension is called the Cheh-Pan modification Pan (2001), Pan (1996).
It should be noted that publications on this topic were available before the Cheh-Pan articles Smith & Eddins (1987), Smith
& Eddins (1990).

V. SIMULATION EXPERIMENTS

In this section we describe the properties and performance of digital filtering algorithms without the delay based on synthetic
signals. The benefits of such an approach include the possibility to evaluate the output of the algorithms based on a priori
knowledge. Additionally, we can check the performance and the quality of solutions applying the filtering error, given by
formula (27):

e[n] := y[n]− yideal[n]; n = 0, ..., N − 1 (27)

wheree[n] is the filtering error,y[n] is the output signal,yideal[n] is the ideal output signal.
The performance of the filtering can be described also by the Mean Square Error (MSE), given by the relation:

MSE :=
1

N

N−1∑

n=0

(y[n]− yideal[n])
2 =

1

N

N−1∑

n=0

e2[n] (28)

Analysis of filtering based on simulations and synthetic examples allow to measure the quality of the filtering, because in the
analytical way we can calculate the formula for the output signal of an ideal filter. Additionally, such experiment allowto
simulate the properties of the input signal which are significant for quality of the filtering.
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Comparison of delayless filtering algorithms is based on low-pass filtering- in this example we assume that the signal contains
two frequency-separated components. The aim of the filter isto remove one of the components. This problem often appears in
practice where the useful part of the signal energy spectrumis located in low frequencies (we would like to extract this part).
The high frequency components are noise.

Low-pass filtering appears often in practice. Preprocessing of sequence data for Machine Learning algorithms to removethe
noise from measurements, improves their performance. Using the non-filtered (raw) signal on the input of the machine learning
algorithm results in poor quality output. High noise levelsreduce the amount of information from measurements Duda et al.
(2000). In the experiment we assumed that the signal is the sum of two components, given by the formula:

x[n] = sin(2π0.02n) + 2 +
2n

N
︸ ︷︷ ︸

Desired Signal

+ 0.2 sin(2π0.1
√
2n); n = 0, ..., N − 1

(29)

where desired signal contains sine waveform, trend (2n/N ) and DC value. Noise component is a sine waveform with frequency
0.1

√
2. We add trend to signalx[n] because it has a significant meaning for assessment of the quality of filtering. This is

described in detail below.
The aim of the filtering is to remove the component above frequencyf = 0.07. We can define low-pas filtering based on

the frequency response of the ideal filter and the following relation:

HLP (f) =

{

1 for −fc ≤ f ≤ fc;

0 otherwise.
(30)

This filter can be implemented as FIR, with an impulse response given by:

hLP [n] =

{

2fcsinc(2fc(n− M−1
2 )) for n = 0, . . . ,M − 1;

0 otherwise.
(31)

whereM is the length of impulse response. In order to design the filter we should find the sufficient valueM and the
window function in such a way that the frequency response will fulfil the design requirements. More about digital filter design
can be find in Lyons (2010), Mitra (2010).

For FIR filter the output signaly[n] is given by formula:

y[n] = hLP [0]x[n] + hLP [1]x[n− 1] + . . .+ hLP [M − 1]x[n− (M − 1)] =
M−1∑

k=0

hLP [k]x[n− k] (32)

It means that this is a linear convolution between input signal x[n] and impulse response.
Another way to implement the filtering is to take advantage offiltering in DFT domain. To achieve this we need to design

only the frequency response of the filter, which can be done bythe following formula:

HLP [k] = HLP (f)

∣
∣
∣
∣
f= k

N

=

{

1 for −fcN ≤ k ≤ fcN ;

0 otherwise.
(33)

From (14) and (33), we see that the implementation of the filter in the frequency domain DFT is simpler than in the time
domain (classical approach). This property will be used later in the paper to motivate usage of this solution.

In Figure 11 we show results from the following experiment. Subplots in Figure 11 show (a) input signalx[n] (blue) and the
desired ideal filtered signal (red), (b-f) the output of the filtering (blue) and the desired signal (red). As we can see theoutput
of the applied filter is delayed to the desired output signal for classical filtering. The reason for the delay is the implementation
of the step given by the relation (32). The delay is equal to(M − 1)/2 = 25. Additionally, we can observe high distortion
at the beginning of the signal for almost all algorithms. Thesmallest distortion has the filtering with symmetrical extension,
what we explain below.

Transients which appear at the beginning and at the end of thefiltered signals by DFT algorithm in Figure 11 are highlighted
in Figure 12 and are primarily influenced by properties of theDFT. The main assumption in DFT is signal periodicity, i.e.:

x[n] = x[n+N ] (34)

whereN is the primary period. If in the signalx[n] appear a significant difference between the last value of thefirst period of
signal,x[N − 1], and the first value of the next period,x[N ] = x[0] (according the formula (34)), then transients will appear
at the beginning and at the end of the filtered signaly[n] as a result of filtering Pan (2001). The common solution to eliminate
transients is removal of linear trend from the filtered signal x[n],i.e.:

x′[n] = x[n]− x[N − 1]− x[0]

N
︸ ︷︷ ︸

xt[n]

n; n = 0, . . . , N − 1 (35)
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(a) (b) (c)

(d) (e) (f)

Fig. 11: Experiment with synthetic signals: a) input signal(blue) (29) and desired signal (red), b) classical filtering: output
signal (blue), desired signal (red) c) zero-phase filtering: output signal (blue), desired signal (red) d) basic DFT filtering: output
signal (blue), desired signal (red) e) the filtering with zeropadding: output signal (blue), desired signal (red) f) thefiltering
with symmetrical extension: output signal (blue), desiredsignal (red).

wherex′[n] is a signal without trend andxt[n] is the linear trend. As a result of detrending we achieve:

x′[0] = x′[N − 1] (36)

This operation taper the samples towards same values at the end points, and so there is no discontinuity with a hypothetical
next period. It is worth to notice that filtering with symmetrical extension causes exactly thatx2[0] = x2[2N − 1], i.e. the
first and the last sample of the signalx2[n] are the same, Pan (2001) and results in damped transients. Inthe analysed above
example, we aimed to show the influence of the trend in the signal on the quality of filtering.

Transients which appear from classical and zero-phase filtering were discussed in Gustafsson (1996). The cause of transients
are non-zero level of first samples of the signal and DC value P. Sadovsky (2000). The solution of this problem is calculation
of initial buffer values in applied filters, which are dependent from filtered signalx[n] and filter impulse responseh[n], more
can be find in Gustafsson (1996), P. Sadovsky (2000). Based onthis solution the commercial solutions (e.g. in MATLAB) of
the zero-phase filtering is improved.

For the performance evaluation of the applied algorithms (the classical filtering is omitted, due to its poor properties), we
use the formula (27) and results are shown in Figure 12.

Fig. 12: Errors’ waveforms of filtering with zero-phase (red), basic DFT (green), zero-padding (blue), symmetric extension
(black)
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TABLE II: The MSE from the first experiment for different types of filtering

Method MSE
Zero-phase 0.0494
Basic DFT 0.0190

Zero-padding 0.0452
Symmetric extension 0.00072

The highest error is at the beginning and end of the signal forall algorithms as the result of transients. The algorithm with
the smallest error is filtering with the symmetric extension. Filtering with symmetric extension has the best properties and
zero-phase filtering the worst. Conclusions are confirmed bythe MSE values presented in the Table II, where the highest MSE
is for the zero-phase filtering and the lowest for the symmetric extension. To improve the quality of the filtering in the DFT
domain detrending (35) can be applied. This approach will improve the quality of the DFT spectrum, more details can be
found in Oppenheim & Schafer (1975).

VI. EXPERIMENT BASED ON REAL MEASUREMENTS FROM MARINE SYSTEMS

In this section we present real examples where digital filtering is needed to remove noise from two low frequency signals.We
consider real signals: the vessel roll and the main propulsion power signal, both sampled with sampling frequencyFs = 1Hz.
There are many examples like this with low frequency measurements and much more with high frequency measurements
(Fs >> 1Hz), where selective filtering is a common way to extract specific frequency components. The first example depicts
the digital filtering of the vessel roll signal. The vessel roll signal is registered by the MRU (Motion Reference Unit) onboard
the vessel. The vessel roll describes the motions of the vessel around the longitudinal axis. This signal contains information
about the permanent vessel heel (slow variable component orDC component), however the signal also contains movement
of the vessel on the sea waves (fast variable component, AC component). The vessel heel is needed to describe the loading
conditions and safe ship operations. To be able to extract vessel heel from the roll signal we have to remove the higher
frequencies which come from the waves, this can be achieved by low-pass digital filtering. Figure 13 shows the vessel roll
signal which has the length 180[Sa] (1Sa ≡ 1s). To extract the slow variable component we applied low-pass filtering with
the cut-off frequencyfc = 0.05 [1/Sa](1/Sa ≡ 1Hz). The previously described algorithms were applied to thisproblem.
The length of the classical FIR filter is 101[Sa]. As shown in Figure 13 we clearly see the delay from classical filtering. The
algorithms which perform without delay are the filtering in the DFT domain and the zero-phase filtering. Beside the boundaries,
all delayless algorithms perform similarly, which was expected based on the results from the experiment with syntheticsignals.
The behaviour of the algorithms at the edges show small discrepancies, and in this case they can be neglected. The small error
from the DFT filtering is due to the first and last values in the signal which are similar (x[0] ≈ x[N − 1] ≈ 0), which we can
interpret as a single period of the periodic signal. Beside that, there is no trend present in this signal.

Fig. 13: Waveforms of the raw vessel roll signal (blue) and filtered signal: by the classical filtering (red), by the zero-phase
(green), DFT (black), zeropadding (black dashed), symmetric extension (red star)

For comparison of quality of filtering we use SNR, which is defined in following way:

SNR = 10 log10

(
power of signal
power of noise

)

(37)
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TABLE III: Comparison of different filtering methods based on SNR

Method SNR of Roll SNR of Power Calculated SNR of Power Measured

Before filtering -16.8 3.6 11.2
DFT 14.3 11.9 12.7

Zero-padding 16.9 11.9 12.6
Symmetric extension 19.5 12 12.7

Classical filtering 15.5 13 13.2
Zero-phase 20 13.5 13.6

For calculation of the power of the signal and power of the noise we use properties of power spectral density (PSD). PSD
quantifies the distribution of power with frequency and it isdefined in the following way Kay (2013):

Py(f) = lim
M→∞

1

2M + 1
E





∣
∣
∣
∣
∣

n=M∑

n=−M

y[n]e−j2πfn

∣
∣
∣
∣
∣

2


 (38)

whereE is the mean value,M is the number of samples,f denotes discrete-time frequency, which is assumed to be in the
range−0.5 ≤ f < 0.5.

In our case, power of the signal is the power of the signal in the frequency band[0, fc] (desired DC component is in this
interval), however power of the noise is the power of the signal in frequency band[fc, 0.5]. We apply following properties of
the PSD, what allow to estimate power of signal in selected band, i.e.:

Average power in[f1, f2] = 2

∫ f2

f1

Py(f)df (39)

Power of the signal and noise can be calculated in following way:

power of signal=
∫ fc

0

Py(f)df power of noise=
∫ 0.5

fc

Py(f)df (40)

When we substitute formula (40) to (37), we achieve:

SNR = 10 log10

( ∫ fc
0 Py(f)df

∫ 0.5

fc
Py(f)df

)

(41)

In practice the PSD have to be estimated and we decided to use the Welch estimator as it is recommended for this purpose
Kay (1999) and Hayes (1996).

In Table III we show the SNR calculated by (41) for the roll signal and power measured and calculated described further
in the paper.

In Table III we show the SNR for the roll signal before filtering (SNR = −16.8dB) and after filtering to evaluate different
filtering method’s performance. A negative value of the SNR of signalx[n] can be explained by slow variable component (DC)
which have a small amplitude comparing with the AC component, see Figure 13. As a result of LP filtering the AC component
is filtered and according to Table III, the highest SNR we receive for zero-phase and symmetric extension filtering.

We can conclude that the DFT and zero-phase filtering are better algorithms than the classical filtering. To see better the
differences between all delayless methods we present the second example.

The second example uses two signals: power calculated and measured. The objective is to verify the consistency of the
calculated and measured power, see Figure 6. The measured power is the product of the torque and rpm measured by sensor
installed on the shaft between the electric motor and the main propulsion thruster. The calculated power is the power calculated
in the drive based on the internal motor model. The model use the motor nameplate values and internal measured current,
modulated voltage and frequency to estimate the shaft power. There are many uncertainties in this calculation based on
tolerances and other changing parameters. However, based on experience from tests, where the actual power was delivered on
shaft and compared to drive calculation, we can rely on this signal with accuracy of few percentage of the maximal power.
As we saw from the Figure 6.a, for small values of the power calculated and measured (in range 1-1000kW), there is a high
variance. Therefore, in Figure 14 we have shown two cases: one when the power measured and calculated have low values
(left subplot) and second when power signals have high values (right subplot). To investigate fluctuations and high variance of
power signals we depicted their spectrum. In Figure 14.a andFigure 14.c we can see that for the power calculated in the drive
(red) there are a lot of fluctuations form waves, what confirmsthe peak in the spectrum at the 0.18Hz. The peak from wave
is not present for the measured power on the shaft (Figure 14.c - blue). We see also that the time series of power measured
has lower variance than power calculated, so it is hard to compare both signals. Additionally, there are less variance for high
power values (Figure 14.b). The difference between power calculated and measured is in range of 4-5% of the maximal power
and can be the result of accuracy of calculations or the non-linear characteristic of the torque sensor. We can see that for
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high power values the noise looks like AWGN (Figure 14.d red). Based on this we concluded that to enable comparison of
signals digital filtering is required to remove the noise andthe wave component from measurements. To be more specific, to
confirm the linear relation between the measured signal and the calculation procedure which is not obvious from the raw data,
as depicted in Figure 6.a.

Fig. 14: Analysis of properties of the power signals in time domain (a,b) and in frequency domain (c,d) for two different power
range. Power calculated in drive - red, power measured - blue.

In Figure 15, we show the results from filtering the measured and the calculated power by the methods described above. To
extract the slow variable component we applied low-pass filtering with the cut-off frequencyfc = 0.01 [1/Sa]. The length of
the classical filter is 101[Sa] and the delay from this type filtering is obvious. The delay is not present during the DFT and
zero-phase filtering, however there are distortions at the signal boundaries. The worst results were obtained for the zero-padding
and zero-phase filtering, which results from the constant component present in the signal (mean≈ 200). Despite the long length
of the signal (600[Sa]∼ 10min) the transition in the zero-padding and zero-phase filtering at the boundaries is significant. The
length of transitions states is equal approx10% of the signal length and they should be omitted in further analysis, which is a
limitation of those methods. In case of processing data blocks of short time intervals transition states are significant. The best
results we received for the DFT and DFT with symmetric extension filtering, which comes from the properties of the DFT.

(a) (b)

Fig. 15: Waveforms of the raw: a)power measured (blue) and b)power calculated(blue) and filtered signal: by the classical
filtering (red), by the zero-phase(green), by the DFT (black), by the zero-padding (black dashed), by the symmetric extension
(red star).

In Table III we showed the SNR for power measured and calculated. For power measured, theSNR = 11.2dB before
filtering and from analysis of the Figure 15a we see that the cause of distortions is low quality of the AC/DC converter and
the AC component from ocean waves Fossen (2002). For power calculated the dominant distortion are ocean waves, which
have larger amplitude than the power measured, what causes lowerSNR = 3.6dB than for power measured. We can see that
the LP filtering improved the SNR significantly and the SNR forpower calculated increased about 8dB however for the power
measured the difference before and after filtering is not significant (the level of distortions is low). Based on the results shown
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TABLE IV: Comparison of different filtering methods based onfiltering time

Method Filtering time of Roll Filtering time of Power Calculated Filtering time of Power Measured

DFT 5·10−5 4·10−5 4·10−5

Zero-padding 7·10−5 6·10−5 6·10−5

Symmetric extension 6·10−5 5·10−5 5·10−5

Classical filtering 0.001 8.8·10−4 8.6·10−4

Zero-phase 0.002 0.002 0.002

in Table III we see that the zero-phase filtering gave the highest SNR what is the result of (12) and Figure 7 where we see
that the filtering is applied twice. In case of power measuredand calculated the difference between filtering methods is not as
significant as for the roll signal. In this case to evaluate the performance of filtering it would be beneficial to study the time
of calculation for all these methods, what is done in the nextsection.

We can conclude that the DFT methods are delayless, so in the case of processing data from many sources, as in the case
of big data, these methods are desirable for filtering. Additionally the DFT with symmetric extension has the best quality,
which was shown both in the theoretical and real examples. This results from the fact that symmetrical extension enforces the
periodicity without discontinuities. The good propertiesof the DFT will depend on the signal periodicity, so in some situations
the results will be similar to the DFT with symmetric extension and in other situations they will be worse. In case of time
series without a trend, all delayless algorithms will perform similarly. We would like to recommend the DFT as a tool for
digital filtering for big data due to the robustness of this algorithm. Beside that, delayless differentiation, integration etc. can
be applied only in the DFT domain (e.g. Hilbert Filter in MATLAB), which makes the DFT more appropriate than zero-phase
filtering. Additionally, in the next section we will presentthe numerical complexity of the DFT method what makes it suitable
for big data preprocessing.

VII. N UMERICAL COMPLEXITY

In the previous section we showed that filtering in DFT domaindoes not introduce delay, and its quality is therefore better
compared to classical filtering solutions. An additional property of the DFT filtering is low computational cost in comparison
to classical filtering. It results, from the numerical cost of the N -point DFT being of orderN2. If we apply the Fast Fourier
Transformation, calculations will be the fastest for length of the signal equalN = 2m, wherem ∈ N - then the numerical cost
is approximately equal to0.5N log2 N Mitra (2010), Oppenheim & Schafer (1975). In Figure 16 we show the results from
the experiment to compare the numerical costs for all described solutions. The experiment was carried out for the synthetic

Fig. 16: Comparison of different filtering methods: the zero-phase filtering for direct time domain (dashed green) and fast
convolution (dashed blue), the classical filtering for direct time domain (continues red) and fast convolution (continues green),
the basic DFT (continuous blue), the symmetric extension (dashed red), zeropadding (continuous black)

signal of length from100Sa to 106Sa, which is relevant for a signal sampled with 1Hz during half amonth. As we see from
the Figure 16, the numerical cost is highest for filtering in direct time domain (implemented by (32)) and also increases with
the length of the signal. We obtained lower computational costs for the other types of the filtering in the DFT domain, which
was expected according to the DFT/FFT properties. The use ofthe recursive filter in the zero-phase filtering results in lower
computational cost than non-recursive filters, however thedesign of the non-recursive filters is more complex and it is not
possible to implement some types of filters.

Additionally, we evaluated the performance of filtering based on real examples presented in the previous section. Results are
shown in Table IV. We see that the shortest computation time we achieved for the algorithm implemented in the DFT/FFT,
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i.e. for raw DFT and symmetric extension comparing with the classical filtering and the zero-phase filtering. To conclude, the
recommendation is to use the DFT filtering for big data preprocessing.

VIII. C ONCLUSIONS

Today, there is a focus on data analysis from many sensors, often referred to as big data in IoT era. In the case of sequence
data, preprocessing is essential. One of the main algorithms for data preprocessing is digital filtering. In this paper we presented
and compared existing algorithms of digital filtering from the perspective of the delay which is introduced by filtering.This
is important during analysis data from many sources. The reason for the delay from digital filtering is the phase response
of filters, which is often neglected by engineers. To avoid introducing distortions through digital filtering it is desirable to
ensure a linear phase response, and this is possible only fornon-recursive filters. Based on the prediction model we showed
that the delay of some of the input signals influences the output of the prediction model, which was shown also based on the
correlation matrix. This motivates the use of delayless digital filtering. In this paper we presented a comparison and application
of existing digital filtering methods in the DFT domain basedon real-life marine examples. The performance of the delayless
algorithms was documented based on synthetic and real data and compared to classical filtering. Using synthetic signalswe
were able to measure the MSE of algorithms and we showed the limitations of zero-phase filtering. The best performance
was achieved for the DFT filtering with symmetric extension.The solution gave almost ideal results without distortion at the
beginning or end of the signal based on the simulation and real examples. This property is important for practical applications
while processing data split into blocks, when distortions can be significant. The achieved results from real signals verified that
the DFT with symmetric extension is the most robust and appropriate method for digital filtering. Additionally, we made a
comparison of the numerical costs for different types of filtering, what is essential while big data preprocessing. Beside that,
delayless differentiation, integration etc. can be applied only in the DFT domain, which makes the DFT more appropriate
than zero phase filtering. The achieved results lead us to recommend the DFT algorithms due to the following benefits: the
algorithms are delayless, have straightforward implementation, and are numerically efficient. The design of the filterin the
DFT domain is simpler than the classical approach - it does not require filter coefficients and expert knowledge of filter design,
what is beneficial for practitioners from various disciplines. We can apply sophisticated frequency response of filtersin the
DFT domain to solve complex filtering (e.g. extracting a multiple single frequency components). All of these aspects motivates
the use of this method for big data preprocessing.
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