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Abstract
This thesis aims to contribute to lowering the cost of offshore wind energy by minimizing
design conservatism. By increased confidence in the structural design, the total cost of energy
can be reduced through less material consumption or extending the operational lifetime.
Both model- and statistical uncertainties in the design of offshore wind turbines have been
systematically addressed in this thesis to evaluate the potential design conservatism. Two
major research objectives (RO) have been formulated:

RO1 Assessment of environmental load effects and their impact on the reliability of a
monopile-mounted offshore wind turbine

RO2 Develop methodologies to reduce excessive design conservatism by means of high-
fidelity models and time-domain simulations in a probabilistic analysis framework

To date, all commercial offshore wind farms are bottom-fixed, and the monopile foundation
is currently the most cost-effective design at shallow to intermediate water depths. Hence,
the case studies in this thesis are based on the next-generation monopile-mounted offshore
wind turbines with a rated capacity of 10 MW. Numerical, fully coupled, aero-servo-hydro-
elastic simulations and statistical analysis have been the main methodologies in this thesis.

As future wind farms are being planned in deeper water far from shore, the impact
from wave loads on the final design of the sub-structure is increasing. Hence, more accurate
methods are needed to capture important load and response phenomena, such as wave
diffraction and ringing. It has been observed that new and improved methods may lead to
both lower and higher characteristic response values to be used in the design phase. In this
thesis, the model-specific hydrodynamic load effect uncertainties have been identified and
their impact on the partial safety factors are discussed and exemplified.

An improved probabilistic description of the ocean environment is proposed. The joint
probability distribution includes state-of-the-art models for wind speed and wind sea, and is
extended to include their respective directions, separation of swell, and astronomical tide. For
offshore wind turbines, directional descriptions are important due to the large aerodynamic
damping induced by the rotor in the fore-aft direction. The impact of directional models on
the foundation fatigue and structural reliability have been investigated. It has been shown
that separation of wind sea and swell reduces the foundation fatigue damage.

An engineering problem will often consist of model uncertainties, which may be im-
proved by research, and statistical uncertainties that can only be handled by gathering
more data and performing more simulations. It has been shown in the present work that
both short- and long-term statistical uncertainties can be reduced by smart simulation tech-
niques, efficient use of computational resources and structural reliability analysis.
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1 | Introduction

This chapter gives an overview of the motivation and objectives for this doctoral thesis.
Furthermore, the papers that form the basis of this thesis are presented.

1.1 Motivation

Harnessing wind power has long traditions, from the first known practical plant from the 7th

century in the middle east, to the modern, electricity-producing wind turbine. At first, wind
mills where used for mechanical loads, such as pumping water and grinding grain. Today,
the wind energy is mainly used for electricity production, and has gained increased attention
in light of climate change and limiting the emissions of greenhouse gases. In 2017, Denmark
produced enough energy from their wind turbines, onshore and offshore, to cover 44% of the
energy consumption [danskenergi.dk]. At the time of writing, China is producing 5 times
more energy from wind than Norway is consuming, on average. The future seems bright for
the wind energy industry which, in combination with solar panels, will be an important part
of the energy mixture. To utilize the full potential for wind energy, the industry is moving
offshore, where there is an abundance of areas with less visual and environmental impact
from the installation. Furthermore, offshore wind conditions will provide stronger and less
turbulent wind, which will make power production more economically feasible.

In Europe, more than 600 offshore wind turbines were erected in 2017 (WindEurope
2017), which is enough to provide energy to approximately 650 000 average Norwegian
households, or approximately 13 TWh yearly. The installed capacity continues to increase,
and so do the turbine size, average water depth, and distance from shore. Measures to reduce
the cost of energy from offshore wind relies heavily on research and engineering. Increased
knowledge is a key component to reduce the risks involved when installing and operating
wind farms far from shore in harsh conditions. The current boom in offshore wind is the
result of many years of research on bottom-fixed offshore wind turbines, and the cost-efficient
design of the monopile substructure is still dominant. Hence, a next-generation large wind
turbine mounted on a monopile is chosen for the cases studied in this thesis. The year 2017
also saw the installation of the first floating offshore wind farm, Hywind Scotand, leading
the way for these concepts. In other words, this thesis aims to contribute to the relatively
new offshore wind energy industry which is growing fast and is an area where Norway can
contribute with substantial knowledge from the oil and gas industry.
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Chapter 1

1.2 Research context and sponsor
This work has been carried out at the Centre for Autonomous Marine Operations and
Systems (NTNU AMOS) and Project 3: Risk management and maximized operability of
ships and ocean structures. The Norwegian Research Council is acknowledged as the main
sponsor of NTNU AMOS. This work was supported by the Research Council of Norway
through the Centres of Excellence funding scheme, Project number 223254.

1.3 Research objectives
The role of academic researchers in the field of wind energy has been partly to develop
theory and methods to allow for safe and efficient construction, installation and operation.
New models for wave loading is of special interest when the waves become a design driver
due to deeper waters, exposed areas and larger substructures. One objective of this thesis
is to adapt these wave load theories into probabilistic design of offshore wind turbines. The
first research objective is formulated as:

• RO1: Assessment of environmental load effects and their impact on the reliability of
a monopile-mounted offshore wind turbine

A significant background knowledge of existing load theories and their statistics is required
to fulfil this research objective. Here, the focus will be on wave loads and the long-term
statistics of environmental parameters such as; wind speed, significant wave height, wave
peak period, directions, and swell.

Once the systematic uncertainties related to engineering models for loads and environ-
ment are quantified, they can be included in a probabilistic design procedure to determine
the corresponding partial safety factors. What remains then are statistical, or aleatory, un-
certainties, related to the stochastic nature of physical wind and wave processes and their
underlying long-term statistics. These are uncertainties that are often handled by partial
safety factors but can also be mitigated by increasing the amount of data from e.g. time-
domain simulations, or by using reliability-based methods. A second research objective is
formulated as:

• RO2: Develop methodologies to reduce excessive design conservatism by means of high-
fidelity models and time-domain simulations in a probabilistic analysis framework

In relation to RO2, methods to avoid the use of overly conservative characteristic values
are explored. For instance, how to treat the two main states of an offshore wind turbine,
operational and idling, in a consistent manner with respect to the failure probability. The
research objectives formulated above will be discussed by means of numerical experiments
in this thesis, which are presented in the appended papers and Chapter 3. A summary
of the specific contributions and their relation to the research objectives are given in the
conclusions and discussions in Chapter 5.
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1.4 Publications
The papers that form the basis of this thesis, and additional papers for professional devel-
opment and background knowledge are shown in Fig. 1.1. Other scientific papers are also
shown in the figure to show their relations. Papers that are appended in this thesis are clearly
marked with Paper I etc. and sorted thematically. The knowledge domains that are relevant
for this thesis in terms contributions are; offshore environment, hydrodynamics, structural
reliability and wind turbine control. Some papers deal purely with e.g. hydrodynamics or
environmental modelling, while other combine several fields in probabilistic analysis, espe-
cially the two last papers (Paper VI and VII). Other important areas like structural analysis
and aerodynamics are also important fields of knowledge for design of offshore wind turbines
and are pre-requisites for performing the integrated analysis.

Publications are marked according to their status as journal paper (J), conference article
(C) or poster (P). In Tab. 1.1, publications associated with conferences are listed, while
journal papers are listed in Tab. 1.2.

Table 1.1: Published conference publications

Name Year Location Presentation Publication
OCEANS 2015 Washington DC Oral C1
EERA DeepWind 2016 Trondheim Oral J1
CAMS 2016 Trondheim - C2
PRADS 2016 Copenhagen Oral C3
EERA DeepWind 2017 Trondheim Poster P1
OMAE 2017 Trondheim Oral C4
EERA DeepWind 2018 Trondheim Poster J5

Table 1.2: Journal publications

Name Year Publication Status
Energy Procedia 2016 J1 Published
Energy Procedia 2017 J2 Published
JEME* 2017 J3 Published
Applied Ocean Research 2018 J4 Published
Journal of Physics: Conference Series 2018 J5 Published
Reliability Engineering & System Safety 2018 J6 Accepted
Marine Structures 2018 J7 Published
* Proceedings of the Institution of Mechanical Engineers, Part M: Journal of Engineer-

ing for the Maritime Environment - Special Issue on Marine Renewable Energy
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1.4.1 Declaration of authorship and relevance to this thesis
Below, a short description of the relevance of each paper is given, including main contribu-
tions and declaration of authorship.

Paper I An initial study regarding the effect of multiple wave load models on the char-
acteristic fatigue of an offshore wind turbine foundations was conducted. The
paper is a continuation of my Master’s thesis. My co-supervisor Jørgen R.
Krokstad has provided useful insight, but all calculations are performed by
myself using a simple wind turbine model in vpOne. The paper has given useful
answers to the questions regarding importance of consistent wave modelling on
fatigue estimation which is an important part of RO1.

Paper II A co-operation with Jørgen J. Jensen at DTU was initiated in relation to a PhD
course regarding structural reliability. A hypothesis was made that the statis-
tical uncertainty of fatigue damage introduced by wave loads can be reduced
using a reliability-based approach. Professor Jensen contributed with the basic
idea, which was further developed by myself, and implemented on the same
model as used in Paper I. It was shown that by combining Monte Carlo simu-
lations and FORM, critical wave realizations for fatigue damage can be found
faster and potentially reduce the computational time and result uncertainty,
which is in line with RO2.

Paper III In this journal paper, the effect on fatigue damage from wind sea and swell
separation was investigated. The paper contributes to RO2 in terms of reduced
conservatism while maintaining the same level of reliability. I performed all time-
domain simulations and writing, with input from my supervisors, Krokstad and
Amdahl.

Paper IV In Paper IV, a collaboration with Bitner-Gregersen at DNV GL was initiated
from my side. She has many publications on the subject of probabilistic environ-
mental models and associated uncertainties. The paper significantly expands on
Paper C4 (Horn, Krokstad, and Amdahl 2017) by including absolute directions
and swell. After many iterations I suggested an environmental model, which
was approved by my co-authors. The model has been used extensively in all
investigations during the course of this thesis, and has been important for both
RO1 and RO2. A version of the associated program will be made available on
GitHub.

Paper V I met Steven R. Winterstein at DNV GL where he presented a method to use
the contour-line method for different directional sectors, or sub-populations. We
agreed to initiate a collaboration to examine the operational and idling state
of an offshore wind turbine with this new approach in order to obtain a consis-
tent 50-year extreme value. The work relates to RO2 in terms of reducing the
uncertainty related to the long-term extreme values when only one operational
state is assumed to be dominating. I made all calculations and simulations and
had invaluable discussions with Steve.

4
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Paper VI This paper is inspired by Paper V, but focuses on fatigue in the foundation. It
is proposed to treat the operational states of the turbine separately in a relia-
bility analysis, which opens for the use of a stochastic availability parameter.
Hence, conservatism can be reduced by replacing a conservative characteristic
downtime percentage with a Beta-distributed variable. This paper is one of the
main contributors to RO2, and was developed solely by myself, but with useful
discussions with Prof. Bernt J. Leira.

Paper VII The purpose of the final paper was to wrap up any loose ends by showing the
combined impact of previous works during probabilistic design of an offshore
wind turbine. Here, load models from Paper I, environmental model from Paper
IV and sub-populations from Paper V/VI are used to demonstrate the relative
impact on the case-specific partial safety factors. It is an attempt to combine
RO1 and RO2 to make the PhD thesis complete. The development of necessary
models and extensive time-domain simulations were performed by me, with
Jørgen Krokstad providing critical questions in order to make the topic relevant
for future guidelines, and with support from Prof. Leira on matters of structural
reliability.

In summary, the work on the above papers have been very rewarding and provided
interesting results. Most of all, I found the discussions with other researchers and professors
both educational and inspiring. The papers span over a wide range of topics related to
structural design of offshore wind turbines, but they all have the same overall purpose and
goal, founded in the presented research objectives. An overview of how the different papers
relates to the research questions can be found in Fig. 1.2.
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Figure 1.1: Thematic overview of publications; appended papers and additional publications.
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Figure 1.2: Graphical representation of the relation between research objectives (ROs) and ap-
pended papers.
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2 | Background

An overview of the current status of offshore wind energy industry and design requirements
is given in this chapter. First, the reader is introduced to the most important considerations
when designing an offshore wind turbine. Secondly, areas allowing for increased compet-
itiveness of offshore wind energy are presented, and how research and development can
contribute are discussed.

2.1 Offshore wind energy
The offshore wind industry continues to expand and has currently a total of 16 GW installed
capacity (WindEurope 2017), mainly in the North Sea. In Fig. 2.1, the locations of oper-
ational, consented, planned and wind farms under construction are illustrated. From the
figure, one can see that current wind farms are located in shallow water close to shore. How-
ever, a significant number of consented farms are located further from shore, in a harsher
environment. In this thesis, the location of interest is Dogger Bank, which is located to the
north west in Fig. 2.1. More information on the assessment of Dogger Bank as a suitable
location for offshore wind farms can be found in e.g. Forewind (2010).

To date, the by far most popular and cost-effective foundation for offshore wind tur-
bines have been the monopile, illustrated in Fig. 2.2. Its simplicity during construction,
consisting of only one cylindrical pile and transition piece has been more important than
the material usage. However, it is expected that the monopile will not be feasible in water
deeper than approximately 40 meters. The jacket type foundation consumes less steel but is
more expensive to produce. For waters deeper than 50-60 meters, floating wind turbines is
expected to be most cost efficient. To date, there are only a few prototypes of floating wind
turbines in operation, in addition to the Hywind pilot park outside Scotland consisting of
five spar-type platforms.

2.2 Design principles of offshore wind turbines
This section will briefly explain the requirements and common practice regarding structural
design of offshore wind turbines.

2.2.1 Design criteria
In general, an offshore wind turbine shall be designed to (DNV GL 2014):

9



Chapter 2

Figure 2.1: Offshore wind farms in the North Sea, from Slavik et al. 2017.

• Sustain all occurring loads
• Ensure acceptable structural safety during design life
• Maintain acceptable safety for personnel and environment
• Resist deterioration during design life

Even though offshore wind turbines are unmanned, there is still some risk of personnel
injuries, pollution and economical losses if a component should fail. Hence, an offshore
wind turbine structure is categorized according to the normal safety class (DNV GL 2014),
implying that an annual failure probability of less than 10−4 (International Electrotechnical
Commission 2009) shall be maintained during the design lifetime. The target safety level is

Figure 2.2: Examples of offshore wind turbine foundations, taken from EWEA (2013). From left
to right: monopile, jacket, tension-leg platform (TLP), semi-submersible and spar-type.

10



Design principles of offshore wind turbines

meant to cover the entire structure but is in practice used for each individual failure mode,
or for the weakest link in a series system. In the thesis work, two different approaches to
reach a satisfactory safety level will be considered:

• design by partial safety factors with direct simulation of combined load effects,

and

• probability-based design.

The first approach is by far the most commonly used, but probability-based design might
be necessary for completely new systems or to calibrate the partial safety factors. Later it
will be discussed how probability-based methods are used throughout the papers.

In the work associated with this thesis, fully coupled, non-linear time-domain simula-
tions using a finite element method (FEM) is the main method for load effect evaluations.
Guidelines for which load effects to consider are given in International Electrotechnical Com-
mission (2009) and DNV GL (2016a), representing different failure modes and limit states.
A limit state is a condition where the structure is no longer satisfying the target safety level.
Standards for offshore wind turbines consider four limit states:

Fatigue limit state (FLS) - material failure due to cyclic loading,
Ultimate limit state (ULS) - exceedence of the structural resistance,
Serviceability limit state (SLS) - a tolerance criteria is superceeded, or
Accidental limit state (ALS) - failure due to accidental/rare loads.

Next, design methods for FLS and SLS are discussed as they are most relevant for the scope
of this thesis.

2.2.2 Fatigue limit state (FLS)
For extra-large, monopile-mounted offshore wind turbines, fatigue is expected to be the
dominating failure mode. Hence, focus is placed on FLS. It is limited to the monopile
foundation itself, which is significantly affected by both wind and wave loads. When a
design check using partial safety factors is performed, the following requirement must be
satisfied:

Dd ≤ 1.0 (2.1)
where Dd = Dc · DFF is the design fatigue utilization for the lifetime of the structure.
Dc is the characteristic fatigue damage, calculated using the characteristic SN-curve (DNV
GL 2005) and other characteristic values ensuring a conservative estimate of Dc. Finally,
a design fatigue factor (DFF ), which is pre-calibrated and given in the design standards
(DNV GL 2016a; International Electrotechnical Commission 2009), is added to guarantee
the minimum safety level. For the foundation below seabed, where no inspection to detect
fatigue cracks is possible, a DFF of 3.0 should be applied according to e.g. DNV GL (2005)
and DNV GL (2016b).

The above procedure is used before the construction phase to ensure sufficient structural
capacity. However, the environmental loads and dynamic properties that the wind turbine is

11
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experiencing may differ significantly from what was used in the design phase. Most of these
uncertainties are taken care of by the DFF , assuming that a reasonable design approach
was performed. A part of the scope of this thesis, is to include these uncertainties in a less
conservative manner through a design procedure. As a consequence, a probability-based
design procedure is required, which should comply with the following requirement:

P [D > ∆] ≤ 10−4 (2.2)

where D is the total fatigue damage, often assumed to be Weibull distributed, and ∆ is the
fatigue capacity of the structure, usually Lognormally distributed with an expected value of
1.0 (DNV GL 2015). This approach opens for using probability distributions of the random
variables instead of their respective characteristic values, as demonstrated in Paper V for
turbine availability.

Since fatigue damage is a cumulative measure, inspections are required throughout the
lifetime to reduce the risk of failure due to crack propagation. Several schemes for inspection
planning and structural monitoring have been proposed to keep track of the safety level (see
e.g. Nielsen and Sørensen (2011), Florian and Sørensen (2017), and Martinez-Luengo, Kolios,
and Wang (2016)). For the submerged foundation however, one can only rely on monitoring
and continuous information about the response. Figure 2.3 illustrates how the principal of
material degradation leads to a reduced capacity as was predicted in the design analysis,
while a monitoring scheme may reduce the uncertainty related to the time-varying capacity.

Monitoring

Degradation

ResistanceLoad effects

r,s

Figure 2.3: Structural load effect (s) and resistance (r) distributions. No monitoring bias is
assumed.

2.2.3 Serviceability limit state (SLS)
While ULS considers complete or partial loss of structural resistance, like yielding, buckling
or capsizing, SLS sets of limits to deflections, vibrations etc. to maintain a state where the
turbine can operate efficiently (DNV GL 2014). A review of these requirements can be found
in e.g. Arany et al. (2015). Paper IV addresses the SLS for maximum allowable acceleration
of the nacelle, and the pile translation due to bending moment from wind and waves. Typical
requirements are an acceleration less than 0.5g in the nacelle and a horizontal translation
of less than 0.2 meters at the seabed for bottom-fixed structures. The requirement in SLS
can be formulated as:

R/γm ≥ γs · Sc (2.3)

12



Reducing the cost of energy

where R is the SLS requirement, Sc is the characteristic value of the load effect, and γs

and γm are the partial safety factors for the load effect and material factor, respectively. In
Paper V, it is investigated whether the 50-year characteristic load effect corresponding to
Sc can be found by an extended contour-line method (Winterstein et al. 1993) for offshore
wind turbines, where both the power-producing and idling states are included.

2.3 Reducing the cost of energy
The development of an offshore wind farm is a capital-intensive project, with high ini-
tial investment costs related to construction, installation and infrastructure. A typical cost
breakdown for a single offshore turbine is shown in Fig. 2.4. As indicated in Gonzalez-
Rodriguez (2017), there are significant variations between different farms. There is still a
large potential for cost reduction by optimization of the foundation and the structure, and
improved methods for installation.

The operation and maintenance costs (OPEX) are also a significant contributor to the
total cost of energy (CoE). An overview of some types of operational costs can be found in
e.g. GL Garrad Hassan (2013), which is also included in an overview of OPEX reports in
Crabtree, Zappalá, and Hogg (2015). It is found that the OPEX can contribute to 40% of
the total life cycle costs of an offshore wind farm. The OPEX fraction is smaller compared
to traditional oil and gas structures. This is mainly due to the absence of fuel costs, as the
wind energy in itself is still free, if it can be captured. Still, a significant reduction in the
total CoE can be achieved by managing the operation and maintenance schedules (see e.g.
Sarker and Faiz (2016) and Nielsen and Sørensen (2011)).

RNA

24%

Electrical Interface

18%

Foundation 17%

Installation

13%

Tower

11%
Development

10%
Others

7%

Figure 2.4: Typical capital cost breakdown for offshore wind turbines

Reducing the CAPEX and/or OPEX is one way to reduce the CoE of offshore wind
farms. Another approach is to maximize the total energy production, either by achieving
a higher capacity factor (Abed and El-Mallah 1997), or increasing the operational lifetime
(Ziegler et al. 2018). The latter option is compared to a CAPEX-reducing approach by
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structural reliability analysis in Horn, Leira, and Amdahl (2017) as a preliminary study for
this thesis. It was concluded that a lifetime extension using reliability-based methods has
more potential for cost savings than incremental reductions of the CAPEX.

For the offshore wind industry to thrive, the cost of energy must be lower than the
energy supplied from fossil-fueled plants, for instance coal-fired plants. According to The
Crown Estate (2012), the key opportunities for cost reductions related to the supply chain
and technology development can be summarized as follows:

• New turbines with higher reliability and energy capture, and lower operating costs
• Increased competition in supply markets
• Improved Front End Engineering Design (FEED) and extensive site surveys
• Economies of scale and productivity improvements
• Optimization of installation methods
• Mass production of support structures for water depths larger than 35 meters

Figure 2.5: Cost reductions as predicted by the Crown Estate (The Crown Estate 2012)

with a graphical representation in Fig. 2.5. As expected, a significant part of cost reduc-
tion is obtained through engineering and technology development. In the area of marine
engineering, extensive knowledge related to structural reliability and modelling of the ex-
ternal environment are important contributions to the overall cost reduction. This thesis
contributes indirectly to cost reduction through new turbine technology with the potential
for higher reliability and improved engineering methods for design of support structures.

14
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An overview of relevant software and the work flow for large-scale time-domain simulations
of offshore wind turbines is briefly presented in this chapter.

3.1 Software for integrated analysis

Verification of offshore wind turbines according to the limit states design format requires
simulations of combined load effects. Such analysis include interaction between hydrody-
namic and aerodynamic loads, as well as the wind turbine controller. It is stated in DNV
GL (2016b) that “the linear combination model of the partial safety factor method may be
inadequate in cases where the load effect associated with one of the applied load processes
depends on structural properties which are sensitive to the characteristics of one or more of
the other load processes.”

For bottom-fixed wind turbine structures, the soil interaction is also important for the
dynamic response. In order to capture non-linear load effects from waves and the impact of
aerodynamic damping induced by the rotor an control system, time domain simulations have
been carried out in this work. Methods based on frequency domain analysis have proven
efficient for fatigue analysis in an early stage of the design process with sufficient accuracy
(Schløer et al. 2018).

Details regarding aerodynamic modelling using the blade element momentum (BEM)
theory will not be presented here, the reader is referred to Hansen (2013). For further
insight into the dynamics of a wind turbine rotor, Hansen (2016) gives good insight into
how the modal properties changes with rotational velocity and wind speed. Also, details
regarding FEM modelling of the blade sections can be found in e.g. Hansen et al. (2006).
The remaining part of this section will present the software used in the coupled, dynamic
time-domain simulations.

A substantial amount of code has been written in relation with this thesis. The purpose
has mostly been to improve workflow and software couplings. For a time-domain simulation
given a set of input variables, the workflow is illustrated in Fig. 3.2. First, all necessary
pre-processing is performed before the coupled time-domain simulation is performed. The
pre-processing includes; generation of wave kinematics using WaveSim, wind field generation
using TurbSim (Kelley and Jonkman 2007), and automatic creation of a wind turbine model
based on the 10MW reference wind turbine by DTU (Bak et al. 2013) which is presented
later.
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Figure 3.1: Mapping of wave loads to beam elements and nodes using a Morison type formulation
with incident kinematics (a) or nodal loads from integration of panel pressures (b).

3.1.1 WaveSim
WaveSim is Matlab and Octave compatible, and was developed during the early stages of
this thesis. WaveSim is a tool for the generation of incident wave kinematics for pre-defined
spatial coordinates. To compensate for fluid-structure interaction it allows for the Mac-
Camy & Fuchs correction on the linear components and mapping of forces computed by
the panel-code WAMIT (WAMIT Inc 2011). Two procedures for exporting equivalent loads
are illustrated in Fig. 3.1. The equivalent wave kinematics used in the Morison equation
imported by vpOne for time-domain simulations. An efficient evaluation of second-order
kinematics (Sharma, Golubchik, and Govindan 2010) using a two-dimensional FFT algo-
rithm has also been implemented. Only minor movements of the cylinder are assumed with
the current description. Further details on the hydrodynamic modelling can be found in
Section 4.2.

3.1.2 TurbSim
TurbSim (Kelley and Jonkman 2007) is developed by NREL and is a full-field simulator
for coherent turbulence. The code incorporates many spectral models and fluid dynamic
features of turbulent flows. To facilitate integration into the current workflow, the source-
code was modified to output a format readable by vpOne. Generating the full wind field is
a relatively time-consuming process, using approximately 30% of the total simulation time
for 10-minute time-domain simulations.
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3.1.3 vpOne
vpOne is a non-linear time-domain simulation tool based on the USFOS software (SINTEF
and NTNU 2003). Its performance is demonstrated in Hansen et al. (2009), and it was
found suitable for this work due to its flexibility in load input and easy integration in a
Linux environment for distributed computing. Beam elements are used for modelling the
foundation, tower, drive-train and blades. For aerodynamic modelling, BEM theory with
corrections for tip-loss, tower shadow and dynamic wake is used. Further description of the
aerodynamic modelling can be found in Sørum, Horn, and Amdahl (2017). The interaction
between the soil and structure is modelled using non-linear springs based on site-specific
data. The soil model is presented in Section 4.1.3.

3.1.4 Controller
The controller is the up-to-date version of the basic DTU wind energy controller presented
in Hansen (2013) which is openly available on GitHub. Both vpOne and the controller had to
be modified for a common DLL interface. The model-specific controller is further described
in Section 4.1.2.

Figure 3.2: Workflow for a single time-domain realization

3.2 Computational resources and work flow
The results from tens of thousands of simulations hours form the basis of the calculations
performed in this thesis. To enable running and re-running of large batch simulations, a pro-
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cedure for using local machines in a cluster and cloud-based computers has been developed.
A brief description of the set-up including implementation tips is given below.

First, the coupled time-domain simulation must be able to run on a Linux distribution
with minimal modifications. This means that all standalone executables in the coupled
simulations must be compatible with e.g. Ubuntu, and work flow scripts must be written
in common scripting languages such as Bash and Python. For modules written in Matlab,
only small modifications should be necessary to run the program using the open-source
alternative GNU Octave.

Second, a framework for file sharing, job distribution, progress monitoring, time-series
storage and result evaluation is required for a fully automated process. The set-up is shown
in Fig. 3.3. The main engine is called BatSim (batch simulations) which first distributes the
numerical model to all nodes in the cluster, before sending individual commands contain-
ing the input variables for the next time-domain realization. Say there are 4 nodes in the
cluster with 20 threads available for each numerical experiment, then there is a total of 80
parallel commands from the host machine. After each simulation is finished, the results are
transferred to a cloud storage solution, e.g. DropBox and Amazon S3. The results can then
be evaluated in real time by the host machine, which decides whether this information shall
be used to update the settings of the sampler.

Figure 3.3: Work flow for large-scale batch simulations

The sampler samples from all standard probability distributions, including some distri-
butions without analytical CDFs, such as the von Mises distribution (Forbes et al. 2010). To
support dependencies between the probabilistic variables, for instance wind speed dependent
significant wave height, a general Markov chain Monte Carlo algorithm (Gibbs sampler) is
implemented.

18



Computational resources and work flow

To start and maintain a computing cluster, an external program is developed, called
CloudB. It makes sure that pre-defined local workstation is available and may reduce the
utilized capacity if the computer is already in use by other users. The total workload can
also be scheduled to leave some available capacity for the user during the daytime and
increase after the workday has ended. Also, a wanted number of Amazon servers can be
started and added to the list of available servers for BatSim. To reduce the cost related
to external usage of computational resources, CloudB uses spot instances in the Amazon
Elastic Compute Cloud (Amazon EC2), which are 60-80% cheaper than instances with a
pre-defined renting period. The disadvantage is that the instance will shut down if the
market price exceeds the bid price set by the user. Future development includes a dynamic
allocation of computational resources to the cheapest cloud solutions, and distribution to
several cloud computing providers.
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4 | Numerical Models

This chapter gives a short introduction of the numerical wind turbine model, and an overview
of several hydrodynamic load models used in this work.

4.1 Reference model
In this section, the reference wind turbine model used in the thesis work is presented. The
model is based on the DTU 10 MW reference wind turbine, mounted on an extra-large
monopile foundation in 30 meters water depth at Dogger Bank in the central North Sea.

4.1.1 Main dimensions
The main dimensions of the rotor-nacelle assembly (RNA) of the 10MW DTU reference wind
turbine can be found in Bak et al. (2013). Some characteristics are reproduced in Tab. 4.1.
The aerodynamic properties of the blade sections are unchanged from the reference version,
along with all other parameters related to the RNA. In order to have a realistic tower, that
is not too soft in comparison to the stiff foundation, the original tower thickness is increased
by 20% (Bachynski and Ormberg 2015). This ensures that the natural period is below the
1P period.

Table 4.1: Characteristics of rotor-nacelle assembly (RNA)

Hub height over MSL [m] 119
Hub weight [ton] 105
Blade length [m] 89
Blade weight [ton] 41
Nacelle weight [ton] 446

The monopile and transition piece is based on a preliminary design at NTNU (Velarde
2016) and the main particulars are shown in Fig. 4.1. The transition piece spans from
the tower base at 10 meters above to 10 meters below the mean sea level (MSL) where the
monopile foundation continues to the seabed and 42 meters into the soil. Both the transition
piece and monopile have a diameter of 9 meters, while the equivalent thickness is 11 cm
for the monopile and 15 cm for the transition piece. The first and second mode shape and
eigenperiod related to fore-aft and side-side vibration of the model are shown in Fig. 4.2.
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For a bottom-fixed wind turbine, the eigenperiods depend on the soil stiffness model, which
is further described in Section 4.1.3.

Figure 4.1: Structural model in vpOne with cylinder diameter and thickness as function of the
vertical coordinate.

4.1.2 Controller properties
The controller is an important part of any wind turbine. Its properties determine the key
characteristics; power quality, noise, fatigue and extreme responses. During the develop-
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Figure 4.2: Vibrational modes, from left to right: 1st side-side (4.6s), 2nd side-side (0.9s), 1st

fore-aft (4.6s), 2nd fore-aft (0.9s). Seabed and mean water level is included.

ment of the model, a conventional PI controller was used for both generator torque and
blade pitch as implemented in Hansen (2013). A wind turbine controller require tuning to
ensure stability and robustness (Merz 2016), and it is usually performed in the frequency
domain for computational efficiency. However, the controller performance may alter signifi-
cantly between frequency domain and between different aero-elastic simulation codes. Hence,
additional tuning in time-domain is often required to obtain satisfactory performance. Dur-
ing the initial phase of this thesis, the gains were tuned in order to have a well performing
controller, with minimal negative impact on the foundation fatigue. To verify the dynamic
behavior, a comparison study between three different aero-servo-hydro-elastic codes was
performed. The reference wind turbine model was modelled in FAST, SIMA and vpOne,
and typical verification tests for the controller, natural periods and fatigue estimates were
performed. The resulting characteristics are shown in Fig. 4.3 for wind speed stepping of 1
m/s every 50 seconds and in Fig. 4.4 for steady wind cases. It is seen that the performance
for the DTU 10 MW monopile-mounted turbine is comparable for all three codes; FAST,
SIMA and vpOne. The study is published in Sørum, Horn, and Amdahl (2017).
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Figure 4.3: Wind speed stepping for 5 to 25 m/s, from Sørum, Horn, and Amdahl (2017).
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Figure 4.4: Response parameters for steady wind, from Sørum, Horn, and Amdahl (2017).

4.1.3 Soil model
This section presents the soil model used in the present work. A probabilistic soil model
is outlined, which is used to obtain the characteristic soil stiffness curves, but may also be
used in future reliability studies. The model can then be used to compensate for uncertainty
related to the engineering model for soil-structure interaction as described in e.g. DNV GL
(2016b). In the literature, several probabilistic models are presented (see e.g. Damgaard
et al. (2015), Haldar, Sharma, and Basu (2018), and DNV (1996)).

The elastic soil properties are commonly modelled using py-curves as described in e.g.
DNV GL (2016b) and American Petroleum Institute (API) and International Organization
for Standarization (ISO) (2011). For large-diameter cylinders, the validity of this approach
is questionable (Lesny 2010; Doherty and Gavin 2011; Carswell et al. 2015), unless the py-
curves are calibrated to FEM analyses (see e.g. Velarde (2016)). Recently, new methods for
increased confidence in geotechnical designs were developed (Page et al. 2017). In this work,
classical non-linear py-curves have been used with characteristics as described below.

Clay

By standard description of py-curves for clay, it can be shown that the static ultimate lateral
loading resistance per unit area valid in the present large-diameter case is:

pu = 2a(3su + γ′zs) + Jsuzs (4.1)

for a pile with radius a, and a clay shear strength of su at the vertical soil coordinate zs

illustrated in Fig. 4.1. Here, γ′ is the effective unit weight of the soil and J is an empirical
constant taken as 0.5 (DNV GL 2016b). For cyclic loading, the py-curve can be generated
with:

p = pu

2

(
y

yc

)1/3

(4.2)

for a lateral displacement y, where yc = 5εca with εc as an empirical constant. Since the
non-linear soil stiffness curves need to be represented by a piecewise linear curve, the first
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part is important as it describes the initial stiffness and hence eigenvalues. It is suggested
in DNV GL (2016b) that y1 = 0.1 yc be used as the first point on the piecewise linear curve.
The remaining points are chosen so that y2 = 3 y1 and y3 = 10 y1. The presented formulation
will be used for zs ≥ 2, as the uppermost soil layer is sand (Horn 2015).

Quantitative values obtained from measurements campaigns at Dogger Bank are used
as a basis for the current py-curves. The data are also presented in Paper I. Data for the
clay shear strength are plotted in Fig. 4.5a with linear fits for the upper and lower estimate
found as:

shi
u (zs) = 4.66 · zs + 114 (4.3a)

slo
u (zs) = 2.33 · zs + 57 (4.3b)

where the vertical soil coordinate zs is related to the global z-coordinate through: zs =
−(z + h). All parameters used in the probabilistic soil model are presented in Tab. 4.2.
Note that all variables are assumed to be lognormally distributed, meaning that the lateral
resistance pu is also lognormal. In Fig. 4.5b, three different models for su are presented;
a uniform distribution using the high and low estimate from the data, and two lognormal
distributions. The lognormal distribution with a CoV of 0.20 was chosen to represent the
soil model in this thesis.

Variable Distribution Mean CoV [%]
su [kPa] Lognormal 0.5 (shi

u + slo
u ) 20

γ′ [kN/m3] Lognormal 10 5
z̃s [m] Lognormal zs 10
J [-] Lognormal 0.5 10
εc [-] Lognormal 0.01 5

Table 4.2: Probabilistic soil parameters
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Figure 4.5: Clay shear strength
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By pure Monte Carlo simulations (MCS), the resulting distributions for pu at given soil
levels are obtained as shown in Fig. 4.6a. The parameters for the corresponding lognormal
distributions are plotted in Fig. 4.6b as a function of the soil depth. Not surprisingly, both
the soil stiffness and its variance increase with the depth. Now, the soil stiffness at any level
zs can be found with:

pu(zs) = F −1
LN(αs; µpu(z̃s), σpu(z̃s)) (4.4)

where αs ∼ U [0, 1], and νpu and σpu are defined in Fig. 4.6b. Furthermore, it is assumed
full correlation between the soil layers, which is expected to be a conservative assumption.
Consequently, only one αs is used to describe the full soil profile.
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Figure 4.6: Probabilistic description of the soil resistance pu

Sand

The soil resistance due to sand in the top layer of the soil profile can be described with
(DNV GL 2016b):

pu = (C1 zs + 2 a C2) γ′ zs (4.5)

where C1 and C2 are functions of the internal friction angle of sand. With a current friction
angle of 47 degrees, it is found that C1 = 8.5 and C2 = 6.3 (International Electrotechnical
Commission 2009). The soil resistance per area of the pile can then be found as:

p = 0.9 pu tanh
(

k zs y

0.9 pu

)
(4.6)

where k is an empirical value dependent on the internal friction angle (DNV GL 2016b),
and the remaining parameters are similar to those used for clay. The uncertainty related to
the soil stiffness in sand layers are assumed to be uncorrelated with the clay layers.
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Implementation and impact on eigenperiod

The stochastic soil model has a significant impact on the dynamic properties. Both the
modal shapes and eigen periods of the system changes as a function of the soil stiffness.
The variation in the first fore-aft eigenperiod based on 10 000 MCS is shown in Fig. 4.7
along with the cumulative density function (CDF). The scatter for a given αs is due to the
uncertainty assigned to εc, which determines the initial stiffness of the soil springs.

It is suggested in DNV GL (2016b) that a soil stiffness corresponding to a fractile of 0.05
or 0.95, whichever yields the most conservative results, should be used for design. For the
present model, it is expected that a fractile of 0.05 will yield the most conservative result due
to increased dynamic amplification at higher eigenperiods for lower stiffness. In the present
work, a fractile of 0.5 (αs = 0.5) is chosen when the soil is modelled deterministically, which
is the case for all appended papers. This yields a fore-aft period of approximately 4.6 seconds,
although this value varies slightly between the different case studies due to small changes in
the numerical model. The current foundation is stiff compared to the tower as seen by the
eigenmodes in Fig. 4.2. As a result, a softer soil model will yield more contributions from
wave loads on the dynamic response. Hence, the soil model must not be too stiff as it will
result in non-conservative results. Using a probabilistic soil model in the reliability analysis
is left for future studies.
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Figure 4.7: Eigenperiod variation due to stochastic soil model. CDF in dashed.

4.2 Hydrodynamic modelling
Several different hydrodynamic models were used to estimate the wave loads on an offshore
wind turbine with a large monopile foundation. The hydrodynamic modelling can be divided
into a description of the incident wave kinematics, as if there were no structure present, and
the wave force calculation while accounting for fluid-structure interaction. Both kinematics
and fluid-structure interaction calculation have several alternatives, varying in accuracy and
computational complexity. The aim of this section is to present the wave load models used
in this work and give the reader some supplementary insight.
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4.2.1 Incident wave

For the incident wave kinematics, the most widely used approach is the linear formulation,
or Airy formulation (Faltinsen, Newman, and Vinje 1995). The approach is fast and often
sufficiently accurate for slender structures where little fluid-structure interaction is present
and in sea-states will small steepness. By stretching the linear kinematics to the linear free
surface, some higher-order components are obtained (Horn 2015). However, the order of the
total load, and hence response, will be inconsistent (Paper I). Figure 4.8 is reproduced form
Paper I, and illustrates wave stretching and which components to include for consistent
order of horizontal wave load.

The main reasons for adopting higher order wave kinematics is to capture non-linear
effects which are present for steep waves, shallow water, all forms of breaking waves, and
non-linear interactions between individual wave components. However, the importance of
increased accuracy depends highly on the response characteristics. For instance, a linear
model might be sufficient for fatigue estimation in some cases (Paper I), while a higher-order
model is required to describe non-linear phenomena such as ringing. It has been observed
that second order theory gives the most important increase in load effects for FLS, while
the third order, which is important for ringing is most relevant for ULS analysis where the
waves are longer and steeper. Design computations are usually performed using potential
flow theory, neglecting viscous effects in the fluid. If breaking waves are important, they
must currently be modelled using CFD (Chella et al. 2016). . Here, methods concerning a
potential flow formulation are discussed.

The degree of wave non-linearity for sea-states modelled using potential flow can be
estimated by comparing a linear description with a highly- or fully non-linear description.

Figure 4.8: Wave kinematics stretching for first and second order incident wave potential. Repro-
duced from Paper I. The order of the horizontal force is dependent on which contributions that
are accounted for: first (A), second (B+C), third (D+E+F), and fourth order (G+H).

28



Hydrodynamic modelling

OceanWave3D (Engsig-Karup, Bingham, and Lindberg 2009) is an example of a fully non-
linear solver of the Laplace equation, while the higher-order spectral method (HOSM) solves
the non-linear surface conditions to desired accuracy by Taylor expansions (Dommermuth
and Yue 1987). A comparison between OceanWave3D and a HOSM solver was conducted in
Guillaume et al. (2011). Here, HOSM using a solver to the third order will be the reference
for a non-linear sea-state as it captures the most important non-linear effects. The difference
of the power spectrum density (PSD) using linear and a non-linear solver is exemplified in
Fig. 4.9. It is seen that a linear description will yield significantly less energy around the most
important natural frequency of the reference model. Clearly a non-linear method is needed
in order to model important wave components that can potentially excite the corresponding
vibrational mode.

A linear realization of a given sea-state will yield a Gaussian surface elevation, wave
particle velocity and acceleration. In other words, the third and fourth moment, skewness
and kurtosis, will be zero and three, respectively. Consequently, the wave elevation will be
normally distributed with zero mean, and the statistics of the wave crests will be similar
to the wave troughs. The out-crossing rates for two sea-states are shown in Fig. 4.10. The
sea-state in Fig. 4.10a has a close to Gaussian surface elevation as seen by the symmetry
about η = 0, while the sea-state in Fig. 4.10b is heavily skewed towards positive η indicating
a non-Gaussian process. The skewness and kurtosis using HOSM simulations are shown in
Fig. 4.11, indicating an increase in the moments for large significant wave height compared
to the peak period, i.e. larger steepness. It indicates that the joint probability distribution
of the significant wave height and peak period is important to account for since the most
non-Gaussian waves does not occur for the most probable pairs of HS and TP .

4.2.2 Wave load models
For the reference model, wave inertia forces proportional to the wave particle acceleration
are dominating due to the large diameter of the foundation (Paper I). Viscous effects are
accounted for by the drag term in the Morison equation with an appropriate drag coefficient

0 1 2 3 4

Figure 4.9: Example linear simulation vs. non-linear simulation of wave elevation with indication
first fore-aft frequency of the structure
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Figure 4.10: Wave elevation out-crossing rates for two different sea-states at a water depth of
30 meters, indicating the degree of non-linearity. Tail fits are included, using the ACER method
(Moan and Naess 2013)
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Figure 4.11: Isoquants for the wave elevation skewness and kurtosis from HOSM realization of
the surface elevation at 30 meters water depth and JONSWAP spectrum with default peak shape
factor. The 50-year contour line is shown to indicate the most frequent combinations of HS and
TP .

and Morison elements. The drag term is evaluated using the incident wave particle velocity
and has the same formulation regardless of which method is used for calculating the inertia
forces which are influenced by the fluid-structure interaction. In Fig. 4.12, the non-linear
wave load caused by the drag term in the Morison equation is shown as a fraction of the total
force root-mean-square (RMS). As expected, the loading on the large-diameter cylinder in
question is mostly dominated by inertial forces (Paper I).

The Morison equation without any corrections of the added-mass coefficient is not
suitable for load calculations on a large monopile foundation (Paper I). A constant added-
mass coefficient is very conservative, and frequency dependency should be introduced to
capture the wave scattering/diffraction effects when the wave length is in the same order of
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Figure 4.12: Contribution to total force variation from the non-linear drag term in Morison
equation using linear wave theory. 1- and 50-year contour lines are shown.

magnitude as the foundation diameter. The implications of accounting for wave diffraction
in a linear wave realization is shown in Fig. 4.13 for two different foundation diameters. It
can be seen that the benefits in terms of reduced wave loading is significant for a diameter
of 9 meters, but somewhat less important for a diameter of 5 meters.

Several hydrodynamic load models have been used throughout this thesis. The different
load models are listed in Tab. 4.3 along with some additional models, and they all have
individual advantages and limitations. In the appended papers, the load models are ranging
from 1a to 2b. Brief comments are made below to each load model.

Morison The Morison load model is the most widely used approach for calculation of wave
forces on slender objects (Morison, Johnson, and Schaaf 1950). Strip theory is assumed valid,

(a) Diameter of 5 meters (b) Diameter of 9 meters

Figure 4.13: Isoquants of the RMS of the horizontal wave load using linear diffraction (D),
normalized with respect to the incident wave load (I). Both at a water depth of 30 meters using a
JONSWAP spectrum. Contour lines are shown for several return periods.
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Table 4.3: Wave kinematics- and load models sorted after complexity. Indication of the associated
main limitation and/or challenge.

No. Kinematics Load model Limitation/challenge
1a Linear Morison Fixed added mass
1b Linear MacCamy & Fuchs Fixed cylinder
1c Linear FNV Long wave assumption
1d Linear WAMIT 1st order Hybrid time/frequency
2a 2nd order WAMIT 2nd order Hybrid time/frequency
2b 2nd order Morison Fixed added mass
3a HOSM Morison Fixed added mass
3b HOSM FNV Long wave assumption
3c HOSM SFM Fixed cylindrical structure

meaning no hydrodynamic interaction along the length of the structure, and the structure is
not influencing the incident waves significantly, i.e. wave scattering is neglected. This simple
approach is sufficiently accurate in small to moderate seas as demonstrated in Paper I.

MacCamy & Fuchs For increasing cylinder diameter, fluid-structure interaction become
a significant contribution to the total wave force. An analytical solution was presented in
MacCamy and Fuchs (1954) for linear wave scattering about a circular cylinder. Recently,
the method has been adopted to monopile foundations as the diameter increases to support
larger turbines. It has been shown that excessive conservatism, primarily in FLS, can be
expected when wave diffraction is not accounted for (Paper I). The MacCamy & Fuchs
solution with linear extrapolation to the linear free surface has been the preferred method
during this thesis when the hydrodynamic modelling has not been of primary importance.

FNV The Faltinsen-Newman-Vinje (FNV) load model was first developed in Faltinsen,
Newman, and Vinje (1995) with the goal of representing the ringing phenomena, dominated
by third order wave forces. Lately, a new formulation was presented for arbitrary water
depths (Kristiansen and Faltinsen 2017) which shows good agreement with model tests for
small to intermediate wave steepness. The method was tested in Paper I to quantify the
third order wave load contributions to fatigue on a monopile foundation. Overall, a small
contribution can be expected. This was agreed with conclusions made by Bachynski and
Moan (2014) for tension leg platforms.

WAMIT The commercial panel code WAMIT (WAMIT Inc 2011) is widely used for cal-
culating the hydrodynamic properties of large-volume structures assuming potential flow.
The frequency-dependent added mass and potential damping can be applied in time-domain
simulations by means of convolution, or the wave forces can be obtained by inverse FFT.
The latter formulation was used in Paper I and VII, which is considered to be a good ap-
proach for a fixed structure. A second order solution can also be obtained. However, WAMIT
will only calculate wave loads to the mean free surface. In order to calculate wave loads to
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the true surface, panel methods in time-domain must be adopted, for instance based on
e.g. Rankine source method (Feng et al. 2016), HPC (Shao and Faltinsen 2014) or other
numerical wave tanks.

SFM The spectral force method (SFM) is a novel method with the goal of filling the gap
between Morison-based wave load models and CFD, while retaining the non-linearity in
the incident wave and allowing for non-linear fluid-structure interaction (i.e. diffraction).
An initial numerical solution scheme was proposed in Bredmose and Andersen (2014) and
updated in Bredmose and Andersen (2016) with results from regular waves. Further devel-
opment of the SFM may be an important contribution to reduce the wave load uncertainties
while maintaining a reasonable computational efficiency. Also, it would be advantageous to
have a method for calculating wave loads with no assumptions made on the initial wave
field or diameter of the cylinder. Hence, the kinematics can be calculated using tools such
as HOSM to a high degree of accuracy, while the wave scattering of a cylinder can still be
accounted for by an efficient algorithm.
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5 | Research Findings

In this chapter, the main research findings and the contributions from the individual papers
to the overall research objectives are presented. The findings are sorted thematically with
references to relevant publications. Where appropriate, supplementary investigations are
provided for educational purposes.

5.1 Environment
The description of the site-specific environment forms the basis of the structural design and
evaluation of the system reliability. Hence, a significant part of this thesis is devoted to the
development of a new environmental model suitable for detailed design with probabilistic
methods. As indicated in Fig. 1.1, the most relevant papers are IV and VII.

In this work, the environmental model is fitted to hindcast data for wind and wave
parameters provided by the Norwegian Meteorological Institute (Reistad et al. 2011) for the
location shown in Fig. 5.1. The figure also includes an estimate of the highest astronomical
tide (HAT) collected from [worldtides.info], which is needed for the extreme load cases in
the industry guidelines (DNV GL 2016a).

For an offshore wind turbine, the response in the rotor-nacelle assembly (RNA) and
tower is mainly dominated by the wind loads. Depending on the type on foundation, wind
loads may dominate the design criteria for foundation displacement and tilting. Wave loads
have proven important in both FLS and SLS/ULS design of extra large monopile foundations
in deeper waters. Considering both the energy production and large induced loads at the
RNA, wind speed is the most important environmental parameters. This is not the case
for traditional oil and gas structures (DNV GL 2017), where the significant wave height
is often used as the main parameter. Also, the relative direction of propagation for the
wind speed and wave-train is important, especially for a bottom-fixed offshore wind turbine
due to sideways response excitation (Paper III and VII, and (Bachynski et al. 2014)). A 4-
dimensional joint probability density function (JPDF) was developed and presented in Paper
C4 (Horn, Krokstad, and Amdahl 2017). The misalignment angle was chosen to be the main
parameter, with a conditional wind speed, significant wave height and peak period. Contour
plots showing the four parameters are given in Fig. 5.2. This initial model represented only
the absolute value of the relative direction and total sea, so the work was significantly
extended in Paper IV. The new model describes absolute directions and separates wind sea
and swell. The resulting JPDF is formulated as:

fXe = fV,Θv ,Hw
S ,T w

P ,Θw
r

· fHs
S ,T s

P ,Θs · fHt (5.1)
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Figure 5.1: Central and southern North Sea with location for hindcast data (red), consented
offshore wind farms (green), planned farms (yellow) and location of the FINO1 research platform.
White lines indicate HAT.

where the different parameters are briefly described in Tab. 5.1. The reader is referred to
Paper IV for the complete description of the model, including dependence modelling and
validation of accuracy.

In Fig 5.3, the conditional three-parameter Weibull distribution of significant wave
height and the von Mises model for wind speed dependent wind direction are shown. To the
author’s knowledge, a 3-parameter Weibull distribution has not previously been modelled
with conditional parameters. A two-step procedure for robust fitting of the parameters are
provided in Paper IV. It was found that a 2-parameter Weibull distribution is insufficient for
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Figure 5.2: Contours of expected up-crossing period (TZ) with annual probability of exceedence
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modelling the wind sea significant wave height, and that the additional location parameter is
needed for a good fit. Furthermore, the von Mises distribution was proven to be suitable for
modelling the wind and swell directions. A novel procedure for dependency modelling on the
wind speed was also introduced in Paper IV. Several uni-directional von Mises distribution
were summed with weighting factors as a function of the wind speed. A reasonable fit can
be seen in Fig. 5.3, where the wind direction of 220 degrees is weighted proportionally with
the wind speed.

Paper VII also elaborated on the uncertainty related to spatial fatigue damage distribu-
tion introduced by the wind speed directional model. It was concluded that any non-uniform
wind directional distribution will most likely yield increased fatigue damage. Hence, the di-
rectional properties must be accounted for by simulations or partial safety factors.

Table 5.1: Marginal distribution types and description of environmental parameters

Parameter Distribution Description Unit
V v 3-p Weibull Wind speed at 100 m.a.s.l. [m/s]
Θv θv von Mises mix Wind direction at 100 m.a.s.l. [deg]
Hw

S hw 3-p Weibull Significant wave height for wind sea [m]
T w

P tw Lognormal Peak period for wind sea spectrum [m]
Θr

w θw Trunc. Normal Relative wind-wave direction [deg]
Hs

S hs 3-p Weibull Significant wave height for swell [m]
T s

P ts Lognormal Peak period for swell spectrum [s]
Θs θs von Mises mix Swell direction [deg]
Ht H Normal mix Water level [m]

W
in

d
se

a
Sw

el
l

-2 -1 0 1 2

-6

-4

-2

0

2

(a) Parameters for 3-parameter Weibull distribution
of wind sea significant wave height as function of
wind speed

0 100 200 300
0

2

4

6

8 10-3

(b) Wind directional distribution conditioned on
wind speed

Figure 5.3: Example conditional descriptions of environmental variables reproduced from Paper
IV. Scatters indicate binned hindcast data points.
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5.1.1 Wind-wave misalignment
The wind-wave misalignment is an important parameter for determining the fatigue life
of an offshore bottom-fixed wind turbine. According to design standards, misalignment
shall be considered in both FLS, SLS and ULS checks. As demonstrated in Paper VII, the
misalignment angle has a significant impact on the fatigue lifetime. The reason for this is the
dramatic reduction in damping level when the structure is excited by waves from another
direction than the wind and rotor plane as shown in Fig. 5.4a. A case specific partial safety
factor of 1.28 was found when not considering the wind-wave misalignment in fatigue (Paper
VII).
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Figure 5.4: Misalignment considerations

For ULS and SLS, the relative wind-wave direction is expected to be less important,
especially for a parked turbine. The issue of extreme misalignment angles for ULS/SLS
analysis while maintaining a consistent return period for the response level was briefly
touched upon in Paper C4 (Horn, Krokstad, and Amdahl 2017). A similar presentation
can be found in Fig. 5.4b, where the maximum misalignment angle to be expected with a
return period of 50 years or less is given as a function of wind speed and significant wave
height. The values are valid for any peak period, and will be conservative compared to the
use of a probabilistic peak period. At the cut-out wind speed, the maximum misalignment
angle to be expected is 53 degrees, for a sea-state with dramatically reduced significant
wave height. In the IEC standard for offshore wind turbines (International Electrotechnical
Commission 2009) it is suggested that the significant wave height is to be taken as constant
for misalignment angles up to 30 degrees. Figure 5.4b shows that this is slightly conservative.
However, for misalignment angles above 30 degrees, it appears to be very important to reduce
the significant wave height to avoid excessive conservatism. It is specified in the load cases
DLC 6.1, 6.2 and 6.3 in DNV GL (2016a) that misalignment angles up to ±30 degrees shall
be used.

Initially, only the absolute value of the misalignment angle was modelled (Horn, Krokstad,
and Amdahl 2017). However, it was later extended to include both positive and negative
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misalignment angles using a normal distribution (Paper IV). This is important due to the
non-symmetric response behavior of the wind turbine about the pure fore-aft motion as
seen in Fig 5.4a. Here, a positive misalignment angle means that the wave direction has an
incoming direction which is shifted counter-clockwise compared to the wind direction.

Another interesting finding is the correlation between expected misalignment angle and
significant wave height. Using a truncated normal distribution for the misalignment angle,
the standard deviation is seen to be constant while the mean misalignment is decreasing
linearly with the significant wave height as seen in Fig. 5.5a. This phenomenon is expected
to be site-specific and is due to the rotation of weather and increased inertia for larger
sea states. The effect on fatigue damage normalized for each wind speed can be seen in
Fig. 5.5b. By combining this knowledge with the asymmetric response behavior in Fig. 5.4a,
the difference in fatigue damage in the foundation for a turbine rotating clockwise and
counter-clockwise may be significant. This effect has not been quantified, and is merely an
interesting observation.
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Figure 5.5: Wind-wave misalignment and its impact on fatigue

5.2 Hydrodynamics
In this section, the research findings related to sensitivity studies for hydrodynamic mod-
elling and the corresponding load effects are presented. The first three papers focus entirely
on hydrodynamic loads and load effect, and the subject was revisited in the final paper for
analysis in a structural reliability framework.

Hydrodynamic load effects
In Paper I, several approaches with varying degree of modelling fidelity was compared with
respect to the foundation fatigue of the reference wind turbine model. The different hydro-
dynamic models are described in more detail in Section 4.2.
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Some of the results regarding fatigue damage uncertainty and maximum overturning
moment are presented in Fig. 5.6. It is concluded that the MacCamy & Fuchs correction
must be accounted for when performing analysis on large monopiles, and that the higher-
order models significantly increases the fatigue damage if the significant wave height is more
than four meters. Hence, depending on the site and environmental joint distribution, second
order load models may have a significant impact on the lifetime of the foundation. For the
maximum base moment, wave diffraction does not influence the result dramatically as seen
in Fig. 5.6b. However, higher-order models should be adopted for SLS/ULS analysis.

The sensitivity of the results with respect to the soil model and stiffness of the foun-
dation should be included in future analysis. Comparing with the frequently used Wheeler
stretching is also of interest, and left for future work.
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Figure 5.6: Results from Paper I regarding fatigue and maximum load sensitivity with respect
to hydrodynamic model.

Short-term variability
The modelling uncertainty introduced by the short-term variability due to the stochastic na-
ture of the wave climate has been investigated (Paper II). An example is shown in Fig. 5.7a
for convergence of the foundation fatigue as a function of the number of short-term simu-
lations. The underlying fatigue damage distribution can be approximated by the histogram
in Fig. 5.7b. According to design standards (DNV GL 2016a; International Electrotechnical
Commission 2009), it is in general required to conduct a total of at least 60 minutes of
time domain simulations to obtain a confident fatigue damage estimate in each sea-state.
In Paper II, the goal was to reduce the short-term variability by a combination of MCS and
FORM to allow for shorter simulation lengths.

The short-term simulation time must be chosen so that all important dynamic response
characteristics are captured. For the reference model with dominating natural period of 4.5
seconds, it is assumed that a 100-second simulation will yield a sufficient number of load-
effect cycles to calculate a reasonable fatigue damage when only wave loads are applied
(Paper II). The short simulation time is chosen as a first step in order to limit the number
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of wave components in the wave train to be able to perform the inverse FORM method.
For each sinusoidal wave component, one or two stochastic variables exist depending on the
modelling method (Tucker, Challenor, and Carter 1984). Hence, a 100-second simulation
requires 40 or 80 random variables (Paper II) to avoid repetition of the surface elevation.
A method for only including the most important wave components in the gradient-based
optimization scheme using inverse FORM was introduced (Paper II).
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Figure 5.7: Convergence and short-term variability of mudline foundation fatigue damage. De is
the expected fatigue damage used for normalization.

The procedure used in Paper II can be summarized as follows: the first-order reliability
method (FORM) was used to find a wave realization giving a very large short-term fatigue
damage (Dext). This realization is used to represent all sea-states which may introduce result
variability by introducing a linear (or quadratic) fit for the corresponding reliability index
(βF ORM) and fatigue damage as shown in Fig. 5.8a. Consequently, the sea-states leading to
increased fatigue are accounted while having a reduced impact on the result variability as
seen in Fig. 5.8b. It is seen that the best performing method is the quadratic fit (Q), which
reduces the standard deviation significantly.
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Wind sea, swell and spreading
The effect of separating the total sea into wind sea and swell, and short-crested modelling
has been investigated with respect to fatigue damage. Hindcast data containing both wind
sea and swell, and their respective directions, were used in the experiment. Instead of using
the joint probability model as described earlier by Eq. 5.1, the hindcast data were used
directly for simulations until an acceptable CoV of the fatigue estimate was obtained. For
short-crested sea, there is no data to support the choice of spreading function for the refer-
ence location. However, it was shown that larger spreading in co-directional sea will yield
lower fatigue due to directionally distributed energy and less excitation in critical directions
(Paper III). The results are shown in Fig. 5.9 for the frequency domain simulation case and
circumferential fatigue damage. For the reference wind turbine model with Dogger Bank
hindcast data, it was found that swell separation yielded approximately 30% lower fatigue
damage in the foundation at the critical location.

Figure 5.9: 20-year circumferential fatigue damage at mudline using frequency domain simula-
tions, 20 years of data and 90% availability. SN-curve with exponent m = 5 and spreading exponent
s = 9 have been used. Cases: long-crested total sea (L), long-crested wind sea and swell (LL), short-
crested total sea (S), Short-crested wind sea and long crested swell (SL), and short crested wind
sea and swell (SS).

In contrast to separate modelling of wind sea and swell, the sea spreading is rarely
supported by site-specific measurement data. It is clear that a long-crested formulation
will yield conservative fatigue estimates for the present model as seen in Fig. 5.9. Various
models for description of the short-term directional spreading was investigated in Paper VII,
with and without frequency dependence. Results showed that a frequency dependence would
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yield slightly larger fatigue damage than equal spreading for all frequencies. Site-evaluations
in the literature support a frequency-dependent spreading is more realistic. An example
CDF of a spreading function is shown in Fig. 5.10, where little spreading is allowed at the
peak frequency, while more spreading is expected for higher and lower wave frequencies. A
challenge with introducing wave spreading is the increase in computational efforts. In DNV
GL (2017), it is suggested that 11 discrete directions should be used when introducing short-
crestedness. If n wave components are required by the FFT algorithm to avoid repetition
of the surface elevation, a total of 11 · n wave components are present in the wave field.
This means 11 times more computational efforts when generating wave kinematics unless
some countermeasures are introduced. In this work, a sampling method to retain n wave
components also for short-crested sea has been used. The principle is shown in Fig. 5.10,
where a single direction is sampled for each wave frequency. If ∆ω is sufficiently small, it
can be shown that the result will be similar for both approaches. Care should be taken in
having a sufficient number of components to ensure a homogenous wave elevation. Some
additional short-term statistical uncertainty is introduced, and the solution may require a
few additional simulations before the target CoV is reached, but the total computational
efforts are reduced with approximately 80% depending on the number of discrete directions.
The method is implemented in WaveSim.
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Impact of hydrodynamic model on fatigue reliability
The final paper in this thesis (Paper VII) investigates the impact of the hydrodynamic load
effect uncertainty on the fatigue lifetime of the reference foundation. Using a second order
WAMIT model, the uncertainty is found as the relative difference in fatigue between linear
and second order solution. This is performed for both operational and idling turbine. As
expected, the load effect sensitivity is largest for an idling turbine. A comparable study was
recently published (Colone, Natarajan, and Dimitrov 2018), although without second order
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contributions, diffraction effects and environmental uncertainties. In Paper VII, the wave
load uncertainty is calculated by accounting for the variation in the significant wave height
and peak period for a given wind speed. Consequently, the stress variation increases due to
the strong dependency on the wave steepness as seen in Fig. 5.11. A case-specific partial
safety factor of 1.2 was found for the wave load uncertainty for the linear wave load model,
if the second order model is taken as a reference for the true loading.
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Figure 5.11: Uncertainty of the stress range in the foundation as function of the inverse wave
steepness. The uncertainty is measured as the relative difference between the damage-equivalent
stress for linear and non-linear wave load (see Paper VII).

5.3 Structural reliability analysis
Structural reliability analysis has been an important tool in this thesis to evaluate the
impact of different modelling techniques on the fatigue reliability. It has given a deeper
understanding of the results sensitivities compared to fatigue analysis using characteristic
values and partial safety factors.

Relevant literature on general structural reliability analysis (SRA) can be found in e.g.
Toft-Christensen and Murotsu (1986) and Madsen, Krenk, and Lind (1986). In Sørensen
and Toft (2010), an overview of probabilistic design of wind turbines is presented, including
uncertainties related to environmental models and stress calculations. Load effects uncer-
tainties may also include in-situ measurements (Ambühl et al. 2015). For a given set of load
effects, partial safety factors for a given level of reliability can be calculated as demonstrated
in e.g. Marquez-Dominguez and Sorensen (2012). In this section, some challenges and reme-
dies to structural reliability analysis of offshore wind turbines in both FLS and SLS are
discussed.

5.3.1 Response sub-populations
An important difference between an offshore wind turbine from traditional oil and gas
structures is the controllable loads on the rotor. There is no way to quickly influence the
dynamic response of a jacket platform after installation. For an offshore wind turbine, the
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aerodynamic loads on the rotor are adjusted with the control system for blade pitch and
generator torque. In Fig. 4.3 and 4.4, some properties of a wind turbine control system was
presented. Here, the focus is placed on the effects of the control system on the foundation
fatigue. In Paper VI it was found that an idling turbine will accumulate material damage
in the foundation on average 3.6 times faster than an operational turbine. This can be
explained by the significant aerodynamic damping introduced by induced velocities on the
blade section, and control system (see Paper III). The result is a dramatic reduction of the
dynamic amplification of the support structure. Furthermore, additional modifications can
be made to the control system in order to reduce the fatigue accumulation rate even more.
New load mitigating control algorithms in combination with structural monitoring have
enabled lifetime extensions, and has the potential to compensate for other load uncertainties
as described in Horn, Leira, and Amdahl (2017). Here, only two control strategies will be
considered; operational turbine using a controller with no additional attempts of reducing
the load effects, and a controller for an idling turbine, resulting in a slowly rotating rotor.
The latter setting is assumed to cover all shut-down situations, where the rotor-induced
damping is minimal.

Depending on the availability α and wind speed V , the wind turbine states may be
classified as shown in Fig. 5.12. The idea behind the classification is to limit the amount
of total simulations by focusing on the most important sub-populations, and to facilitate
arbitrary weighting of the sub-populations (Paper VI). In Section 5.4, a supplementary
simulation algorithm using each wind speed bin as a sub-population is presented. Here, the
usage of response sub-populations for FLS and SLS analysis is presented.

0 5 10 15 20 25 30

Figure 5.12: Wind turbine response sub-populations

5.3.2 SLS
For SLS and ULS, the total failure probability for several response sub-populations can be
formulated as a nested reliability problem. The total failure probability can be expressed as
the sum of all independent populations using the law of total probability:

pf =
4∑

i=1
pi P [gi ≥ 0] (5.2)
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where gi represents the failure surface, simply formulated as:

gi = R − Si (5.3)

where R represents the capacity or allowable load effect, and Si is the stochastic load effect
in population i. P [gi > 0], is the failure probability considering the load effect in population
i. In Paper V, the combined 50-year nacelle acceleration and bending moment at seabed is
found using the procedure outlined above, except that Eq. 5.2 is formulated as:

FX(x) =
4∑

i=1
pi FXi

(x) (5.4)

where FXi
(x) = P [x − Xi ≥ 0] is the CDF for the response parameter x in population i.

Typical response parameters for SLS and ULS design checks include; nacelle acceleration,
lateral pile displacement in soil, moments at critical locations along the support structure,
and responses in drive-train and blades.

The usage of the above formulation for finding a consistent 50-year extreme response
by accounting for all sub-populations was demonstrated for the nacelle acceleration and
mudline moment (Paper V). The extreme value distributions for the nacelle acceleration
is shown in Fig. 5.13a for sub-population 1 and 2, which are assumed to be dominating.
By using Eq. 5.4 and setting FX(x50) = 1/50 · 365 · 24, the 50-year level for the 1-hour
extreme response is shown in Fig. 5.13b. It can be seen that the combined 50-year response
corresponds approximately to the 75-year extreme value in sub-population 1 and 9-year
extreme value in sub-population 2, as shown in Fig. 5.13a. Finding the true 50-year response
value is not straight-forward by other means than the presented method (Paper V), although
some other promising approaches have been published (Li, Gao, and Moan 2016; Li, Gao,
and Moan 2017).
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(a) Exceedance plot for the nacelle acceleration for
sub-population 1 and 2, assuming either are present
throughout the lifetime. Return periods correspond-
ing to the true 50-year response are shown.
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(b) Individual exceedance plots and weighted ex-
ceedance plot for the combined response. The com-
bined 50-year value is found as approx. 1.82 m/s.

Figure 5.13: Long-term extreme response functions for sub-populations 1 and 2; unweighted
curves and weighted total extreme response curve
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5.3.3 FLS
In contrast to SLS/ULS, FLS is a cumulative measure. Consequently, the failure probability
must be found by considering all sub-populations simultaneously with a common material
capacity, and the approach in Eq. 5.2 is invalid. For a total failure probability of pf = P [g ≥
0], the limit state equation is formulated as:

g = ∆ − n
4∑

i=1
pi Di (5.5)

for n years of operation with yearly fatigue accumulation rate Di in population i. ∆ is the
allowed fatigue utilization, usually assumed lognormally distributed (DNV GL 2015). The
individual weights pi are defined in Fig. 5.12. Since the accumulation of fatigue damage
over n years in independent of the chronology of the downtime period, a simple weighted
summation is valid. The probabilistic parameters used to describe each Di can be found in
Paper VI. In short, Di contains parameters related to the Weibull-distributed stress ranges,
SN-curve and load effect uncertainties. The failure probability can then be found by FORM,
SORM or Monte Carlo simulations, where the latter has proven to be the most robust when
the limit state surface is ill-behaving.

The failure probability in FLS for combined sub-populations is found using a stochastic
availability parameter modelled with a Beta distribution (Paper VI). Contributions from
the two dominating sub-populations are shown in Fig. 5.14 as a function of the number of
MCS. It is clear that population 2 gives a significant contribution to the failure probability.
Populations 3 and 4 do not contribute to any noteworthy fatigue during the lifetime and is
therefore neglected completely.

5.4 Simulation optimization
Computing the lifetime fatigue damage of an offshore wind turbine is a computationally
demanding task. This section provides an overview of novel methods used in this work for

Figure 5.14: Convergence of the 25-year failure probability in FLS for sub-populations 1 and 2
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minimizing the variance of time-domain simulation results while maintaining or even reduce
the total computational time.

The purpose of a long-term fatigue analysis is to obtain an estimate of the material
degradation during the lifetime of structural components. Due to epistemic and aleatory
uncertainties in the environmental variables and numerical models, an estimate is obtained
by accounting for the probability distributions of these variables and how they affect the
average damage accumulation. The long-term annual average fatigue accumulation can be
expressed as:

De =
∫

xe

∫

xm

de(xe, xm) fXm(xm) dxm fXe(xe)dxe (5.6)

where de(xe, xm) is the average annual damage for a given structural component given the
probabilistic environmental variables in xe and model uncertainties in xm. Traditionally,
Eq. 5.6 is evaluated by numerical integration using a binning procedure. However, as the
dimensions of xe and xm increases, numerical integration becomes computationally demand-
ing. A alternative approach is to use Monte Carlo simulation or similar sampling procedures
to approximate the multi-dimensional integral. The solution can then be approximated
as the mean of all MCS samples. The approach was used to analyze the fatigue damage
at mudline for the present numerical wind turbine model, and it was shown to converge
as illustrated in Fig. 5.15a. A comparison between several simulation lengths is shown in
Fig. 5.15b. Industry standards typically require sat least 10-minute simulations in order to
capture all important dynamic effects. However, it is here shown that the result converges
faster for shorter simulation lengths. For a bottom-fixed turbine with low dominating eigen
period, it is expected that most of the important dynamics can be captured during 200 sec-
ond simulations. Although this will probably not be the case for a floating turbine, where
slowly varying processes will be of importance.

(a) Convergence of normalized fatigue damage at the
mudline
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(b) Convergence of the 5-percentile range for several
short-term simulation lengths

Figure 5.15: Convergence plots

The downside of pure MCS is the potentially large number of samples needed for con-
vergence. Hence, it is proposed to use a combination of binning of variables and MCS to
obtain results with a constraint on the accuracy. As the control system characteristic and
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hence the dynamics of the wind turbine is mainly dominated by the wind speed, it is chosen
to perform discretization on the wind speed parameter, V , into N bins. The outcome is an
adaptive importance sampling procedure, with an optimization problem stated as:

minimize
N∑

i=1
ni

subject to

√√√√ N∑
i=1

(pi σd,i)2 ≤ γd

N∑
i=1

pi µd,i

(5.7)

where ni is the number of simulations in bin i, pi is the probability of bin i, which is
defined as: pi = fV (vi) ∆vi. Furthermore, µd is the average fatigue damage rate and σd is
the standard deviation of the damage rate. The parameter γd is the CoV of the end result,
De. The target CoV is 10% in the present simulations.
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Figure 5.16: Convergence of fatigue damage for several wind speed bins

Figure. 5.16 shows the range of the 90% confidence interval for a number of wind speeds
as a function of the number of Monte Carlo samples. Each sample represent a 10-minute
time-domain analysis for the wind speed corresponding to the bin, and significant wave
height, peak period, tidal elevation etc., conditioned on this wind speed. It is suggested that
the fatigue in all wind speed bins are initialized with some nini to get an initial estimate on
µi and σi. After that, the algorithm described above automatically performs more simula-
tions in the most important wind speed bins. An example is shown in Fig. 5.17. It is not
surprising to see that the number of simulations in each bin is proportional to the relative
contribution of fatigue damage. Hence, the simulations performed in bin i is approximately:
ni = N µd(vi)/

∑
i µd(vi).

With the above approach, computational efforts can be reduced dramatically without
the need for a priori knowledge of the system dynamics and a case-specific binning procedure.
Furthermore, the error estimate is available throughout the simulations which is not the case
for binning methods. Consequently, the method is also suitable for probabilistic analysis with
a high number of random variables.
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(a) Fatigue distribution as function of wind speed af-
ter weighting with wind speed marginal distribution

5 10 15 20 25
0

200

400

600

800

(b) Number of simulations required in each wind bin
to satisfy a total CoV of less than 10%

Figure 5.17: Fatigue simulation optimization
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6 | Conclusions and recommendations for
further work

The current chapter summarizes the contributions to the research on offshore wind turbines
in this thesis. Suggestions for further work are made with basis in the appended papers.

6.1 Conclusions
This thesis deals with uncertainties related to the hydrodynamic, environmental and nu-
merical modelling in the design of offshore wind turbines. All cases are performed with
a large bottom-fixed, monopile-mounted offshore wind turbine with 10MW rated capac-
ity. Short- and long-term analysis using stochastic environmental modelling and non-linear
time-domain simulation tools have been the main research methodology.

As a baseline for long-term analysis of offshore wind turbines, a new combination of
environmental joint distributions was developed. The model allows for large-scale stochas-
tic simulations for any stationary offshore structure where the short-term sea state can be
described by means of the long-term distribution of wind, wind sea, swell and tidal pa-
rameters. It was found that the design conservatism can be reduced by introducing more
environmental parameters, e.g. swell, for the present case. This will contribute to reduce the
cost of energy.

It was demonstrated that expanding the number of environmental variables to include
separation of wind sea and swell yields reduced fatigue damage for the present model. The
fatigue reduction is mainly due to introduction of directional parameters, spreading the wave
energy to more directions. The same conclusion goes for directional spreading of wind sea.
It is therefore suggested to facilitate the use of swell sea (Paper III and IV) and investigate
the site-specific wave spreading for potential cost savings.

From the comparison different wave load models for large monopile type foundations,
it is clear that the wave diffraction effects must be taken into account to avoid excessive
conservatism. On the other hand, higher-order methods might reduce the fatigue lifetime.
It has been shown that improved numerical modelling of waves increases the safety margin
compared to simpler methods. This may introduce excessive conservatism depending on
the uncertainties accounted for by the safety factors defined in design standards. Hence,
a partial safety factor depending on the degree of model complexity might be required to
avoid excessive conservatism.

A method for combining response sub-populations (such as idling and operational con-
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ditions) for design analysis in FLS and SLS/ULS is proposed (Paper V). For the reference
model, reduced fatigue conservatism in the foundation is found when using a probabilistic
availability model. For SLS/ULS, it is important to account for the extreme response caused
by both an operational and idling turbine. The wave loads have proven dominating for an
idling turbine, and higher-order loads may increase the load effects further. In contrast, an
operational turbine is less sensitive to wave loads and the response is mainly driven by the
aerodynamic loads. Depending on the specific wind turbine model, bottom-fixed or floating,
the two states will contribute differently. An extended contour-line method for finding a
consistent characteristic extreme response is presented, while accounting for the load effects
in both populations. The method significantly influenced the extreme nacelle acceleration
of the present numerical model, where the true extreme value was influenced by both the
operational and idling state.

To summarize, a complete reliability model using an efficient simulation scheme was
implemented to evaluate the impact of environmental loads on the support structure reli-
ability as stated in RO1. The impact of environmental load effects on the fatigue lifetime
has been well documented in several of the appended research papers. In relation to RO2, a
new environmental model was developed to investigate the effect of modelling uncertainty
on the expected lifetime of the support structure. It is seen that the introduction of new
variables has a tendency to reduce the modelling uncertainty into statistical uncertainties.
These uncertainties can be handled more easily by increased computational efforts. However,
reducing the model uncertainty of the environmental load models by high-fidelity methods
is likely to yield larger load effects. To justify calibration of new partial safety factors, the
reduction of model uncertainties presented in this thesis must be verified by experimental
methods or full-scale measurements. The introduction of a stochastic availability parameter
(Paper V) contributes to RO2 by limiting the design conservatism through probabilistic
analysis. It is a good example on how increased knowledge can be used to reduce design
conservatism and energy costs.

6.2 Recommendations for further work
With basis in the work conducted in Paper I to VII, the following suggestions are made for
future work:

• Significant non-linear load effects from waves may occur for the present model, indi-
cating that the diffraction problem and non-linear loading should be incorporated in
the same hydrodynamic load model. Hence, further development of efficient methods
as the SFM, FNV and time-domain panel methods are strongly suggested to reduce
load effect uncertainties.

• It was found that an inverse reliability method can be used to reduce the load effect
uncertainty of fatigue damage. However, it was concluded that the numerical model
of an operational wind turbine has too many short-term stochastic variables for the
method to be efficient. Hence, it is suggested that a similar method is applied to the
outer-domain stochastic environmental variables. Such a method is expected to reduce
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the number of combinations of wind speed, significant wave height etc. needed to get
a good estimate on the fatigue damage.

• In this thesis, the external parameters are treated as random. However, the model
uncertainties may also be included in similar manner. Especially the soil model un-
certainty which is likely to yield significant variations in fatigue damage, should get
more attention in holistic probabilistic design of bottom-fixed offshore wind turbines.
For floating offshore wind turbines, some model uncertainties may be related to the
hybrid frequency/time-domain evaluation of the floater dynamics.

• It is suggested to establish a design procedure for offshore wind turbines by including
the dynamic properties induced by the control system. For instance, the presented sub-
populations should be extended to separate between the wind speeds below and above
rated where the pitch controller is activated. Hence, different pitch control strategies
and their impact on the lifetime of the structure can be handled more easily.

• As more data becomes available for the drivers of wind turbine downtime, the avail-
ability can be modelled with more sophisticated models, by for instance accounting
for dependencies between environmental conditions and downtime. Consequently, the
downtime caused by inspections and maintenance performed at low wind speeds can
be accounted for separately.
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Abstract The present work identifies the qualitative hydro-elastic contributions to fatigue
damage on large volume monopiles intended for use in the offshore wind energy industry.
Although aerodynamic effects cannot be neglected in a complete dynamic analysis of the
structure, the scope of this work is limited to wave loads and soil effects on a turbine in
simplified operational conditions. As the rotors are scaled up to improve efficiency and re-
duce the overall costs in wind farms, the foundation and support structure dimen- sions are
increased. As a result, the fluid-structure interaction becomes important for wave-lengths
comparable to the characteristic size of the structure. The importance of including diffrac-
tion effects is present in the results. Also, the contributions from ringing type response in a
fatigue-limit sea-state is investigated by applying the third order Faltinsen, Newman, Vinje
(FNV) formulation. Hydrodynamic loading is applied as particle velocities in a spatial time
variant grid for first and second order wave theories in long crested irregular waves. Addi-
tionally, the second order diffraction forces are calculated using an internationally recognized
panel code for second order sum-frequency diffraction forces.





1876-6102 © 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of SINTEF Energi AS
doi: 10.1016/j.egypro.2016.09.203 

 Energy Procedia   94  ( 2016 )  102 – 114 

ScienceDirect

13th Deep Sea Offshore Wind R&D Conference, EERA DeepWind’2016, 20-22 January 2016,
Trondheim, Norway

Hydro-Elastic Contributions to Fatigue Damage on a Large
Monopile

Jan-Tore H. Horna,b,∗, Jorgen R. Krokstadb,c, Jorgen Amdahla,b

aCentre for Autonomous Marine Operations and Systems (AMOS), NTNU, 7491 Trondheim, Norway
bDepartment of Marine Technology, NTNU, 7491 Trondheim, Norway

cStatkraft, Sluppenvegen 17B, 7037 Trondheim, Norway

Abstract

The present work identifies the qualitative hydro-elastic contributions to fatigue damage on large volume monopiles intended for
use in the offshore wind energy industry. Although aerodynamic effects cannot be neglected in a complete dynamic analysis of the
structure, the scope of this work is limited to wave loads and soil effects on a turbine in simplified operational conditions. As the
rotors are scaled up to improve efficiency and reduce the overall costs in wind farms, the foundation and support structure dimen-
sions are increased. As a result, the fluid-structure interaction becomes important for wave-lengths comparable to the characteristic
size of the structure. The importance of including diffraction effects is present in the results. Also, the contributions from ringing
type response in a fatigue-limit sea-state is investigated by applying the third order Faltinsen, Newman, Vinje (FNV) formulation.
Hydrodynamic loading is applied as particle velocities in a spatial time variant grid for first and second order wave theories in long
crested irregular waves. Additionally, the second order diffraction forces are calculated using an internationally recognized panel
code for second order sum-frequency diffraction forces.
c 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of SINTEF Energi AS.

Keywords: monopile;wind turbine;fatigue;nonlinear;wave loads;fnv;maccamy;fuchs;diffraction;kinematics;cylinder;

1. Introduction

Monopile foundations for offshore wind turbines are presently the most cost-effective solution due to its simple
construction. In 2014, 91% of the installed substructure types were monopiles [1]. Even for increasing water depths
of more than 30 meters, the monopile foundation has shown to be the preferred choice. Furthermore, over the last 10
years, the average wind turbine capacity has increased significantly. As a result of an evolving industry, extra large
monopiles are under development for future offshore wind farms.

With increasing dimensions and higher natural periods due to large rotors and drive-trains, the methods to repro-
duce environmental loads need to be re-evaluated. Leaving out the wind loads have several consequences strongly
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depending on the turbine, environmental conditions and water depth. The wind is in general expected to contribute
to fatigue damage compared to wave-only simulations if the aerodynamic damping is accounted for in both cases.
For a mis-aligned or idling case, the wave-induced fatigue damage may be dominating due to the low damping. An
analysis of wind/wave contributions can be found in [2], where the wave contribution with interaction effects on a
jacket foundation may pose up to 35% of long-term fatigue damage. On a large monopile, wave loads are expected to
be even more prominent, but more research is needed on this topic.

In the present paper, several well-known methods for estimating hydrodynamic loads and their effect upon fatigue
damage are compared when used in the analysis of a large-diameter monopile (D=9m). The model used is comparable
to the DTU 10MW reference wind turbine [3], with regards to mass of nacelle (446tons) and rotor (228tons). For
nonlinear time-domain simulations, the space frame analysis program USFOS [4] has been used. Although USFOS
supports first order wave loads, all wave kinematics are pre-generated in a MATLAB program, verified in [5], and
applied in a spatial grid of velocities and accelerations. The kinematics are converted to loads by USFOS with the
Morison equation. Also, second order forces are calculated from the quadratic transfer function (QTF) obtained with
the SESAM software HydroD and Wadam [6] and later applied as local forces during simulation. This procedure is
similar to what is presented in [7], but on a deep water TLP wind turbine. In this paper, a location at Dogger Bank
with 30m depth is considered.

2. Simulation model
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Fig. 1. Main dimensions of monopile with tower in (a) and normalized
modeshapes in (b).

For the purely hydro-elastic analysis performed in
this study, the monopile with the tower is modeled as
a cantilever beam. The rotor and nacelle masses are
both lumped onto the top of the tower as only con-
stant aerodynamic forces and damping are accounted
for. Still, it is important to get correct mode shapes
and periods for the time-domain analysis. Therefore,
also the soil is modeled with care to reflect the soil
layers from the specific area. Geotechnical consid-
erations are done using API standards for sand and
stiff clay, and further implemented as equivalent non-
linear springs on the pile. Fig. 1 shows the main di-
mensions of the model whose pile is hammered down
42 meters into the soil, and the modal shapes for the
two largest eigenvalues.

The first tower bending mode has an eigenperiod
of 4.1 seconds, while the second eigenperiod is 1.0
seconds. Damping is modeled as a Rayleigh struc-
tural damping of 1% at the first and second eigen-
period, giving Rayleigh parameters of 0.0256 and
0.0025, respectively. For higher damping ratios, the parameters are increased linearly. In addition, the dissipation
of energy due to soil damping is modeled as a hysteresis damping equal to a energy loss of about 4% [8] per each os-
cillatory cycle in a decay test. An equivalent Rayleigh damping of 3% satisfies this contribution for the present model,
including a small compensation for missing aerodynamic damping. Later, variation of damping will be introduced in
the analyses to compare responses for lightly damped operational conditions, such as mis-aligned wind and waves.

3. First order wave kinematics

3.1. Finite water depth

The Airy theory wave potential for finite water depth in (1) is used for calculating first order irregular wave kine-
matics. The dispersion relation is given by (3) and the surface elevation, particle velocity and accelerations can be
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found with (2), (4) and (5), respectively [9]. For z > 0, i.e. above the mean water line, the kinematics are stretched
according to Section 6.

Φ1,n(x, z, t) = 


gζa,n
ωn

cosh(kn(z + h))
cosh(knh)

e−iφn(x,t)


(1)

ζ1(x, t) = 
⎧⎪⎪⎨⎪⎪⎩

N

n=1

ζa,ne−iφn(x,t)

⎫⎪⎪⎬⎪⎪⎭ (2)

ω2
n = kng tanh(knh) (3)

u1(x, z, t) =
N

n=1

∂Φ1,n(x, z, t)
∂x

(4)

a1(x, z, t) =
N

n=1

∂2Φ1,n(x, z, t)
∂x∂t

(5)

Here, elevation and kinematics are obtained by summation over N wave components with frequency ωn and amplitude
ζa,n. The phase, φ for each wave is given by (6) for propagation along the positive x-axis, where  is a random phase
angle, uniformly distributed between 0 and 2π.

φn(x, t) = ωnt − knx +  (6)

The summations in the equations above are evaluated using a Fast Fourier Transform (FFT) algorithm in MATLAB.
See e.g. [10] for details of implementation. How the random wave amplitudes are obtained is described in Section
7.3.2.

3.2. Linear diffraction theory
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Fig. 2. Equivalent diffracted wave acceleration relative to incident wave
acceleration, as a function of diameter and wave number

When the monopile diameter is in the same order
of magnitude as the wave length, diffraction forces
should be accounted for, more specific, when πD >
0.5λ, as given in [11] for first order wave theory.
The analytical solution for the scattering of a wave
around a circular cylinder is known as the MacCamy
and Fuchs correction and can be found in e.g. [12].
Here, the formulation is applied as a correction of the
acceleration components equivalent to the magnitude
of the inertia coefficient, CM . With CM constantly
equal to 2, the acceleration is modified according to
the function seen in Fig. 2, which is similar to the
built-in correction in USFOS. The fitted function is
used to avoid table look-ups and continuous evalua-
tion of Bessel functions. A similar function is fitted to the phase lag present at diffraction [12]. A significant reduction
in the equivalent diffracted acceleration is seen for short waves and large diameters. Note that a homogenous ver-
tical column is assumed since the solution is not valid for conical shapes. The movement of the cylinder is also
neglected when the kinematics are calculated and forces are applied, this is expected to be a good approximation as
the horizontal displacements are very small at the mean surface (< 0.1m).

3.3. Panel code pressure and acceleration

The panel code has been used to verify the linear diffraction theory results. Linear panel pressures are found for
the complete model, consisting of over 3000 panels. These are integrated in the frequency domain and the resulting
non-dimensional horizontal pressure is found throughout the depth with (7), where An · nx,n is the effective area in
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x-direction for panel n and pn(zi, ωm) is the linear non-dimensional complex pressure evaluated by the panel code at
z = zi and ω = ωm.

p̄x(zi, ω j) =
N

n=1 pn(zi, ω j) · An,i · nx,n,iN
n=1 An,i · nx,n,i

(7)

Further, the pressure is linearly interpolated from p̄x(zi, ω j) to p̃x(z, ωm) for the targeted values of z and ωm. Transfor-
mation to time-domain and re-dimensionalizing is done with (8).

px(z, t) = 
⎧⎪⎪⎨⎪⎪⎩

M

m=1

ρ · g · p̃x(z, ωm) · ζa,m · e−iφm

⎫⎪⎪⎬⎪⎪⎭ (8)

Finally, equivalent accelerations are found according to (9) for CM = 2, which are to be used in the Morison equation
(16).

ax(z, t) =
px(z, t)

ρπ
2

4 D
(9)

4. Second order wave kinematics

4.1. Finite water depth

For second order incident wave kinematics, the formulation presented in [13] is used for sum-frequency wave
components. Difference-frequency terms are neglected in this study due to a structural system with high eigenfre-
quencies. The term H+mn in (10) is the sum-frequency transfer function dependent on wave components and vertical
coordinate. Particle velocity and acceleration can be found by differentiation of the potential, while the sum-frequency
wave elevation is found according to (11).

Φ2(x, z, t) = 
⎧⎪⎪⎨⎪⎪⎩

N

n=1

M

m=1

ζa,nζa,mH+mn(z)e−iφ+mn(x,t)

⎫⎪⎪⎬⎪⎪⎭ (10)

ζ2(x, t) = 
⎧⎪⎪⎨⎪⎪⎩

N

n=1

N

m=1

ζa,nζa,mV+mne−iφ+mn(x,t)

⎫⎪⎪⎬⎪⎪⎭ (11)

Here, H+mn and V+mn can be found in [13], and φ+mn(x, t) = φn(x, t)+φm(x, t). The double summations are evaluated using
a two-dimensional FFT algorithm in MATLAB, which is very efficient, but memory demanding for long realizations.
Hence, simulations in this study are limited to 30 minutes with a time-step of 0.1 seconds. The complete second order
horizontal particle velocity can be modeled up to the free surface elevation by the use of a Taylor expansion [14]. The
procedure can be found in e.g. [11]. The horizontal velocity can then be found as:

u(z) =

⎧⎪⎪⎨⎪⎪⎩
u1(z) + u2(z) for z ≤ 0
u1(0) + z ∂u1(z)

∂z |z=0 + u2(0) for z > 0
(12)

where u1 and u2 are the linear and second order sum-frequency contributions. Similar stretching is performed on the
acceleration term. However, this method does not provide a consistent order in the integrated force or moment, see
Section 6 for further discussion.

4.2. Panel code QTF

For second order diffraction forces, analytical solutions are available and presented in e.g. [15]. This solution is
not implemented in the present work, as the Wadam panel code in HydroD is used instead. A QTF for the total second
order force is evaluated in the current frequency range with a 60×60 frequency resolution. For such analysis, HydroD
requires a circular second order surface model. In shallow water, the radius of the surface mesh is suggested to be at
least equal to the water depth [16]. Here, a radius twice the depth and an element size of maximum 1.0m are used,
which is also consistent with [17]. The resulting QTF for total second order pitch force on the monopile is shown in
Fig. 3 (a) along with the corresponding phase in Fig. 3 (b).
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(a) (b)

Fig. 3. Example pitch force QTF (a), phase (b) for monopile

Fig. 4. Complete second order non-dimenpressure QTF from panel
code

The total second order horizontal force are lumped
to the mean surface using (13), where subscript denotes
the degree-of-freedom. The force/moment is found us-
ing (14), where Θ is the phase found in Fig. 3 (b) and
D is the diameter. A 2D FFT is necessary for fast eval-
uation of the double summation.

F(2)|z=0 = F(2)
1 |z=0 + F(2)

5 |z=0/h (13)

F(2)
i |z=0

ρgD2i/7 = 
⎧⎪⎪⎨⎪⎪⎩

N

n=1

M

m=1

ζanζamQT Fe−i(φ+mn+Θmn)

⎫⎪⎪⎬⎪⎪⎭ (14)

Further, the load is applied as a nodeload at the mean
surface in USFOS during simulation. The validity and
accuracy of this assumption can be discussed. How-
ever, by investigation of some simple load cases in Fig.
5, it is easily seen from the moment diagrams in Fig. 6
that converting the moment to a point load is more cor-
rect, especially for short waves concentrating the load
at the top of the cylinder. To obtain even more reliable
results and include the correct pressure distribution, which is penetrating deeper than e2kz, the complete second order
panel pressures should be taken directly from Wadam and applied in the kinematics grid. This is illustrated in Fig. 4,
but it is computationally demanding. A conclusion is made that applying the second order panel code force as a point
load is regarded as sufficiently accurate in this case. For the dominating linear panel code pressures, it would be fairly
overconservative to apply the pressure as a point force, due to the interaction with the eigenmodes in Fig. 1 (b).

5. Third order ringing force

To model the high order ringing response, which is known to occur in steep waves, the third order FNV long-wave
formulation is applied. Some of the observed criteria for ringing loads to occur include [18]: low Keulegan-Carpenter
(KC) number (<5), low D/λ ratio (< 0.2) and large enough eigenperiod to have significant dynamic responses. It is
expected that the monopile in question will experience ringing loads under certain wave conditions. The third order
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horizontal force is presented in [19] and [20] and reproduced in (15). Differentiation is given by subscripts.

FFNV(3)
x = ρπa2

[
ζ1

(
ζ1utz + 2wwx + uux − 2

g
utwt

)
−
(

ut

g

)
(u2 + w2) +

β

g
u2ut

] ∣∣∣∣∣
z=0

(15)

It can be shown that β → 4, when h/D → ∞. However, by using the formulations found in [19], it is seen that β
converges very quickly, and that using β = 4 is a good approximation. This solution is based on a derivation assuming
deep water which is not the case for large sea-states in the present study. It is therefore expected that the dominating
last term in (15) will lead to some still unquantified underprediction of the third order force.

Implementation and evaluation of the original third order FNV formulation above is very efficient as it is only
based on the first order potential. The resultant horizontal force from (15) is applied as a nodal force at the mean
waterline during simulation. The direct implementation does introduce some unwanted difference-frequency terms,
and an alternative would be to use the bandwidth-limited FNV formulation by Johannessen in [21]. For this study, the
original formulation is used due to its simplicity and extremely efficient evaluation.

6. Overview of wave kinematics

Fig. 7. Wave kinematics stretching for first and second order incident
wave potential.

Wave kinematics are evaluated according to the
order of the corresponding integrated horizontal
force. For velocity potential and wave elevation up
to second order, the contributions are illustrated in
Fig. 7 and described in Table 1. For evaluation of the
order O(Fx), the relations kζa = O() and kD = O(δ)
are used. In other words, both the wave amplitude
and structural diameter are assumed small compared
to the wave length. Further, it is reasonable to as-
sume that the amplitude and diameter are of the same
order, so that  ≈ δ. The resulting orders are compa-
rable to those in [19] and [22]. Note also that field G
also contains a fifth order term due to linear stretch-
ing which is neglected in Table 1.

Here, the force due to wave elevation is only in-
cluded in second or higher order terms, to be consis-
tent with forces from the panel code and the order of
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Table 1. Horizontal inertia force characteristics

Fig. 7 Fx/(0.5πρD2) O(Fx) Fx ∝ Frequency Comment
A

∫ 0
−h u1,t(z)dz δ2 ζa 1ω Morison inertia force

B
∫ 0
−h u2,t(z)dz 2δ2 ζ2a 2ω Second order force from second order potential

C
∫ max(0,ζ1)

0 u1,t(0)dz 2δ2 ζ2a 2ω Second order due to first order potential with Airy stretching

D
∫ max(0,ζ1)

0 zu1,tzdz 3δ2 ζ3a 1ω + 3ω Third order force due to linear extrapolation of first order kinematics

E
∫ max(0,ζ1)

0 u2,t(0)dz 3δ2 ζ3a 1ω + 3ω Third order force due to vertical extrapolation of second order kinematics

F
∫ max(0,ζ1+ζ2)

max(0,ζ1) u1,t(0)dz 3δ2 ζ3a 1ω + 3ω Third order force from Airy stretching to second order surface

G
∫ max(0,ζ1+ζ2)

max(0,ζ1) zu1,tz(0)dz 4δ2 ζ4a 4ω Fourth order force from linear stretching to second order surface

H
∫ max(0,ζ1+ζ2)

max(0,ζ1) u2,t(0)dz 4δ2 ζ4a 4ω Fourth order force due to stretching of second order kinematics

integrated horizontal force. The first order wave elevation term corresponding to field C in Fig. 7 has shown to be of
large significance for drag-dominated, small diameter structures [23], as the maximum velocity is found at the wave
crest. In contrast, the maximum force occurs with a phase of approximately π/2 [rad] before the wave crest for an
inertia dominated cylinder. This makes the higher order forces less dominating for the baseline moment for a small
diameter structure. In fact, for the regular wave in Fig. 7, the acceleration will be zero at the crest on a slender
structure, but phase lag due to diffraction will shift the acceleration peak closer to the wave crest [5].

By investigating Fig. 7 and taking into account the stretching technique given in (12), the expressions for horizontal
forces are found in column two in Table 1. Term A corresponds to the first order Morison inertia force without the
inclusion of wave elevation. Term D corresponds to the first term in the third order FNV solution given in (15), but
only for ζ1(t) ≥ 0. This is illustrated in Fig. 8. As a consequence, the third order force from stretching will act
slightly above the mean surface, which can be of significance for steep waves. Some inconsistency arises with the
present kinematics scheme, namely a varying order of the horizontal force, dependent on ζ1(t). Term F is the third
order force dependent on the second order elevation. This corresponds to the 4th, 5th and 6th term in (15), but with
different definition and perturbation for ζ2. The remaining terms in the third order FNV solution are due to linear and
non-linear diffraction potentials.
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Fig. 8. Third order forcing terms with linear surface elevation

7. Dynamic simulations

7.1. Hydrodynamic models

The wave elevation and kinematics are calculated using a MATLAB script utilizing the FFT, see [10] for details.
Due to some limitations in matrix size, half hour simulations are carried out as opposed to the recommended one
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hour. However, for a qualitative comparison study, this is of no significant importance. To reduce the impact of single,
highly non-linear surface realizations, results are presented as the average findings for three 30 minute simulations for
each sea-state.

The different notations and descriptions for the hydrodynamic load models used in the analyses are shown in Table
2. Combinations of these will be superimposed in time-domain. For the models O1, O1D, O2, O3 and O1P the load
transfer is performed with the Morison equation given in (16). Due to the large diameter, the drag loads are small, but
the particle velocities are still present in the kinematics grid as they will influence the load with large amplitude waves.
For low KC numbers and large surface piercing cylinders, it is recommended to use CM=2 and CD=1 [24]. These
coefficients are the theoretical values for large-diameter cylinders [25], although CM is wave number dependent. This
is, as mentioned, taken care of in the particle acceleration. Variation of CD should be performed if the drag force is
significant, but kept constant in this study. Note that the incident particle velocity with corresponding order is used
when evaluating the drag loads for all load models, except the O2P and FNV3 load cases, which only contain inertia
forces.

dFx(t, z) =
ρπ2D2

4
CMut(t, z)dz +

ρD
2

CDu(t, z)|u(t, z)|dz (16)

Table 2. Hydrodynamic load models

Notation Fields in Fig. 7 Description
O1 A First order incident wave potential
O1D A First order incident wave potential w/diffraction
O2 B+C Second order incident wave potential and stretched first order potential
O3 D+E+F+G+H Third and fourth order force from stretched first and second order potential
O1P A First order diffraction pressure from panel code modeled as acceleration
O2P B+C Total second order diffraction force from panel code
FNV3 N/A Third order FNV ringing force based on first order incident potential

7.2. Wave kinematics grid

The wave kinematics acting on the structural elements are found by interpolating in a time variant grid containing
particle velocities and accelerations. Since long crested waves are assumed, and the kinematics are evaluated at the
vertical centerline of the monopile, only variation of the vertical component is needed. Fig. 9 shows an example
distribution of gridpoints in the z-direction, which are chosen to be distributed with a cumulative function increasing
logarithmically. This is to ensure sufficient amount of datapoints between the most probable extreme wave crest E[ζm]
and the lowest trough. Note that these values are both time and sea-state dependent. For all simulations, 40 points in
the vertical direction is used, which has shown to give accurate results.
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Fig. 9. Vertical distribution of gridpoints for sea-state no. 5
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7.3. Environmental conditions

7.3.1. Sea-states
The sea-states are chosen to reflect a wide range of FLS conditions at Dogger Bank. In Table 3 all sea-states except

number 6, are based on metocean data with the corresponding annual probability of occurrence. As seen from the
KC number estimated from maximum linear particle velocity and average wave period, all conditions are expected
to have dominating contributions from inertia forces, while sea-states 1-3 will also be in the wave diffraction regime
[11]. Sea-state no. 6 is an additional contribution to see if an even larger TP has any effects upon the third order FNV
excitation.

Table 3. Chosen sea-states for Dogger Bank conditions. (*Additional sea-state)

No. HS [m] TP [s] fHS ,TP [-] KCmax[-] kD/2 [-]
1 1.46 4.72 0.1002 0.5 1.28
2 2.95 6.18 0.0314 1.0 0.75
3 4.79 7.50 0.0092 1.7 0.50
4 6.54 8.76 0.0016 2.3 0.37
5 8.13 9.88 0.0002 3.0 0.29
6* 8.13 13.00 0.0000 3.5 0.17

7.3.2. Wave Spectrum
For all simulations, a JONSWAP spectrum with peak parameter equal 3.3 is used. Also, the spectrum is appro-

priately truncated to avoid calculation of the QTF where there are no significant contributions from wave heights.
Truncation of the spectrum is very important to avoid ill behaved higher order contributions to the kinematics, as dis-
cussed in [26]. It is found that a cut-off frequency recommended in [11] and the following restrictions to the frequency
space are applicable while maintaining statistical properties for the current sea-states:

ωcut = min
⎛⎜⎜⎜⎜⎝2.5,


2g
HS

⎞⎟⎟⎟⎟⎠ (17)

S (ω) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

S (ω) for 0.3 ≤ ω ≤ ωcut

0 for ωcut < ω

0 for ω < 0.3
(18)

The Rayleigh distributed random wave amplitudes are calculated according to (19), where f −1
R (ū, σ) is the inverse

Rayleigh distribution with a scale parameter σ = S (ω)Δω, and ū ∼ U(0, 1). This way, the statistical properties of the
surface elevation, and thus kinematics, are completely retained [27]. A consequence is larger variance between the
seeds, which is taken into account when the results are presented.

ζa = f −1
R (ū, S (ω)Δω) (19)

7.3.3. Wind
As mentioned in the introduction, a constant thrust model has been used. This means that the baseline moment

from the aerodynamic thrust will approximately equal the mean moment, which is disregarded in fatigue damage
estimations.

7.4. Fatigue damage calculation

Fatigue damage is calculated using S-N curves obtained from [28] for a structure in seawater with cathodic pro-
tection, and the material parameters obtained are given in Table 4 for a bi-linear curve. The fatigue damage is then
obtained with a rainflow counting (RFC) method, which is regarded at the most correct. The Palmgren-Miner rule for
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accumulated damage is given in (20), where S j is the rainflow filtered stress range for S-N curve j [29] and n j is the
rainflow counted number of cycles.

DRFC =
∑

j

n j

N j
=
∑

j

n jK−1
j S mj

j (20)

Table 4. Parameters for S-N curves.

m1 4.0
m2 5.0
log K1 11.764
log K2 15.606
Fatigue limit [MPa] 52.63

The stress is found from the overturning moment at the seabed level with for waves propagating in the x-direction,
giving only a moment about the y-axis.

8. Results

All results presented below are from an average of three 30 minute long simulations for each sea-state and load
model. Only small variances between the seeds are observed.

8.1. Baseline moment

The results for the moment at the seabed are shown in Fig. 10, where the maximum moment for each analysis is
given as a fraction of the maximum moment obtained with an irregular first order incident wave. As expected, the
moments for the small sea-states (1-3) are significantly influenced by the MacCamy and Fuchs correction on the first
order particle acceleration terms. For the larger sea-states, it is seen that the second order contributions are significant
as they are correlated with the wave height and steepness. The integration up to the incident second order surface
elevation has indeed a large influence on the moment. Also, the third order FNV load shows contributions, but smaller
than what is obtained with including O3.

When comparing the results in Fig. 10 with a lightly damped structure, there are significant increases in the
maximum moment as seen in Fig. 11. If some uncertainty is assumed, there are very small relative differences
between the load models when damping level is reduced. By lightly damped, it is meant that the structural damping
of the structure is reduced from 3% to 1% of critical damping. This results in an unrealistically low damping, but it is
only for illustrational purposes.
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Fig. 10. Maximum base moment normalized with respect to load
model O1.

Sea-state

1 2 3 4 5 6

M
L

D
/M

0

0.5

1

1.5

2

2.5

3

3.5

O1

O1D

O1D+O2

O1D+O2+O3

O1D+O2+FNV3

O1P

O1P+O2P

O1P+O2P+FNV3
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Fig. 13. Increase in fatigue damage for lightly damped (LD) system.

8.2. Fatigue damage

For fatigue damage, the variation in results are even larger. By Fig. 12, it is clear that a second order incident
wave will contribute to an extremely high fatigue damage for the sea-states with HS > 6[m]. These sea-states are not
expected to be in the diffraction regime, although some effects are present on the O1D and O1P (first order diffraction)
load case. Again, it is clear that in the sea-states 1-3, diffraction must be accounted for and higher order contributions
are rather small.

The high fatigue damage for the higher order load cases is amplified with the utilized bi-linear S-N curves. It is
observed that these load cases are sensitive to the choice of the material constant m1 and is the component giving
stress ranges above the fatigue limit stress. The panel-code-computed second order contributions are smaller than the
undisturbed wave force (O2), but is still doubling the fatigue damage in the analyses in Fig. 12 for sea-states 4-6 when
compared to O1D and O1P. For a lightly damped structure, results are shown in Fig. 13. Damping is without doubt
a very important factor for total fatigue damage. Investigating the figure more closely reveals that the higher order
forces are the most sensitive to low damping, as expected.

For a more realistic impression of the total fatigue damage contributions, it is necessary to include the probability
of occurrence for each environmental state. The results after this correction is shown in Fig. 14, where the domination
of the large sea-states are reduced. Now, significant contributions from higher order forces are prominent for sea-state
3-5.

Further, an analysis excluding the viscous forces have been carried out and is presented in Fig. 15. Due to
the correlation between particle velocity and surface elevation, a reduction in fatigue damage proportional to the
significant wave height is observed. The effect is largest when second order surface elevation is included in the
kinematics stretching. Some reduction is also seen in the cases with no wave elevation (O1, O1D and O1P) where the
KC number is largest.
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9. Conclusion

Interesting results are obtained for the fatigue damage estimation on an extra large monopile with regard to appli-
cable wave load theories. As expected, the MacCamy and Fuchs correction is an essential contribution in the wave
diffraction regime and compares well to the first order pressure from the panel code. In contrast, the second order
undisturbed wave forces are predicting a large damage compared to the second order force from the Wadam model.
These results are consistent with [22], where the second order FNV also overpredicts the forces. The quadratic FNV
formulation is based on the same long-wave assumption as the second order model used in this paper, which also
shows overprediction trends. It is observed that the large third/fourth order moment and fatigue contribution is due to
an incident wave elevation influenced by the sum-frequency components. Therefore, it might be over-conservative to
stretch all higher order kinematics to the undisturbed second order surface. This will have to be further verified with
experiments.

The third order FNV force has previously shown to agree well with the third order terms in experiments [30], and
does seem to reasonably increase the moment and fatigue damage for ringing exposed sea-states in these results. As
for the relative importance of higher order loads in an operational condition with reduced damping, it is found that
the fatigue damage contributions will be significant for sea-states with approximately HS > D/2. It is also seen that
even for KC< 3, the higher order drag forces may contribute to 20-30% of the estimated fatigue damage if the second
order wave elevation is modeled.
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Abstract Uncertainties related to fatigue damage estimation of non-linear systems are
highly dependent on the tail behaviour and extreme values of the stress range distribution.
By using a combination of the First Order Reliability Method (FORM) and Monte Carlo
simulations (MCS), the accuracy of the fatigue estimations may be improved for the same
computational efforts. The method is applied to a bottom-fixed, monopilesupported large
offshore wind turbine, which is a nonlinear and dynamically sensitive system. Different
curve fitting techniques to the fatigue damage distribution have been used depending on
the sea-state dependent response characteristics, and the effect of a bi-linear S-N curve is
discussed. Finally, analyses are performed on several environmental conditions to investigate
the long-term applicability of this multistep method. Wave loads are calculated using state-
of-the-art theory, while wind loads are applied with a simplified model based on rotor thrust
coefficients.





Reducing Uncertainty of Monte Carlo Estimated
Fatigue Damage in Offshore Wind Turbines Using

FORM
Jan-Tore H. Horn, Jørgen Juncher Jensen

Abstract—Uncertainties related to fatigue damage estimation of
non-linear systems are highly dependent on the tail behaviour and
extreme values of the stress range distribution. By using a combina-
tion of the First Order Reliability Method (FORM) and Monte Carlo
simulations (MCS), the accuracy of the fatigue estimations may be
improved for the same computational efforts.

The method is applied to a bottom-fixed, monopile-supported large
offshore wind turbine, which is a non-linear and dynamically sensitive
system. Different curve fitting techniques to the fatigue damage
distribution have been used depending on the sea-state dependent
response characteristics, and the effect of a bi-linear S-N curve is
discussed. Finally, analyses are performed on several environmental
conditions to investigate the long-term applicability of this multistep
method. Wave loads are calculated using state-of-the-art theory, while
wind loads are applied with a simplified model based on rotor thrust
coefficients.

Keywords—Fatigue damage, FORM, monopile, monte carlo sim-
ulation, reliability, wind turbine.

I. INTRODUCTION

DYNAMIC structures subjected to stochastic, non-linear
environmental loads may require many long simulations

to confidently estimate fatigue damage in the design phase [1].
Depending on the degree of non-linearity in the system, com-
puted fatigue may vary significantly between each simulation
[2], and extreme values may have large impact on the expected
lifetime estimation. An example is illustrated in Fig. 1 for the
mudline fatigue damage on a 10MW monopile mounted off-
shore wind turbine. The conventional seed averaging method
(DC) is normalized with the expected damage (De).

It is clear that the results are converging, but are highly
dependent on extreme values when the number of seeds are
small to moderate. The behaviour is explained by investigating
the fatigue damage distribution in Fig. 2. Extreme values are
five times greater than the expected value, and the shape
indicates a Weibull distribution. The present distribution yields
a larger probability of extreme outliers compared to a Gaussian
process, leading to slower convergence of the mean value.
However, extreme values are also physical and need to be
accounted for nonetheless.
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Fig. 1. Three example fatigue estimations for 100s simulations with U=6m/s,
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Fig. 2. Example fatigue distribution for 10,000 samples with U=6m/s,
HS=1.5m, and TP =4.7s

The proposed method in [2] is to replace the large values
with a FORM evaluation of the extremes in the fatigue
distribution tail. As a result, outliers are accounted for in each
fatigue estimation, but with less impact on the variance. The
paper is built up as follows: First, an introduction to FORM
analysis is given. Then, fatigue damage calculation methods
are presented, both conventional, the method from [2], and new
proposals for representation of the fatigue probability density
function (PDF). A more detailed description of the procedure
is found in Section II-G, while the simulation models are
presented in Section III. Finally, results are presented in
Section IV.

II. BACKGROUND

A. FORM

The objective of the FORM analysis is to minimize the
function

G(u) = Dext −D(u) (1)

to determine the design-point D(u∗) ≈ Dext by a linear
approximation. Here, Dext is some extreme fatigue damage



and u = [ū1, . . . , ūm, ũ1, . . . , ũn] are standard normal random
variables. The conventional Hasofer-Lind (HL) and modified
HL (MHL) method as described in [3], has been used as
iteration schemes. The equations to be satisfied at the design-
point are [4]:

G(u∗) = 0

u∗ + λ∗∇G(u∗) = 0

where

λ∗ = −∇G(u∗)u∗

|∇G(u∗)|2
and the gradient is defined as:

∇G(u) =
[
∂G

∂u1
,
∂G

∂u2
, . . . ,

∂G

∂um+n

]T
(2)

Iterations on u is based on the function value of (1) and the
gradient. The (k+1) iteration point is found from a weighted
linear function:

uk+1 = ak + (1− ξ)dk (3)

where

ak = [uk∇G(uk)−G(uk)]
∇G(uk)

T

|∇G(uk)|2
(4)

and

dk = uk − ak (5)

which is illustrated in Fig. 3. For the HL method, ξ = 1, so
that (3) reduces to uk+1 = ak. With the MHL method, uk is
chosen along the line dk by stepwise increasing ξ in (3) from
0.2 to 1.0 in order to minimize the following cost function [3]:

M(u) = |u − ∇G(u)u
|∇G(u)|2∇G(u)|2 + cG(u)2 (6)

In this particular case, c ∝ (Dext)
−2 has given a reasonable

cost function, putting most weight on the last term.
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Fig. 3. Illustration of FORM iteration
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Fig. 4. S-N curves above and below the fatigue limit.

B. S-N curves

Fatigue damage is calculated using S-N curves obtained
from [5] for a structure in seawater with cathodic protection,
and the material parameters obtained are given in Table I for
a bi-linear curve illustrated in Fig. 4. The fatigue damage is
then obtained with a rainflow counting (RFC) method using
the WAFO toolbox [6] in MATLAB. The Palmgren-Miner rule
for accumulated damage is given as

D =
∑

j

nj

Nj
=

∑

j

njK
−1
j (SCF ·∆σj)

mj

(
t

tref

)k·mj

(7)

where ∆σj is the rainflow filtered stress range for S-N curve
j [7] and nj is the rainflow counted number of cycles. The
stress concentration factor (SCF) is taken as 1.0, using the
base material cross section at the mudline which in this case
has a diameter of 8m and thickness of 110mm.

TABLE I
PARAMETERS FOR BI-LINEAR S-N CURVE

m1 3.0
m2 5.0
log10K1 11.764
log10K2 15.606
Fatigue limit [MPa] 52.63
SCF 1.0
tref [mm] 25
k 0.2

C. Fatigue damage estimation using the reliability index

The traditional way of calculating the expected fatigue dam-
age is to average over N statistically independent simulations:

De =
1

N

N∑

i=1

Di (8)

which is equivalent to integrating over the PDF of the fatigue
damage to get the expected value:

De =

∫ ∞

0

Df(D)dD (9)



We now define the reliability index β through the standard
normal cumulative density function (CDF), Φ:

P [D > Di] = 1− i

N
= Φ(−βi) (10)

resulting in

βi = −Φ−1(P [D > Di]) ≈ −Φ−1(1− i

N
) (11)

for sorted fatigue damage values so that Di ≤ Di+1 and i =
1, 2, .., N −1. The fatigue damage PDF can now be expressed
in terms of β using the formulation in (10):

f(D) =
dF (D)

dD
=1− P [D > Di]

=− dΦ(−β)

dβ

dβ

dD

=
1√
2π

exp(−1

2
β2)

dβ

dD

(12)

Note that we obtain a Gaussian distribution PDF for con-
stant dβ/dD. The expected fatigue damage in (9), can now
be re-written as a summation:

De =

∫ ∞

0

Df(D)dD

=
1√
2π

N∑

i=1

Di(βi) exp(−
1

2
β2
i )∆βi

(13)

It is clear that De → ∞ since ∆βN → ∞ when using (10).
Instead, a linearization of the tail as described in the next
section is performed. The first N − 1 increments in β for the
summation are evaluated as:

∆βi =





1
2 (βi+1 − βi) for i = 1
1
2 (βi+1 − βi−1) for 2 ≤ i ≤ N − 2

βi − βi−1 for i = N − 1

(14)

D. Tail linearization

It is assumed that for large β, the relationship with the
fatigue damage is close to linear:

D(β) = A+Bβ (15)

which means that the extreme fatigue damage values follow
a Gaussian distribution. As a result, the last term of the
summation in (13) for i = N , can be written as [2]:

1√
2π

DN (βN ) exp(−1

2
β2
N )∆βN

=
1√
2π

∫ ∞

βN−1

D(β) exp(−1

2
β2)dβ

= A(1− Φ(βN−1)) +
B√
2π

exp(−1

2
β2
N−1)

(16)

which inserted in (13) gives

DSL =
1√
2π

N−1∑

i=1

Di(βi) exp(−
1

2
β2
i )∆βi

+A(1− Φ(βN−1)) +
B√
2π

exp(−1

2
β2
N−1)

(17)

where SL denotes a combination of summation and lineariza-
tion. The constants A and B in (15) is found using the FORM
analysis to obtain a sufficiently large extreme fatigue damage
Dext and a corresponding reliability index βFORM. An example
is shown in Fig. 5 where a linear function is fitted to the tail of
the fatigue damage values. This particular case contains 10,000
simulations of simulation time Tsim = 100s. A FORM analysis
yields the plotted coordinate for a yearly extreme damage and
corresponds well to the simulated extremes and the hypothesis
of a linear tail i.e. Gaussian distributed. The simulated fatigue
damage is converted to an equivalent yearly damage with:

Dyear = 365 · 24 · 602 · Dsim

Tsim
(18)

D

β

D
e

(D
ext

,β
FORM

)D(β)=A+Bβ

Fig. 5. Example linear tail fit

In order to obtain a proper linear fit, a sufficient amount
of simulations has to be done. From Fig. 5, it is clear that
the coordinate in addition to the FORM-evaluated point has
to lie on the linear area of the results, meaning approximately
β > 1.2. Also, since βN is supposedly large, the second point
has to be (DN−1, βN−1). Finally, combining βN−1 > 1.2
with (11) yields N > 8. The coefficients in (15) can now be
written as:

B =
Dext −DN−1

βFORM − βN−1
(19)

A = DN−1 −BβN−1 (20)

E. Special case for Gaussian fatigue damage

In the special case that the fatigue damage is Gaussian dis-
tributed, (15) is a good approximation for β ∈ {−∞, . . . ,∞}.
As a result, the expected fatigue damage can be found as:



DL =

∫ ∞

0

Df(D)dD

=
1√
2π

∫ ∞

0

D exp(−1

2
β2)

dβ

dD
dD

=
1√
2π

∫ ∞

β′
D exp(−1

2
β2)dβ

=
1√
2π

∫ ∞

β′
(A+Bβ) exp(−1

2
β2)dβ

=A

∫ ∞

β′

1√
2π

exp(−1

2
β2)dβ

=A(1− Φ(β′)) +
B√
2π

exp(−1

2
β′2)

(21)

and for β′ → −∞:

DL = A (22)

Note that B disappears due to the integration of an odd
function over the entire domain. The above result means that
a good estimate of De can be found from only two pairs of
(Di, βi), and the coefficients in (15) are now:

B =
D2 −D1

β2 − β1
(23)

A = D1 −Bβ1 (24)

which means that for β′ → −∞:

DL =
D1β2 −D2β1

β2 − β1
(25)

where D2 > D1. For a good linear approximation, it is
preferred that D2/D1 � 1, therefore, the FORM procedure
may be used to find β2 = βFORM for some extreme value of
D2 = Dext. The remaining point for linear regression has to be
found by several simulations which is demonstrated in Section
IV-A.

F. Weakly non-Gaussian fatigue damage

Due to the utilization of bi-linear S-N curves, the fatigue
damage might be slightly non-Gaussian or Weibull distributed
with respect to β, which means that a quadratic polynomial
description might be more appropriate than the linear repre-
sentation in (15):

D(β) = A+Bβ + Cβ2 (26)

which inserted into (9) yields:

DQ =

∫ ∞

0

Df(D)dD

=
1√
2π

∫ ∞

0

D exp(−1

2
β2)

dβ

dD
dD

=
1√
2π

∫ ∞

β′
(A+Bβ + Cβ2) exp(−1

2
β2)dβ

=A (1− Φ(β′)) +
B√
2π

exp(−1

2
β′2)

+
1√
2π

∫ ∞

β′
Cβ2 exp(−1

2
β2)dβ

=A (1− Φ(β′)) +
B√
2π

exp(−1

2
β′2)

+ C

(
1− Φ(β′) +

β′
√
2π

exp(−1

2
β′2)

)

=(A+ C)(1− Φ(β′)) +
B + Cβ′
√
2π

exp(−1

2
β′2)

(27)

and for β′ → −∞:

DQ = A+ C (28)

Typically, one could choose β′ = β1 from simulations. The
constants A, B and C are found using a polynomial curve
fitting to the data in MATLAB, including the FORM evaluated
point which is crucial to obtain stable results for few seeds.

G. Procedure

The complete procedure for the SL method is summed up
as:

1) Perform N simulations with a detailed simulation model
and evaluate the first N − 1 terms in (13)

2) Use a simplified and computationally efficient model to
find βFORM and u∗ for a given Dext > DN−1. It is
preferred that βFORM > 2.5

3) Do an iteration on the detailed model with u = u∗ to find
an updated Dext, which is valid for the detailed model,
but with the same reliability index, βFORM

4) Use the results in 1) and 3) to evaluate (17)
Details regarding the simulation models are given in the next

section. The simulation procedure for the simplified model
is illustrated in Fig. 6, where the yellow blocks represent
codes developed in MATLAB for this particular set-up. First,
the FORM-evaluated set of standard normal random variables,
u, is transformed to uniform random variables, ε, through

ε = 2πΦ(u) (29)

in fatigue.m. Then, the calculated environmental forces and/or
wave elevation from force.m are passed on to USFOS where the
dynamic simulations are performed. Finally, desired response
time-series are returned to MATLAB and fatigue.m for post-
processing. The damage is then calculated and returned to
FORM.m for evaluation.
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Fig. 6. Block diagram of simulation process for the simplified model

H. Summary of methods for fatigue estimation

The presented methods for fatigue damage calculation are
summed up in Table II.

TABLE II
FATIGUE CALCULATION METHODS

Description Symbol Formulation

Conventional DC
1
N

∑N
i=1 Di

Sum+Linear DSL

1√
2π

N−1∑

i=1

Di exp(−
1

2
β2
i )∆βi

+A(1− Φ(βN−1)) +
B√
2π

exp(−1

2
β2
N−1)

Linear DL A(1− Φ(β1)) +
B√
2π

exp(−1

2
β2
1)

Quadratic DQ (A+ C)(1− Φ(β1)) +
B + Cβ1√

2π
exp(−1

2
β2
1)

In this work, it is found that the expressions for DL and
DQ can be replaced by their asymptotic values in (22) and
(28), respectively. This has lead to more stable estimations of
the fatigue damage.

I. Limitation of variables in FORM analysis

To speed up the FORM analysis, iterations are only per-
formed on the random variables contributing the most to
the fatigue damage. In other words, a sensitivity evaluation
based on the first iteration is carried out. The most significant
variables are stored in u′ after the first iteration, satisfying:

min (∇G(u′)) > ν|∇G(u1)| (30)

for some constant ν so that u′ only contains the significant
values. Further, u2 = u′ implying that the following simula-
tions are only using the variables from u′. For instance, wave
components with small frequencies and/or small amplitudes
will not have impact on the fatigue damage calculation, and
the number of components will depend on the sea-state. In Fig.
7, an example is shown where 7 out of 19 wave components
are found to be insignificant. For the disregarded variables,
values from the first iteration are used for evaluation of β,
and as constants in the remaining simulations. If deterministic

wave amplitudes are used, it is assumed that the significant
components are grouped.

ωmin ωi ωcut

ω [rad/s]

Sw(ω)

Fig. 7. Example discretized wave spectrum with significant wave components
in red

III. SIMULATION MODELS

A. Structural model

The structural model is a monopile based on the 10 MW
DTU reference wind turbine [8]. The transition piece and
pile have a diameter of 8m and thickness of 110mm, and it
is located at 30m water depth. The first and second natural
periods are 4.8s and 1.0s, respectively. Rotor- and nacelle
masses are lumped to the tower top,and the soil layers are
modelled as non-linear springs all. An illustration of the model
is shown in Fig. 8 with corresponding parameters in Table III.

To be able to perform the FORM analysis in reasonable
time, a simplified model is used for the iterations. This is
based on the assumption that the design-point is the same
for the detailed and simple model. In other words, a sea-state

M

x,w

z

Fa(t)

k1

k2

kn−1

kn

d
s

d
H

E
I(

z)

ζ(t)

Fig. 8. Simplified wind turbine model



TABLE III
SIMULATION MODELS

H [m] 115
d [m] 30
ds [m] 42
M [ton] 675

giving extreme fatigue on the simple model will also give
extreme damage on the detailed model. Differences between
the models are stated in Table IV. Note that the difference
in simulation time are not very large, which means that very
limited time can be used on the FORM analysis in order to
justify the use of the presented method. If a complete wind
turbine model including rotor had been used, simulation time
would at least be doubled, and the proposed method is even
more attractive. However, more work has to be done to find
a simple aerodynamic model that matches the complete rotor
dynamics by only using a single wind series, like e.g. [9].

TABLE IV
SIMULATION MODELS

Detailed model Simple model
Elements 21 12
Number of soil springs 26 6
Rotor No No
Aerodynamics CT CT

Hydrodynamics 2nd order 1st order
Controller None None
Real time/sim. time [s/s] 0.4 0.2

B. Hydrodynamic loads

The wave elevation in an irregular sea is described with
[10]:

ζ(t) =
m∑

i=1

√
2Sw(ωi)∆ω cos(ωit+ ε̄i) (31)

where ∆ω = 2π
T [11] and ωi = ωmin + (i − 1)∆ω. The

maximum number of wave components can be found as m =
ωcut−ωmin

∆ω ≤ 0.35T when ωmin = 0.3[rad/s] and

ωcut = min

[
2.5,

√
2g

HS

]
(32)

Here, the wave amplitudes are deterministic to limit the
number of random variables, but they can also be modeled
as Rayleigh distributed [12]. For small m, this should be done
in order to obtain a Gaussian surface elevation. The phase
angles are uniformly distributed and obtained from normally
distributed variables with (29). For the simple model, only
the wave components are given as input to USFOS, which
automatically calculates the first order hydrodynamic forces.
The detailed model utilizes second order hydrodynamic forces
which is pre-calculated in MATLAB and given as a spatially
time-variant interpolation grid as input to USFOS. Kinematics
calculations are based on an FFT algorithm similar to what is
used in [13]. From previous studies [13], it has been found that
second order wave loads are only significant when HS > 5,
which means that these loads can be neglected in smaller sea-
states, which increases the computational efficiency.

C. Simplified aerodynamic thrust model

The turbulent wind is found by realizing the Kaimal spec-
trum [14]:

Suu(f) = σ2
u

(
4L

Ū

)(
1 +

6fL

Ū

)−5/3

(33)

where the standard deviation

σu = I(0.75Ū + 5.6) (34)

is given as a function of the mean wind speed, Ū , and
turbulence intensity, I , which is set to 0.14. The total wind
speed is then:

U(t) = Ū + V (t) (35)

where the gust component, V , is found with:

V (t) =

n∑

i=1

√
Suu(fi)∆f/π cos(2πfit+ ε̃i) (36)

where ∆f = 1
T and n = fcut−fmin

∆f = 1−0
∆f = T . Which

means that the number of components in the wind gust is
equal to the simulation time for a high frequency cut-off of
1Hz. Higher frequencies are excluded to simulate the low-pass
filtering effects of the rotor. The thrust force can now be found
using:

Fa =
1

2
ρaπR

2CT (β, λ)U
2 (37)

where CT is the aerodynamic thrust coefficient dependent on
pitch angle (β) and tip-speed ratio (λ), R is the rotor radius and
ρa is the density of air. Here, it is assumed that the pitch angle,
and tip-speed ratio λ = ωRR

U , can be written as functions of the
rotor-induced lowpass-filtered wind speed, Ũ , and true wind
speed U :

β ≈ β(Ũ) =

{
0, for Ucut-in ≤ Ũ < UR

Ũ−UR

1.8Ũ−6.7
[rad], for Ũ ≥ UR

(38)

λ ≈ λ(U, Ũ) =

{
λopt

Ũ
U , for Ucut-in ≤ Ũ < UR

λopt
UR

U , for Ũ ≥ UR

(39)

where λopt =
ωmaxR
UR

= 7.5 is the optimal tip-speed ratio. The
lowpass filtered wind speed is found with:

˙̃
U =

1

τ

(
U − Ũ

)
(40)

for some time constant τ , which has to be tuned according
to a more detailed simulation model. It has been found that
τ = 3 gives sufficiently accurate thrust for all wind speeds in
this case. The above equations are resulting in:

C ′
T (U, Ũ) =

{
CT (0, λopt

Ũ
U ), for Ucut-in ≤ Ũ < UR

CT (
Ũ−UR

1.8Ũ−6.7
, λopt

UR

U ), for Ũ ≥ UR

(41)
which is plotted in Fig. 9. Further, the thrust coefficient,
CT (β, λ) can be approximated by the polynomial:
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CT (β, λ) ≈ a00 + a01λ+ a02λ
2 + a10β + a20β

2

+ a11λβ + a12λ
2β + a21λβ

2
(42)

with the constants for the present turbine given in Table V.
The modified expression for the aerodynamic thrust is then:

Fa =
1

2
ρaπR

2C ′
T (U, Ũ)U2 (43)

TABLE V
THRUST COEFFICIENT PARAMETERS

a00 -0.27127
a01 0.19974
a02 -0.007461
a10 0.02822
a20 -5.875e-05
a11 -0.0088
a12 -9.822e-05
a21 -6.342e-05

The presented aerodynamic model is lacking the ability to
capture transient load effects and other thrust variations due
to the presence of a rotor, but it is considered to be sufficient
for this initial study.

D. Deterministic 3P effects

To account for thrust variations that oscillates with three
times the rotor frequency, given a three-bladed rotor, a deter-
ministic time-series is added to the wind to create an equivalent
wind speed. In reality, only the wind shear and tower shadow
are deterministic effects, while the rotational sampling of
the rotor is stochastic and hence neglected in this case. A
sinusoidal function with amplitude of 8% of the instantaneous
true wind speed and a frequency of three times the rotor
frequency, ωR, is added:

Ueq = U + 0.08U sin(3ωRt) (44)

where

ωR ≈ ωR(Ū) =

{
λopt

Ū
R , for Ucut-in ≤ Ũ < UR

λopt
UR

R , for Ũ ≥ UR

(45)

In other words, the rotational frequency of the rotor is
assumed to be close to constant during the simulations, which
might result in a slightly unrealistic load excitation at exactly
3ωR.

E. Aerodynamic damping

Aerodynamic damping has a great influence on the fatigue
damage on the tower and pile. Usually, the aerodynamic
damping is accounted for in the structural damping matrix
when a simple thrust model is used. Here, the thrust is found
through an equivalent drag force on a cylinder at the rotor-
nacelle assembly location. The thrust can then be transferred
to the tower by a simple drag formulation including relative
velocity:

Fa,rel(U, Ũ) =
1

2
ρaDCD(U, Ũ) [U − VRNA]

2
L (46)

By Fig. 10 it is clear that this approach is able to represent
the expected aerodynamic damping which is reported to be 4-
7% in most cases [15]. When only wave loads are considered,
the structural damping is increased from 1 to 5% to account
for damping contribution from an operational turbine.
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Fig. 10. Decay test at 16[m/s] wind speed with structural damping and
relative wind speed comparison

F. Random variables

The total uniform random variables from wind and waves
are collected as

ε = [ε̄, ε̃] (47)

where ε̄ = [ε̄1, ..., ε̄m] are wave component phase angles and
ε̃ = [ε̃1, ..., ε̃n] are wind component phase angles, if used.

IV. RESULTS

The three sea-states considered are shown in Table VI and
represents typical FLS conditions at Dogger Bank along with
their probability of occurrence, p. Expected relative contribu-
tion to the equivalent yearly fatigue damage is shown in Table
VII, and it is clear that the largest sea-state is contributing
the most although it has a lower probability of occurrence.



TABLE VI
SEA-STATES FOR FLS CONDITIONS

No. HS [m] TP [s] U [m/s] p [-]
1 1.5 4.7 6 0.1002
2 3.0 6.2 10 0.0314
3 4.8 7.5 14 0.0092

TABLE VII
RELATIVE FATIGUE CONTRIBUTIONS FROM SEA-STATES

Waves only Wind and waves
Sea-state Dyear,e Dyear,e · p Dyear,e Dyear,e · p

1 0.011 0.001 0.016 0.0016
2 0.360 0.011 0.100 0.0031
3 1.330 0.012 0.830 0.0076

However, the statistics are limited to these three sea-states,
and it is likely that the cumulative contribution from small
sea-states will dominate.

When only wave loads are used, the aerodynamic damping
is accounted for by increasing the structural damping to 5%.
The damping is applied as Rayleigh damping with proper
coefficients to obtain the wanted damping level at the first
and second vibrational mode. Larger damping also gives a
smoother response surface, which makes the FORM iterations
converge faster. An example fatigue damage contour is shown
in Fig. 11 where two of the largest wave components are varied
from 0 to 2π. The contour confirms that the fatigue damage
is very sensitive to the wave phase angles.

For validation of the results, 10,000 simulations have been
run for the different sea-states, using approximately 120 CPU
hours for each condition with the detailed model. The val-
idation plots are presented in Fig. 12. By varying the SCF
in the fatigue calculations, it is found that the curvature in
highly dependent on the fatigue limit of the bi-linear S-N
curve. For sea-state 3, the stress amplitudes are mainly located
above the fatigue limit. This results in the same exponent for
almost all rainflow counted stress ranges for this sea-state and
a close to Gaussian distributed fatigue damage, especially for
wave loads only. For the smaller sea-states, only some stress
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Fig. 11. Example response surface by varying two wave component phase
angles for sea-state 3
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Fig. 12. Fatigue damage results with 10,000 simulations for each sea-state
and loading condition

ranges are exceeding the fatigue limit, resulting in a larger
variation between the different seeds and more samples in
the distribution tail. These processes are closer to Rayleigh
or Weibull distributions.

The three presented methods for alternative fatigue damage
estimation in Table II are fitted to the results from the wave
only analysis by sea-state 1 and presented in Fig. 13. Here,
10 seeds are randomly drawn from the 10,000 existing simula-
tions, and the different methods are applied. To conclude, the
SL method and quadratic fit seems to represent the underlying
distribution well, whereas the linear fit misses the distribution
slightly, but may still be appropriate for finding the expected
value since it crosses β = 0 almost exactly at D/De = 1.

A. Wave loads only

As an initial study, only wave forces was included in the
model. To reduce the number of random variables, determinis-
tic wave amplitudes are used and the simulation time is limited
to 100 seconds, which gives a maximum of 35 insertions

TABLE VIII
FORM DESIGN-POINTS FOR WAVE LOADS

Sea-state Dyear,ext βFORM
1 0.03 3.15
2 0.80 2.55
3 2.40 2.40
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Fig. 13. Example fits using the three presented methods using wave loads
only and 10 simulations with sea-state 1. Underlying distribution and the
FORM evaluated point is plotted.

in u. However, by using (30), the number of variables are
reduced to between 15 and 25, depending on the spectrum
and significance threshold. The FORM evaluated design-points
chosen for proper representation of the extremes are shown in
Table VIII.

The complete results for wave loads are shown in Fig. 14
with number of utilized seeds in the fatigue estimation on
the x-axis. For each number of seeds, K = 300 independent
simulations are used to evaluate the mean fatigue and standard
deviation. In most cases, the expected fatigue has converged
after about 20 seeds for all methods. The most promising
results are in sea-state 1 and 2, where the expected fatigue is
converging quickly and the variance is lower than the variance
using the conventional averaging, σ2

C , defined as

σ2
C|N =

1

K

K∑

i=1

(Di −DC|N )2 (48)

where DC|N is the mean fatigue for N simulations. Note
that the linear and quadratic fit provides the best results
when accurately estimating the expected fatigue while having
relatively low variance, which is the suggested benefit by
using these methods. The SL method is most beneficial for
small N , when the two last terms in (17) are still contributing
significantly. Interestingly, the SL method does not provide a
sufficiently large reduction in the variance, which is due to

10 20 30 40 50 60 70 80 90 100

Number of seeds

0.6

0.7

0.8

0.9

1

1.1

σ
SL

/σ
C

σ
L
 /σ

C

σ
Q

 /σ
C

(a) Sea-state 1

10 20 30 40 50 60 70 80 90 100

Number of seeds

0.4

0.6

0.8

1

1.2

σ
SL

/σ
C

σ
L
 /σ

C

σ
Q

 /σ
C

(b) Sea-state 2

10 20 30 40 50 60 70 80 90 100

Number of seeds

0.85

0.9

0.95

1

1.05

σ
SL

/σ
C

σ
L
 /σ

C

σ
Q

 /σ
C

(c) Sea-state 3

Fig. 14. Standard deviations of fatigue damage estimation given number of
seeds (N ) of 100s simulations with only wave loads. Gray lines are the mean
fatigue normalized with true damage.

variations in the MCS point for linearizing the tail. For sea-
state 3, no large improvements are seen in the uncertainty of
the results. An explanation for this is that the conventional
method is already estimating the fatigue quite accurately for
a relatively small number of seeds.

For the FORM method to be preferable, the time used for
finding βFORM must be smaller than additional Monte Carlo
simulations to obtain a smaller variance with the conventional
method. For sea-state 3, this is clearly not feasible, but it may
be beneficial for sea-state 1, considering that finding βFORM
consumes the same time as 40-60 simulations, depending
on the initiation point. With a large difference between the
detailed and simple model, the argument of curve-fitting is
even stronger.

B. Wave- and wind loads

When including wind loads, the simulation model has
proved to be slightly more non-linear resulting in larger
fatigue damage variations as seen in Fig. 12. Therefore, it
is expected that the presented methods will be even more
efficient. However, the inclusion of wind loads leads to a
dramatic increase in random variables. For a simulation time of
100s, as much as 135 random variables has to be used to avoid
repetition of the environmental loads. Even though the number
is reduced to about 90-110 by using (30), the computational



efforts to find βFORM are still significant, meaning more than
100 simulations with the detailed model. For demonstration
of the method, results in Fig. 15 are found using the second
largest points in Fig. 12 as the FORM design-points.

The complete results are shown in Fig. 15 using the same
approach as for the case with only wave loads. Here, the results
are very similar to what is observed in the wave load case.
Reduction of the uncertainty is seen for small number of seeds
with the curve-fitting methods, but not large enough to justify
using significant computational efforts on the FORM analysis.
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(b) Sea-state 2
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(c) Sea-state 3

Fig. 15. Standard deviations of fatigue damage estimation given number of
seeds (N ) of 100s simulations with wind and wave loads. Gray lines are the
mean fatigue normalized with true damage.

V. CONCLUSION

To conclude, the fatigue damage estimation using a FORM
procedure may lead to a reduced uncertainty if the FORM
design-point is properly found and contributes significantly
to the integration. Especially the linear and quadratic curve
fitting methods have proven more reliable that conventional
averaging. It has been found that the standard deviation is
reduced up to 30% for load cases where the fatigue damage
distribution deviates from the normal distribution.

The multi-step FORM procedure might be computationally
efficient in a wide range of applications if the simulation model
can be simplified sufficiently. For the presented procedure
applied to wind turbines to be computationally competing with
the conventional average of simulations, βFORM for Dext has

to be found with relatively small efforts, or be known from
previous analyses by e.g. scaling with respect to the significant
wave height [16]. A simpler linear model corresponding to a
wind turbine model with a more sophisticated aerodynamic
model should be used in future work to reduce computational
efforts and evaluate the applicability and effectiveness of the
presented methods.
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Introduction

The monopile foundation has proven to be the most cost-
efficient solution in the offshore wind turbine industry due to
its simple construction. As the rotor diameters and generator
capacities are increasing to reduce the cost of energy, there is
a need for large-diameter monopiles for up to 30-40 meters
water depth. A consequence of the increasing submerged
volume of the support structure is a higher sensitivity to
wave loads for both FLS and ULS design considerations.
This is in contrast to jacket foundations, where the wave load
contribution is found to be significantly less than the wind
loads1, being less sensitive to wave directionality and swell
separation.

The overall goal for the offshore wind industry is to
reduce the levelized cost of energy (LCoE) to be able to
compete with non-renewable sources of electricity. There are
many ways to achieve cost reduction, but the focus here is
on design conservatism. Being a low-margin industry, both
investment and operational costs play an important role in
the profitability of an offshore wind farm. Hence, accurate
analysis models for use in the structural design are important.
The topic of this paper is important for substructure designs
that are driven by wave loads. Previous studies have been
performed on hydrodynamic load models for monopile
foundations, and the outcome has been compared with
industry standards2;3 and model tests4. These account for
typical sea states for both FLS and ULS design, and findings
include the importance of wave diffraction and non-linear
load effects such as ringing5. In general, the purpose is to
de-risk monopile support structures for larger turbines and
greater water depths.

A previous study has been performed6 to find reduction
factors for fatigue damage for various types of wave
directionality. Although the wave environment is somewhat
idealized, the result indicates a large potential for reduced
conservatism and correspond well with the short-term fatigue
factors (FF) obtained in the present work. It has previously
been demonstrated how a directional distribution can be used

for probabilistic analyses7, and the effects on selection and
determination of the extreme design wave criteria8;9. These
investigations have shown that care must be taken in a design
process when using directional distribution of environmental
conditions and directional bins. One might end up with
a less reliable structure than intended for ULS design
considerations. For FLS design, it will here be demonstrated
how a directional consideration can increase the structural
reliability and to what extent the circumferential fatigue
damage depends on load directionality.

In the present work, both a frequency- and a time domain
model are implemented in order to qualitatively compare the
effects of wave directionality with the different approaches.
The frequency domain model is expected to be a good
approximation when evaluating the FLS conditions where
the contribution from non-linear wave loads and structural
response can be neglected.

Model Description
The computational model used in this work is the onshore
DTU 10 MW reference wind turbine10 mounted on an
offshore monopile foundation. To keep the first natural
period realistically low, the original tower is stiffened by
increasing the thickness 20%. The turbine is located in 30
meters of water depth at Dogger Bank in the North Sea and
60 years of hindcast data are retrieved from the Norwegian
Meteorological Institute11 for an approximate location. The
monopile has a simplified design with a constant outer
diameter from 42 meters below the mudline to the tower
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Figure 1. Directional definitions for environment (θ), monopile
circumference (θ̂) and rotor plane (θr)

base at 10 meters above sea level (m.a.s.l.). The part from
-10 to 10 m.a.s.l. is defined as the transition piece, which
is stiffened by increasing the monopile thickness by 36%.
Here, the monopile diameter and thickness are 8.0 and
0.11 meters, respectively, partly based on a preliminary
design12. The structural model is illustrated in Fig. 2 with
all components manufactured in steel, with a 8% density
increase in the transition piece and tower to account for
secondary structures. As a result, the first and second natural
period of the system are approximately 4.4 and 0.9 seconds.
The numerical analyses are carried out with USFOS13. with
a computationally efficient model. Beams are used for the
monopile and tower in the FEM analysis, while the soil
stiffness is modelled using an equivalent cantilever beam
tuned to properly represent realistic eigenmodes3 and natural
periods mentioned above. Wave loads are calculated by the
Morison equation with correction for linear diffraction and a
vertical stretching to the free surface.

This paper focuses on the effects of directionality on the
environmental loads, it is therefore necessary to define the
wind turbine operational conditions in relation to the north-
east (NE) frame as well as the local frame (xy) and rotor-
frame (xryr). These definitions are illustrated in Fig. 1.

Environmental conditions
The environmental conditions used in simulations are
obtained from the hindcast data. The most important
parameters for description of the offshore environment are
given in Tab. 1, while the remaining parameters can be
found in Tab. 2. It is assumed that the wind speed at 100
m.a.s.l. is equal the wind speed at hub height, which is
located at 119 m.a.s.l. Also, no corrections are made to the
hindcast data with respect to local bathymetry. Except for
parameters related to current, spreading and spectral peak
shape, information is readily available. Scatter diagrams and
joint contour plots can be found in the appendix for the
simulated data.

In Fig. 3, the circular probability density functions (PDF)
of the some environmental parameters are presented. The
most likely wind and wind sea direction is from the south-
west, while swell is mostly coming from the northern North
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Figure 2. Structural dimensions of tower and monopile
foundation

Sea. Is is clear that the total sea distribution is significantly
influenced by the swell component. To get an idea about the
direction of the most energetic waves, the directional data
is weighted by the significant wave heights squared. The
result is shown in Fig. 4 and by the available information,
it is expected that the wave-induced fatigue damage will be
largest at north or south side of the foundation.

This work will present results from five different variations
on wave directionality in addition to the long-term mean
direction variation:

• Long-crested total sea (L)
• Short-crested total sea (S)
• Long-crested wind sea and long-crested swell (LL)

N
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S

W

Wind
Total sea
Wind sea
Swell

Figure 3. Directional marginal distributions of environmental
parameters
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Figure 4. Directional marginal distributions of environmental
parameters weighted with the square of the respective
significant wave heights

Table 1. Primary parameters for description of environmental
conditions

Description
Θu Mean wind heading relative to N [deg]
Θ Mean total sea direction relative to N [deg]
U Mean wind speed at 100m.a.s.l. [m/s]
HS Significant wave height for total sea [m]
TP Peak period for total sea [s]
γ Peak shape parameter for total sea [-]
h Water depth [m]

Table 2. Secondary parameters for description of
environmental conditions

Description
Θw Mean wind-sea direction relative to N [deg]
Θs Mean swell direction relative to N [deg]
HSW Significant wave height for wind sea [m]
HSS Significant wave height for swell [m]
TPW Peak period for wind sea [s]
TPS Peak period for swell [s]
γw Peak shape parameter for wind sea [-]
γs Peak shape parameter for swell [-]
s Spreading exponent for wind sea [-]
X Spreading parameter for swell [-]
Vc Current velocity [m/s]
Θc Current direction [deg]

• Short-crested wind sea and long-crested swell (SL)
• Short-crested wind sea and short-crested swell (SS)

Availability
The availability of a wind turbine is defined as the
proportion of the time it is capable of producing power.
The aerodynamic damping level of the turbine decreases
dramatically when the turbine is not operating, which is
an important parameter for fatigue estimation. This relation
is becoming more important as the wind turbines are
getting larger, meaning that the relative difference between
operational and non-operational damping level is increasing.

It has been reported that current offshore wind farms have
an availability between 90 and 95%14, which is slightly
less than land-based turbines. Final results are therefore
presented using both 90 and 100% availability to find
any impact on the fatigue damage using the different
directional descriptions. To account for the fact that the
unavailability may occur at any time during the total
lifecycle, simulations with 0 and 100% availability are
superimposed after weighting with the percentage of total
availability. The fatigue damage is then found as:

D = Dunavail · (1− α) +Davail · α (1)

where α is the availability fraction.

Directional wave spectrum
According to design standards15, the total wave spectrum
can be modelled as a superposition of the wind sea and
swell spectrum with their respective generalized spreading
functions:

Sζζ(ω, θ) = Sw(ω)∆w(ω, θ) + Ss(ω)∆s(ω, θ) (2)

Tthe JONSWAP spectrum is used for both wind sea and
swell spectrum, and the peak shape parameters is a function
of the significant wave height and peak period15. The
spreading function for wind sea in infinite water depth is
given as a cos-2s distribution16:

∆w(ω, θ) =
Γ[s(ω) + 1]

2
√
πΓ[s(ω) + 1/2]

cos2s(ω)
(θ −Θw

2

)
(3)

for a frequency dependent spreading exponent s. For prac-
tical purposes, the spreading exponent is often considered
frequency independent, which in general is more conser-
vative17. The established frequency dependent spreading
functions are all based on wave measurements and are on
the form:

s(ω) = sp

(
ω

ωp

)µ

(4)

as seen in e.g.18;19. Observations have shown that the
spreading exponent is decreasing for frequencies away from
the peak frequency, and that it is in dependent on the wave
age. For practical purposes, s is often regarded as a constant
between 4 and 915. Here a model described in Tucker20 and
implemented in Krokstad17 is used, where:

sp =

{
6.97 for ω < 1.05ωp

9.77 for ω ≥ 1.05ωp

(5)

and

µ =

{
4.06 for ω < 1.05ωp

−1.91 for ω ≥ 1.05ωp

(6)

Further, the directional distribution of the swell component
can be approximated by a Poisson distribution21, also
assuming infinite water depth:

∆s(ω, θ) =
1

2π

1−X(ω)2

1− 2X(ω) cos(θ −Θs) +X(ω)2
(7)
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where

X(ω) = Xp

(
ω

ωp

)ν

(8)

using Xp = 0.922, and

ν =

{
2.21 for ω < ωp

−0.35 for ω ≥ ωp

(9)

When the swell is modelled as long-crested, ∆s = 1 for
θ = Θs and zero elsewhere.

SN-curves
Fatigue damage at the mudline is calculated using SN-curves
in both the frequency- and the time domain with the SN-
curves given in Tab. 323. The predicted number of cycles
until failure, N , is found with

logNn = logKn − βn log
(
∆σ(t/tref)

kt · SCF
)

(10)

for a given stress range ∆σ and material parameter β.
Further, t is the cross section thickness, tref is the reference
thickness and kt is the thickness exponent. Here, n = 1 for a
single-slope SN-curve and

n =

{
1 for ∆σ ≥ s0

2 for ∆σ < s0
(11)

for two-slope SN-curves. For practical reasons, the single-
slope SN-curves are used in frequency domain analyses,
corresponding to elements without cathodic protection.
The fatigue damage from the time domain simulations is
estimated using rainflow counting and the Palmgren-Miner
rule with the WAFO toolbox24.

Table 3. Three different SN-curves

SN-curve 1 2 3
β1 3 5 3
β2 - - 5
logK1 11.764 15.606 11.764
logK2 - - 15.606
s0 [MPa] - - 52.63
kt 0.2 0.2 0.2
tref [mm] 25 25 25
SCF 1.0 1.0 1.0

Wind sea and swell compared to total sea
To facilitate comparisons between directionally dependent
sea state realizations, the energy in the wave spectrum must
be conserved. From the hindcast generated wind sea and
swell components, the total significant wave height can be
found as15:

HS =
√
H2

SW
+H2

SS
(12)

The above equation for significant wave height compares
very well to the hindcast data for total sea. However, finding
the equivalent total sea peak period from the swell and wind
sea components is not straightforward. Therefore, a typical

design approach is performed; the simulated total sea is
based purely on the hindcast data with default peak shape
factor15. As a consequence, the total spectral energy may
differ between the total sea spectrum and the spectrum based
on both wind sea and swell.

Fatigue factor
The fatigue factor (FF) from simulations using directional
spreading is calculated as:

FFS =
max[DS(θ̂)]

max[DL(θ̂)]
(13)

for all directions of evaluation in the vector θ̂ about the
circumference of the foundation. The FF is an indication of
how much the maximum circumferential fatigue damage has
changed compared to analyses with long-crested total sea. A
similar expression is used for all wave direction variations.

Frequency domain model

Mudline bending moment transfer function
Using the Morison equation as a basis, the linearized total
complex force per unit length from an undisturbed wave field
is given as:

fx =ζaρπr
2CMax + ζ2aρrCD|ux|ux

≈ζa

{
ρπr2CMax + ρrCD

√
8

3π
σuux

}

=ζa · f̄x(ω, σu)

(14)

where r is the monopile radius and CM is the mass
coefficient corrected for diffraction and

ux = −iω
cosh k(z + h)

sinh kh
(15)

ax = ω2 cosh k(z + h)

sinh kh
(16)

The drag coefficient is assumed to be constant equal to one,
while the particle velocity standard deviation is found with:

σ2
u(θ) =

∫ ∞

0

ω2Sζζ(ω, θ)dω (17)

Following the order of magnitude definition in Horn et al. 3

and Faltinsen25, and assuming a rigid body, one degree-
of-freedom system with no radiation effects, the moment
transfer function is obtained as:

M̄y(ω) =

∫ 0

−h

f̄x · (z + h) · dz +O(ε2δ2) (18)

and the following relation is utilized:

∫ 0

−h

(z + h) · cosh k(z + h)

sinh kh
dz =

hk − tanh hk
2

k2
(19)

The resulting spectrum for the mudline bending moment can
then be found as:

SMM(ω, θ) = |M̄y(ω)|2 · Sζζ(ω, θ) (20)
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Dynamic amplification factor
An investigation on dynamic amplification of marine
structures can be found in e.g. Horn et al. 26. Due to the linear
response characteristics of a mass-dominated structure, it is
sufficient to use the single harmonic dynamic amplification
factor (DAF)27:

DAF (ω, θ, U) =
1√

(1− Ω2)2 + (2ζΩ)2
(21)

where Ω = ω
ω1

and ω1 is the first natural period of the system,
neglecting contribution from higher modes. Estimating the
damping level is not straightforward, especially in irregular
seas. In general, the damping level is found as:

ζ = ζa(θ, U) + ζs + ζ̄ (22)

for a structural damping level ζs, here equal to 0.5%,
wind- and directionally dependent aerodynamic damping ζa
presented later, and some additional damping ζ̄, which is
here calibrated to approximately 5% to account for damping
induced by hydrodynamic loads in an irregular sea. The
modified bending moment spectrum is then:

SMM(ω, θ, U) = |M̄y ·DAF |2 · Sζζ (23)

Circumferential fatigue damage distribution
The axial stress at a location θ̂ on a cylindrical beam element
due to axial load and bending moments can be expressed in
the time domain as:

sz(θ̂) =
N

A
− My · r cos θ̂

IA
− Mx · r sin θ̂

IA

=
N

A
−
∑

θ∈θ

Mθ · r cos(θ̂ − θ)

IA

(24)

for loads acting in directions contained in θ. Here, A is the
cross sectional area, N is the axial force, IA is the second
area moment of the cross section and Mx, My and Mθ are
the bending moments in x-, y- and θ-direction, respectively.
Taking the variance yields:

σ2
s(θ̂) =

∑

θ∈θ

σ2
s(θ̂|θ) (25)

where

σ2
s(θ̂|θ) =

r2

I2A
· σ2

M(θ) · cos2(θ̂ − θ) (26)

and the variance of the directionally dependent moments is
found by integrating the response spectrum:

σ2
M(θ) =

∫ ∞

0

SMM(ω, θ)dω (27)

Dirlik method
The fatigue damage in the frequency domain is evaluated
using the Dirlik method28. At a circumferential location θ̂,
the damage due to a load acting in direction θ is:

DDK(θ̂|θ) = C · σβ
s (θ̂|θ)

[
G1Q

βΓ(1 + β)

+
√
2
β
Γ
(
1 +

β

2

)(
G2|R|β +G3

)] (28)

where C=νp · T ·K−1 · (t/tref)
β·kt · SCFβ , and the G1, G2,

G3, R and Q parameters read:28;29

G1 =
2(xm − α2

2)

1 + α2
2

G2 =
1− α2 −G1 +G2

1

1−R

G3 = 1−G1 −G2 R =
α2 − xm −G2

1

1− α2 −G1 +G2
1

Q =
1.25(α2 −G3 −G2R

G1

(29)

Further, the α2, xm and νp parameters are calclutated as:

α2 =
m2√
m0m2

xm =
m1

m0

(m2

m4

) 1
2

νp =

√
m4

m2

(30)

by using the nth spectral moment defined as:

mn =

∫ 2π

0

∫ ∞

0

ωnS(ω, θ)dωdθ (31)

By integrating over the load directions for the sea state, a
short-term fatigue damage is found as:

DDK
n (θ̂) =

1

2π

∫ π

−π

DDK(θ̂|θ)dθ (32)

Finally, the long-term fatigue damage is calculated by
superposition over N individual sea states:

DDK(θ̂) =

N∑

n=1

DDK
n (θ̂) (33)

Time domain model

Wave kinematics
The wave kinematics for time domain analysis are computed
using the Matlab-based, in-house program WaveSim3. Wave
loads to the first order are included, in addition to a vertical
stretching of the first order kinematics to the linear free
surface which introduces second order forcing terms3.

Aerodynamics
When using constant wind, assuming stationary conditions
and neglecting rotor-induced loads, there is no need for a
rotor or control system. Instead a constant force is applied
to account for the structural displacements due to mean
aerodynamic thrust given by:

Fa =
1

2
ρaπR

2CT (U)U2 (34)

where R is the rotor radius and the thrust coefficient is taken
as:

CT (U) =





0.8 for 4 ≤ U < 11

39e−0.37U + 0.13 for 11 ≤ U ≤ 25

0.0 else
(35)

Aerodynamic damping is accounted for using dashpot
dampers at the tower top during simulations. The rotor-
induced damping is dependent on both wind speed and
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Figure 5. Aerodynamic damping coefficient ζa as a function of
wind speed and vibration direction

vibrational direction. A complete model of the DTU 10 MW
reference wind turbine10 is used to estimate the damping on
the present foundation. The results are presented in Fig. 5,
and it is seen that there is a significant level of aerodynamic
damping in operational conditions for vibrational modes
aligned with the wind direction. Interestingly, there is a
significant difference in damping level for a tower top
vibrational direction of -15 and 15 degrees for higher wind
speeds. This is simply due to the clockwise rotation of the
turbine when looking downwind, introducing a larger drag
on the blade due to the relative velocity. Also, above the cut-
out wind speed, when the rotor is idling with a blade pitch
angle of 82 degrees, there is larger side-to-side than fore-aft
damping. This indicates that the blades can contribute to the
aerodynamic damping even in non-operational conditions. In
the frequency domain, the wind and directionally dependent
damping is found by interpolation, while the applied dashpot
damping in time domain is the fore-aft and side-to-side
damping ratios only. As a result, the damping in time
domain will decrease proportionally with cosine, meaning
that the damping coefficient will be over-predicted for small
to intermediate wind-wave misalignment angles. The lower
limit of aerodynamic damping is 1%.

Theoretical fatigue factors
In this section a theoretical fatigue damage reduction will
be derived using a spectral method and narrow-banded
response. Due to the non-linearity of separating the swell
component from the fatigue damage expression, this is only
done for long- and short-crested waves with the same wave
spectrum and frequency independent spreading. First, the
fatigue factor, FF, for a single sea state is derived in Eqn.
(36). Here, the FF is evaluated in the same direction as the
mean direction of the incoming waves, i.e. θ̂ = 0 and θ̄ = 0,
where θ̄ is the mean direction. The closed-form solution in
Eqn. (36) corresponds exactly to the wave kinematics factor
(WKF) for long-crested waves15 reproduced in Eqn. (37),
with the relationship FF = WKFβ . Some example values are
given in Tab. 4 for the FF in a single sea-state. These values
indicate that in a short-term perspective, a large reduction in

the fatigue damage can be expected when using short-crested
sea, depending on the bandwidth of the directional spreading.

Table 4. Theoretical short-term fatigue factors for short-crested
compared to long-crested waves using two SN-curves (SN) and
three spreading exponents (s)

s
4 6 9

SN 1 0.59 0.67 0.75
2 0.41 0.52 0.62

FF =
DS

DL
(θ̂ = 0|θ̄ = 0) =

σβ
s,SC

σβ
s,LC

(θ̂ = 0|θ̄ = 0) (36a)

=

[ ∫ π

−π
σ2

M,SC(θ) · cos2(θ)dθ
]β/2

σβ
M,LC

(36b)

=

[ π∫

−π

∆w(θ) · cos2(θ)dθ
]β/2

(36c)

=

[
Γ(s+ 1)

2
√
πΓ(s+ 1/2)

π∫

−π

cos2s(
θ

2
) cos2(θ)dθ

]β/2

(36d)

=

[
Γ(s+ 1)

Γ(s+ 1/2)
· (s

2 + s+ 1)Γ(s+ 1/2)

Γ(s+ 3)

]β/2
(36e)

=

[
s2 + s+ 1

(s+ 1)(s+ 2)

]β/2
(36f)

WKF =

√
s2 + s+ 1

(s+ 1)(s+ 2)
(37)

Now, the long-term FF will be derived under the
assumption that the wave loads are uniformly distributed
from all directions. Since the environmental loads are
assumed to have the same severity in all directions, so will
the fatigue damage. Hence, setting θ̂ = 0 as the point of
evaluation is sufficient. The fatigue factors for N uniformly
distributed environmental conditions from north to south is
then given as:

DS

DL
(θ̂ = 0) =

∑N
n=1 σ

β
s,SC(θ̄n)∑N

n=1 σ
β
s,LC(θ̄n)

(38a)

=

∑N
n=1

[ ∫ π

−π
∆w(θ) · cos2(θ − θ̄n)dθ

]β/2
∑N

n=1

[
cos2(θ̄n)

]β/2 (38b)

Here, no closed-form solution is available, but the FF has
converged for N > 20. The numerically evaluated factors
are found in Tab. 5, and as expected, the fatigue reduction
is smaller in a long-term perspective compared to a single
sea state. It is also seen that the FF is less dependent on
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the wave spreading exponent. For offshore wind turbines, the
fatigue damage is expected to have a significant contribution
from high-cycle fatigue, meaning that the FFs for β = 5 may
dominate the results when a quasi-static response assumption
is valid. Hence, there is a potential for reducing the FLS
design conservatism.

Table 5. Theoretical long-term fatigue factors for short-crested
compared to long-crested waves for two SN-curves (SN) and
three spreading exponents (s)

s
4 6 9

SN 1 0.86 0.88 0.90
2 0.60 0.66 0.73

From the fatigue factors in Tab. 5, one can show that use
of the wave kinematics factor in Eqn. (37) is conservative
for β = 5 and non-conservative for β = 3, meaning that the
WKF should be applied with care in a long-term directionally
dependent fatigue evaluation.

Long-term fatigue damage predictions
Results are presented for frequency domain analysis using
the latest 30 years of raw data and time domain simulations
with five years of data, or approximately 15,000 individual
sea states. The computational efforts are very small in the
frequency domain, but the time domain simulations through
five years requires over 3,000 CPU-hours, even with a
computationally efficient model with a real- to simulation
time ratio of 18:1.

The complete multivariate results are found in the
appendix, where the correlations between fatigue factors and
environmental conditions are visualized.

Frequency domain analysis
Results from simulations with a constant sprading exponent
are shown in the rosette in Fig. 6. The corresponding fatigue
factors are found in Tab. 6, including fatigue factors when
including frequency wave spreading. For the single slope
SN-curve with β = 3 there is no change in the long-term
fatigue damage using a short-crested formulation for the total
sea. Theoretically a damage reduction of 10% is expected,
but due to non-uniform directional environmental loads,
the total maximum fatigue does not change significantly.
This is true for both constant an frequency dependent
spreading. When using a larger material exponent as in
SN-curve 2, the effect of wave spreading is beneficial in
terms of reduced fatigue damage. Explained by the increased
importance of reduced loading and less impact from
directional components away from the main propagation
direction.

When swell is separated from the spectrum, meaning that
the wind sea and swell spectrum are superimposed, there is a
benefit in spread energy, but there is also a larger probability
of significant misalignment angles between the swell- and
wind direction. For swell significant wave height comparable
to the wind sea wave height, this may excite low-damped
vibrational modes.This effect is not captured completely in
the frequency domain as the structure is assumed to be
excited in-line with the individual wave components, while

in time domain such components may rather contribute
to excitation of other low-damped directions. Significant
reduced fatigue damage is observed, when the swell is
modelled as short-crested. Now, more of the energy from
the swell is propagating in directions affected by the
aerodynamic damping, and hence reducing the response.

Table 6. Fatigue factors from frequency domain analyses with
single-slope SN-curves (SN) and 100% availability. Normalized
w.r.t. long-crested sea (L)

Spreading
s = 9 s(ω)

SN LL S SL SS LL S SL SS
1 0.90 1.00 1.04 0.92 0.90 1.02 1.11 0.99
2 0.76 0.83 0.81 0.67 0.76 0.79 0.84 0.70

Total fatigue damage using 90% availability is presented
in Fig. 7. The fatigue has increased by approximately
40-50% for SN-curve 2 by comapring Fig. 6b and 7b,
stating the importance of including unavailability. Relative
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Figure 6. 20-year circumferential fatigue damage at mudline
using Dirlik method in the frequency domain and 20 years of
data with spreading exponent s = 9.
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Figure 7. 20-year circumferential fatigue damage at mudline
using Dirlik method in the frequency domain and 20 years of
data with 90% availability and spreading exponent s = 9

differences with respect to long-crested sea are found in Tab.
7 and show that spreading is increasingly important when
considering availability, in terms of reducing the expected
fatigue damage.

Table 7. Fatigue factors from frequency domain analyses with
SN-curve 1, 90% availability and spreading exponent s = 9.
Normalized w.r.t. long-crested sea (L)

SN LL S SL SS
1 0.92 0.97 1.02 0.89
2 0.82 0.77 0.76 0.65

Time domain analysis
Results from time domain analysis confirm qualitatively
what was observed in frequency domain. Hence, the simple
one degree-of-freedom frequency is a good indicator for
variations in fatigue. The circumferential fatigue damage
from time domain simulations is plotted in Fig. 8,
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DL

DS

DSL

DSS

Figure 8. 20-year circumferential fatigue damage at mudline
using dynamic time domain simulations and 5 years of data.
SN-curve 3 and spreading exponent s = 9.

which shows a high degree of correlation with Fig. 6b
indicating that the high-cycle part of the SN-curve is
dominating the results. The corresponding fatigue factors
are presented in Tab. 8, showing slight fatigue reductions,
especially when modelling the swell as short-crested. Note
that the circumferential distribution in shifted slightly
counterclockwise, because the wind turbine model used in
time domain simulations are only able to translate in one
direction at the time, meaning that more wave components
will excite lightly damped vibrational directions. Comparing
with Fig. 3 and 4, the maximum fatigue occurs at the location
excited by most wave energy, but has the largest probability
of misaligned wind and waves.

Table 8. Fatigue factors from time domain analyses with
bi-linear SN-curve and spreading exponent s = 9. Normalized
w.r.t. long-crested sea (L)

S SL SS
0.90 0.88 0.74

Discussions and conclusions
It is concluded that the effects of wave spreading and swell
separation on the long-term fatigue damage are somewhat
smaller than initially expected. It may even result in lower
fatigue life when a low-cycle SN-curve is used for members
without corrosion protection. However, the more realistic
high-cycle and bi-linear SN-curves show a fatigue damage
reduction potential of up to 35%, which is of significance.
From the current analyses, it is clear that any benefit from
wave directionality on the structural fatigue damage is
site dependent as the statistical correlation between wind
and swell direction is an important parameter for dynamic
amplification and rotor-induced damping. Therefore, any
cost reductions related to less conervative environmental
modelling for both FLS and ULS design must be performed
with respect to the governing measurements or hindcast data.
For the present case, a 35% increase in fatigue damage is
equivalent to a thickness reduction of approximately 6% if



Horn et al. 9

one assume that the dynamic behaviour of the system does
not change and SN-curve 2 is used. As the cost of the
foundation is directly related to the wall thickness of the
monopile, it will contribute to lowering the levelized cost of
energy. Of course, one needs to include the response due to
turbulent wind when assessing the overall cost reduction.

It would be of interest to compare the presented results
with a water depth dependent spreading function. Such
a correction should account for the fact that incoming
waves may develop a narrower spreading when propagating
to shallower waters and introduce different frequency
dependencies on the spreading exponent. This is especially
important for extreme sea states, but to a lesser degree when
fatigue is of primary interest. The spreading effect on fatigue
damage is expected to have a significant effect when the
turbine is idling above the cut-out wind speed of 25m/s as
indicated in the scatter plots in the appendix. Therefore, the
validity of spreading in extreme sea needs to be validated by
on-site measurements.

For wind sea, the spectral peak period is the main
contributor to response excitation, while the misalignment
angle is more important for swell, whose direction is
statistically independent of the wind and wind sea direction.
When the turbine is operating, and aerodynamic damping is
significant, both the swell direction and a peak period close
to the natural period is important for fatigue damage through
dynamic amplification. Introduction of unavailability is
important for fatigue damage from the operational periods.
When the turbine is in a non-operational condition, the
fatigue reduction effect of directionality in all its presented
forms are more evident.

In further work it is recommended to include the
directional formulations presented in this paper in a fully
coupled aero-servo-hydro-elastic simulation in order to
quantify the overall effects when loads from turbulent wind
are included.
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Appendix

Figure 9. 30 years of unfiltered hindcast data at Dogger Bank
with marginal histograms and qualitative joint contour plots
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Figure 10. Correlations between environmental parameters
and fatigue factors with 100% availability. T1 is the first natural
period.
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Figure 11. Correlations between environmental parameters
and fatigue factors with 90% and 100% availability for
short-crested total sea. T1 is the first natural period.
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Abstract

In this paper, a joint distribution of all relevant environmental parameters used in design
of offshore structures including directional components is presented, along with a novel
procedure for dependency modelling between wind and wind sea. Probabilistic directional
models are rarely used for response calculation and reliability assessments of stationary
offshore structures. However, very few locations have the same environment from all
compass directions in combination with a rotationally symmetric structure. The scope
of this work is to present a general environmental joint distribution with directional
descriptions for long term design of stationary offshore structures such as offshore wind
turbines. Wind, wind sea and swell parameters will be investigated for a chosen location
in the central North Sea.

Keywords: joint distribution; environmental parameters; directional effects; design;
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1. Introduction

The present work presents a general multi-dimensional joint distribution which is fit-
ted to data from the site of a future offshore wind farm in the central North Sea. The
aim is to obtain a statistical representation of combinations of all relevant environmental
variables for design of offshore wind turbines where absolute and relative load directions5

are important for response analyses. The proposed model is useful for full long term
analyses to calibrate simplified design methods, and finding probable combinations of
environmental parameters for extreme sea states and simplified ULS design [1]. Envi-
ronmental variables include wind, wind sea, swell and tide, as well as their respective
directions. A conditional modelling approach [2] will be utilized, due to its robustness10

for description of simultaneous information in data. Copula-based methods may be an
alternative, but still need further exploration [3, 4, 5].
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Depending on the desired accuracy of the structural response and reliability estima-
tions, the joint environmental distributions can be extended to high dimensions corre-
sponding to the available site-specific data. Accounting for environmental variable corre-15

lations has shown to reduce design conservatism [6] for structures related to oil and gas
extraction on the Norwegian continental shelf. Joint modelling of offshore environmen-
tal processes has evolved over the years to facilitate probabilistic analysis of structures.
Early adoptions include a bottom-fixed structure accounting for wave height and current
[7]. A comprehensive omni-directional model including wind, wave, current and tidal20

elevation can be found in e.g. [8], and it is often referred to by standards for joint mod-
elling of environmental processes [9]. A similar model is used in e.g. [10], adopted for the
northern North Sea and more recently in [11] for several locations. In [12], an extension is
added to model the mean and standard deviation of the wind and wave direction. Later,
a model for description of combined sea (wind sea and swell) and relative directions was25

presented in e.g. [13]. It is still a challenge to model directional processes. For instance,
consistency with regard to combining omni-directional and multi-directional data must
be considered in probabilistic design [14].

For offshore wind turbines, the structural dynamics with a power-producing rotor
will introduce directionally dependent response characteristics [15, 16, 17]. Hence, a30

statistical description of both absolute and relative directions of the load processes is of
importance. A continuous wave directional distribution can be found in e.g. [18] and
combined with a structural resistance in [19] as a function of the absolute direction.
Further, a model for relative wind-wave direction was proposed in [20], but lacks relation
to the earth-fixed coordinate system, which will be introduced in the present work.35

In [21] and [22], the absolute wind direction was modelled using the von Mises dis-
tribution [23, 24], which has proven suitable for circular distributions. Furthermore, a
relation between wind speed and direction was presented in [25]. This dependency will be
also explored in this paper, with a slightly more pragmatic approach and in combination
with other relevant offshore environmental processes.40

The present study proposes a new combination of conditional environmental distri-
butions which can be found in the literature and verifies it by environmental data from
the North Sea. The paper is organized as follows: First, the example offshore site is
presented along with the data characteristics before and after pre-processing. Secondly,
the full environmental join distribution is constructed along with evaluation of the good-45

ness of the conditional fittings. Finally, an error test of the complete distribution is
performed.

2. Offshore site

Hindcast data for description of the wind and wave environment used in the study is
provided by the Norwegian Meteorological Institute [26] for the location shown in Fig. 1.50

The data contains information about the wind speed, wind direction and significant wave
height, peak period, and direction for both wind sea and swell. The data are sampled
every third hour and cover the historical period of approximately 60 years.

The hindcast data are pre-processed in order to remove ties due to discrete frequen-
cies in the hindcast model, and to make the data independent and identically distributed55

(iid). This is done by de-seasonalizing the raw data with a moving average algorithm. De-
seasoning is one of the suggested pre-processing methods when using data from measure-
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Figure 1: Planned (green) and possible (yellow) offshore wind farms at Dogger Bank with location for
hindcast data (red)

ments [27]. Note that directional data is not pre-processed. The effects of pre-processing
can be seen in Fig. 2 and 3. It is clear that the de-seasonalizing algorithm reduces the
tail-distribution of the wind speed and significant wave height, yielding smaller extreme60

values. The average conditional exceedance rate (ACER) approach as described in [28] is
plotted in Fig. 3 for two values of the conditioning parameter k. In the ACER method,
k consecutive peaks over a given exceedance level will be considered dependent and only
the first peak will be counted. It is seen that de-seasonalizing has a large effect on the
high-percentile values, but the ACER method varies from the wind speed to the wave65

height, indicating a higher inter-dependency in the wave height hindcast data. This is
reflected in Tab. 1 where the ACER method has a much larger impact on the extreme
values for wave height.

V [m/s] Hw
S [m]

k 1 2 1 2
Raw 32.74 32.61 9.07 8.68
De-seasoned 30.35 29.96 8.62 7.94

Table 1: 50-year values using the ACER method with and without de-seasonalizing
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Figure 2: De-seasonalizing of wind and wind sea
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Figure 3: Upcrossing rates by ACER method and de-seasonalizing
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Figure 4: Hindcast data before and after pre-processing using a de-seasoning algorithm
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Scatters of the data before and after pre-processing are shown in Fig. 4 for wind
speed, significant wave height and peak period for wind sea. The pre-processed data70

appears to be more densely distributed, and the ties created by binning of the peak
period are removed solely by de-seasonalizing.

3. Environmental joint distribution

Before constructing the environmental joint distribution, some observations and as-
sumptions are made regarding the measurement data. First, the wind sea and swell
components of the wave environment are assumed to be uncorrelated and treated sep-
arately. This has no effect on extreme wave heights or the distribution tail, but the
average wind sea significant wave height is smaller than the expected total sea significant
wave height. Thus, the separation is expected to reduce conservatism related to fatigue,
but retains the extreme wave loads. Due to the sheltering effect of the British Islands,
the wave climate in the central North Sea is mostly dominated by wind sea [29], and
the swell is mainly propagating in a southerly direction [17]. Second, the astronomical
tide is assumed uncorrelated with both the wind sea and swell. It should be noted that
the design standards require the storm surge component of the water level and wind
generated current to be accounted for. However, these effects are not considered in the
present work, but would otherwise be included as wind sea dependent parameters. As a
result, the complete joint distribution can be written as:

fXe = fXw · fXs · fHt (1)

where the wind sea and swell parameters are gathered in:

Xw = [V,Θv, H
w
S , Tw

P ,Θr
w]

Xs = [Hs
S , T

s
P ,Θs]

(2)

respectively, and described in Tab. 2 with distribution types used for marginal and
conditional formulations. Note that the wind speed and direction are obtained from75

hindcast data at 100 meter above sea level (m.a.s.l.) for compatibility with future offshore
wind farms, and to reduce the uncertainty that arises from manual extrapolation of the
wind speed at 10 m.a.s.l. An average power-law exponent for wind speed extrapolation
from 10 to 100 m.a.s.l. of 0.07 (18% increase) and a standard deviation of 0.05 is observed
in the hindcast data. This uncertainty is removed when using the 100 m.a.s.l. values80

directly. The dependencies between the environmental parameters are modelled using
conditional fitting parameters, which is the industry standard [9]. Other approaches
have been investigated, such as copula-based methods [4], but the traditional method
with parameter fitting has proven the most robust and practical.

The parameter dependencies can be revealed by investigating bi-variate histograms85

of the raw data and the correlation coefficients. For simplicity, each parameter can only
depend on one other parameter, but multi-dimensional dependencies are still captured
in an indirect manner. In Tab. 3, an overview is given for the dependency modelling.
For instance, Hw

S is depending on V , but not vice versa. The dependencies are chosen
based on the physics of environmental phenomena and by trials aiming to provide the90

description with minimal amount of conditional parameters. For instance, the wind
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Table 2: Marginal distribution types and description of environmental parameters

Parameter Distribution Description Unit
V v 3-p Weibull Wind speed at 100 m.a.s.l. [m/s]
Θv θv von Mises mix Wind direction at 100 m.a.s.l. [deg]
Hw

S hw 3-p Weibull Significant wave height for wind sea [m]
Tw
P tw Lognormal Peak period for wind sea spectrum [m]

Θr
w θw Trunc. Normal Relative wind-wave direction [deg]

Hs
S hs 3-p Weibull Significant wave height for swell [m]

T s
P ts Lognormal Peak period for swell spectrum [s]

Θs θs von Mises mix Swell direction [deg]
Ht H Normal mix Water level [m]

W
in
d
se
a

S
w
el
l

direction is dependent on wind speed and not the other way around as it turned out
easier to make a bounded variable conditioned on an unbounded one. More discussions
on dependency modelling can be found in e.g. [20].

Table 3: Dependency table with dependent variable in rows and independent in columns

V Θv Hw
S Tw

P Θw
r Hs

S T s
P Θs Ht

V 1
Θv 1 1
Hw

S 1 1
Tw
P 1 1

Θw
r 1 1

Hs
S 1

T s
P 1 1

Θs 1 1
Ht 1

The distribution parameters, e.g. the mean value, standard deviation etc., in the con-
ditional PDFs are fitted to the pre-processed hindcast data with a least-squares algorithm
and a general non-linear regression line given by:

p(x) = p1 + p2 · xp3 + p4 exp[p5(x+ p6)
p7 ] (3)

for a given parameter p as a function of x with the fitting constants p1,...,7. This is an95

extended fitting function to those presented in e.g. [9, 12]. Since there is no need to fit
seven constants for each distribution parameter, the distribution parameter regression
lines are constructed individually to obtain a reasonable function for extrapolation to
be presented in the next subsections. Resulting fitting parameters can be found in the
appendix.100

3.1. Wind and wind sea

The model for wind sea parameters is assumed to only depend on the wind speed.
Also, the peak period is assumed independent of the wind speed, which is often a good
assumption [11, 20]. It has also been observed that the relative direction between wind

6



and wind sea can be described with a Normal distribution. The wind sea joint distribution
is then approximated as:

fXw
≈ fV · fΘv|V · fHw

S |V · fTw
P |Hw

S
· fΘr

w|Hw
S

(4)

Figure 5: Wind speed data with Weibull fit

Figure 5 shows the quantile plot of the wind speed marginal distribution using the
3-parameter Weibull distribution. The wind direction is dependent on the wind speed
and found to be well approximated by a combination of von Mises distributions, using
the von Mises mixture distribution:

fΘv|V (θv|v) =
nθv∑

i=1

wi(v) · f (i)
Θv

(θv) =

nθv∑

i=1

wi(v)
eκi cos(θv−µi)

2πI0(κi)
(5)

where
∑

i wi(u) ≈ 1 and I0 is the modified Bessel function of order zero. For the marginal
distribution in Fig. 6, nθv = 3 has proven sufficient. The figure also show the contribution
from each component and both the location (µ) and the concentration parameter (κ) are105

kept independent of wind speed in the conditional model. The wind speed dependent
weights can be found in Fig. 7, while the remaining values can be found in the appendix.

The wind speed-conditioned directional distribution in Fig. 8 shows that strong winds
are more likely to originate from the south west, which is well captured by the model.

The wind sea significant wave height conditioned on the wind speed follows a three110

parameter Weibull distribution as illustrated with some examples in Fig. 9a obtained
with the fitted parameters in Fig. 9b. Describing the parameters in a three-parameter
Weibull distribution conditionally is not presented elsewhere in the literature and may
prove challenging. A good fit is observed for most Hw

S values, using a two-step fitting
procedure; first, an estimation of the location parameter (γ) is performed [30] for each115

wind speed bin and a continuous fit is made based on Eq. 3. Second, a 2-parameter
Weibull fit is performed in the same bins, correcting the data with the analytic location
parameter obtained in the previous step. As a result, simple expressions are obtained as
a function of the wind speed, with fitting constants given in the Appendix. Care should
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Figure 6: Marginal directional wind distribution with each von Mises component
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Figure 7: Fitting of weighting parameters for wind speed direction

be taken in modelling the location parameter in order to capture the smallest values of120

the significant wave height, which are most probably occurring for low wind speeds as
seen in Fig. 9b.

The wave peak period is dependent on the significant wave height. The fitted param-
eters are found in Fig. 10b and the conditional quantile plots can be found in Fig. 10a.
For small wave heights, it appears that some large values of the peak period does not sat-125

isfy a Lognormal assumption. These data are probably representing swell periods, which
are unsuccessfully separated from the wind sea during generation of hindcast data. Such
data are also visible in Fig. 4, where some outliers in terms of small steepness are ob-
served. Further, the wind-wave relative direction is modelled with a Normal distribution
truncated on ±90 degrees relative to the wind direction. The quantile plots in Fig. 11a130

shows a good fit with the parameters in Fig. 11b. Interestingly, the standard deviation is
independent of the wave height, while the mean relative direction is decreasing linearly,
due to a higher probability of time lag between the wind and wave directional changes
for high sea states. In other words, the relative probability of misaligned wind and wind
sea is increasing with increasing wave height.135
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Figure 8: Fitting goodness of wind direction conditioned on the wind speed
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Figure 9: Wind sea significant wave height

3.2. Swell

The joint distribution for swell is assumed independent of the wind sea variables and
approximated as:

fXs
≈ fHs

S
· fT s

P |Hs
S
· fΘs|Hs

S
(6)

where the swell peak period is conditioned on the swell significant wave height and
the direction of propagation is dependent on significant wave height. The 3-parameter
Weibull distribution provides a good fit for the swell significant wave height as seen in
Fig. 12a when Hs

S > e−1 ≈ 0.37 meter. Furthermore, the swell directional distribution
in Fig. 12b is approximated by a bimodal von Mises mixture distribution, representing
the swell from the northern and southern North Sea. In [29], typical swell directions can
be found, indicating that swell from north originates from heavy weather in the north
Atlantic sea. However, the Dogger Bank area is still dominated by wind sea due to a
high degree of energy dissipation in the swell before reaching the area of interest. Swell
from the south and other directions is less likely, but present in the hindcast data. Of
course, the swell separation technique used by the wave spectral model by which the
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Figure 11: Wind sea relative direction

data were simulated might affect the predicted direction as well as the period and wave
height combinations, introducing uncertainties in the data and the fitted model. It can
therefore be argued that modelling the swell directional distributions may require some
additional considerations, especially for the direction. The directional dependency on
the swell wave height is modelled in a similar manner as the conditional wind direction,
with two dominating directions:

fΘs|Hs
S
(θs|hs) =

2∑

i=1

wi(hs) · f (i)
Θs

(θs) =
2∑

i=1

wi(hs)
eκi cos(θs−µi)

2πI0(κi)
(7)

The first direction is from south, with a wide spread as seen in Fig. 12b, resulting in a
close to uniform distribution. The second is from north, which is more narrow banded.
With a least-squares fitting method, the best weighting parameters are found given the
µ and κ parameters in the von Mises distribution obtained from the marginal fit. The140

result is shown in Fig. 14 with power function fits, and fitting parameters can be found

in the appendix. As expected, the northern direction (Θ
(2)
s ) dominates for larger Hs

S .
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(a) Swell significant wave height (b) Marginal swell directional distribution

Figure 12: Swell wave height and directional distribution
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Figure 13: Swell peak period with fitted function for the swell wave height dependent parameters

The swell peak period dependence on the swell significant wave height is well captured
by a conditional Lognormal distribution as seen in Fig. 13a and 13b for quantile plots
and parameter fitting, respectively.145

3.3. Tide

As tidal current is not expected to lead to an increased loading at the bottom-fixed
wind turbines at the present site, at least in a linear manner, it is neglected in this
study. However, the water level variation induced by tides may affect the wave loads
significantly due to the shallow water depths and is therefore included.150

The tide is modelled as an independent process. By only accounting for tidal varia-
tions due to the astronomical tide, this is expected to be a good approximation. However,
this may be non-conservative for three-hour analysis of extreme sea-states, as the storm
duration is typically longer than three hours when including the temporal evolution. To
account for the possibility of having a high sea state in combination with a high astro-
nomical tide, the industry standards typically require extreme conditions to be modelled
in combination with an high water level [27]. Other important environmental phenomena
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Figure 14: Weighting parameters for 2-folded von Mises mixture distribution of swell direction with
fitting functions

leading to currents and water level variations such as storm surge is not accounted for in
the present work, but should rather be included in the description of the wind sea, wind
speed dependent. The water level data is retrieved from www.worldtide.info for the
actual location, transformed to values representative for three hour durations for com-
patibility with the hindcast data, and fitted to a Gaussian mixture model as illustrated
in Fig. 15. Here, two components are needed for a good fit, and the tidal water level
distribution is modelled as:

fHt
∼

2∑

i=1

wi · N (µi, σ
2
i ) (8)

with the fitting parameters given in the appendix.

Figure 15: Tidal elevation
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4. Simulation results

With an environmental model that contains a large number of variables where many
of them are uncorrelated, numerical integration over the complete domain in combina-
tion with response calculation of offshore structures may become computationally too155

demanding and impractical to perform. Also, direct integration would not yield any
error estimation. The efficiency of methods based on Monte Carlo simulation (MCS)
does, however, not depend on the sampling domain. Latin Hypercube sampling (LHS)
is another way of sampling from a high-dimensional domain and has proven efficient in
terms of probability density estimation and in applications related to structural reliabil-160

ity analysis [31]. Hence, MCS or LHS with variance reduction techniques and various
means of importance sampling related to the system dynamics are promising tools for use
in probabilistic design where the stochastic variables are described by a joint probability
model. See e.g. [32] and [33] for examples of application.

The obtained joint probability density function is tested against the pre-processed
hindcast data by a Monte Carlo simulation. All 2D combinations in the data are com-
pared with a root-mean-square-error (RMSE) estimate given as:

RMSE =

√∑

j

∑

i

(Xij − Yij)2 (9)

for fractions of empirical data X and simulated data Y in bin (i,j), an approach sim-165

ilar to [3]. Each data set is divided into the same 50 equally spaced intervals, so that
i, j = 1, . . . , 50. Results from 150 000 MCS are shown in Tab. 4. Except for the marginal
swell directional distribution, the RMSE values are in general low, indicating good rep-
resentation of both marginals on the diagonal and joint distributions elsewhere.

The resulting marginals are presented in the form of histograms to illustrate the170

similarities between the pre-processed hindcast data and simulated data. The wind speed
and wind direction show a very good fit in Fig. 16. In Fig. 17, the wind sea parameters
are compared, showing only a slight deviation for small values of the significant wave
height and peak period. Swell sea and tidal elevation are presented in Fig. 18, and again
the agreement is good, although the directional hindcast data is not completely described175

by a 2-fold von Mises distribution due to some irregularities.

Table 4: RMSE from simulations

V Θv Hw
S Tw

P Θr
w Hs

S T s
P Θs Ht

V 0.012 0.006 0.018 0.021 0.013 0.012 0.022 0.044 -
Θv - 0.013 0.007 0.009 0.029 0.014 0.009 0.047 -
Hw

S - - 0.027 0.036 0.015 0.014 0.042 0.054 -
Tw
P - - - 0.029 0.013 0.013 0.045 0.046 -

Θr
w - - - - 0.011 0.015 0.016 0.064 -

Hs
S - - - - - 0.036 0.019 0.054 -

T s
P - - - - - - 0.025 0.051 -

Θs - - - - - - - 0.191 -
Ht - - - - - - - - 0.029
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(a) (b)

Figure 16: Pre-prcessed wind data compared to results from MCS

(a) (b)

(c)

Figure 17: Pre-prcessed wind sea data compared to results from MCS
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(a) (b)

(c) (d)

Figure 18: Pre-prcessed swell and tidal data compared to results from MCS

4.1. Environmental contours

To further compare the fitted model with the hindcast data, several environmental
contours calculated using IFORM [1] have been established. The results are shown
in Fig. 19a for 2D contours for wind speed and wind sea significant wave height and180

for peak period in Fig. 19b. From Fig. 19a, it can be observed that the model will
allow slightly higher extreme wave heights for approximately 8 < V < 18 than the
hindcast data suggests. This is partly a result of the statistical uncertainty when fitting
a distribution to hindcast data as higher classes of wave heights given wind speed include
less observations. To investigate the assumption of independent wind sea and swell,185

the corresponding wave heights and contour lines are plotted in Fig. 19c. Overall, the
hindcast data seems to lie inside the contour lines, without excessive out-crossings of
the 50-year contour line. To illustrate some 3D effects, the significant wave height and
peak period for wind sea is plotted in Fig. 19d for 22 < V < 24. This domain contains
very few data points and are subject to statistical uncertainty due to limited numbers190

of observations. Therefore, larger variations are observed in the peak period for a given
wave height when extrapolating to 10 and 50 year return periods.
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Figure 19: Contour lines for environmental conmbinations with 10 and 50 year return periods including
pre-processed hindcast data

5. Conclusion

A method for obtaining an analytic probabilistic description of the environmental
parameters including directional effects is proposed and verified by hindcast data from a195

specific location in the North Sea. The model provides a good representation of the wind,
wind sea and swell environment at the considered location. The model is meant to be used
for calculations of environmental loads of marine structures, e.g. offshore wind turbines,
in probabilistic design. A paper demonstrating its application will follow. A conservative
description of the peak period for a given significant wave height is also demonstrated by200

use of the contour plots, which is a good tool for design of dynamically sensitive offshore
structures subjected to higher order loading, like bottom-fixed monopile-mounted wind
turbines [34].

A von Mises mixture distribution conditioned on the wind speed is successfully
adopted for modelling the wind direction, and has proven very flexible for multi-directional205

processes. As a first approach, only conditioning the weights of the main wind directions
in the folded von Mises distribution has proven very effective. The continuous directional
distribution of wind speed which is proposed can be used in probabilistic analysis of rota-
tionally symmetric structures or as a response parameter for non-symmetric structures.
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To the authors’ knowledge, a 3-parameter Weibull distribution of significant wave height210

conditioned on the wind speed has been established for the first time, and an efficient
fitting method is presented in order to obtain a satisfactory fit. Also, a separate joint
distribution for swell is useful especially for fatigue design and will allow to capture im-
portant response for structures sensitive to environmental directions, such as offshore
wind turbines. In a similar manner, a description of the current velocity and direction215

may be included in the proposed joint model if such data exists.
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Table 5: Fitting constants

Var. Par. Arg. Marg. p1 p2 p3 p4 p5 p6 p7
V α - 9.49e+00 9.49e+00 0 1 0 1 0 1

β - 2.19e+00 2.19e+00 0 1 0 1 0 1
γ - 2.28e+00 2.28e+00 0 1 0 1 0 1

Θv w1 v 2.77e-01 0 0 1 4.28e-01 -1.06e-03 1 2.52e+00
w2 v 4.33e-01 0 0 1 1 -1.62e+03 1.89e+01 -2.28e+00
w3 v 2.90e-01 0 0 1 2.26e+00 -1.63e+00 5.88e+00 1.03e-01
µ1 - 1.11e+02 1.11e+02 0 1 0 1 0 1
µ2 - 2.27e+02 2.27e+02 0 1 0 1 0 1
µ3 - 3.24e+02 3.24e+02 0 1 0 1 0 1
κ1 - 1.02e+00 1.02e+00 0 1 0 1 0 1
κ2 - 2.02e+00 2.02e+00 0 1 0 1 0 1
κ3 - 1.73e+00 1.73e+00 0 1 0 1 0 1

Hw
S α v 1.56e+00 7.04e-01 0 0 1.32e+00 -1.23e+02 0 -2.00e+00

β v 1.43e+00 1.51e+00 4.41e+01 -1.39e+00 0 1 0 1
γ v -9.39e-02 -5.94e-01 6.96e-03 2.00e+00 0 1 0 1

Tw
P µ h 1.61e+00 0 1.58e+00 2.45e-01 0 1 0 1

σ h 3.54e-01 0 1.35e-01 -2.14e-01 0 1 0 1
Θr

w µ h 2.38e-01 4.45e+00 -2.57e+00 1 0 1 0 1
σ h 1.71e+01 1.63e+01 0 1 0 1 0 1

Hs
S α - 6.38e-01 6.38e-01 0 1 0 1 0 1

β - 1.32e+00 1.32e+00 0 1 0 1 0 1
γ - 3.32e-01 3.32e-01 0 1 0 1 0 1

T s
P µ hs 2.03e+00 0 2.11e+00 1.45e-01 0 1 0 1

σ hs 2.81e-01 0 0 1 3.22e-01 -2.97e-01 0 1
Θs w1 hs 6.93e-01 1.53e+00 -9.53e-01 2.60e-01 0 1 0 1

w2 hs 3.07e-01 -5.26e-01 9.53e-01 2.60e-01 0 1 0 1
µ1 - 1.80e+02 1.80e+02 0 1 0 1 0 1
µ2 - 3.00e+00 3.00e+00 0 1 0 1 0 1
κ1 - 1.71e-01 1.71e-01 0 1 0 1 0 1
κ2 - 7.42e+01 7.42e+01 0 1 0 1 0 1

Ht w1 - 5.01e-01 5.01e-01 0 1 0 1 0 1
w2 - 4.99e-01 4.99e-01 0 1 0 1 0 1
µ1 - 4.27e-01 4.27e-01 0 1 0 1 0 1
µ2 - -4.30e-01 -4.30e-01 0 1 0 1 0 1
σ1 - 7.35e-02 7.35e-02 0 1 0 1 0 1
σ2 - 7.79e-02 7.79e-02 0 1 0 1 0 1
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Paper V

Extreme response estimation of offshore wind turbines
with an extended contour-line method
Jan-Tore Horn and Steven R. Winterstein
Journal of Physics: Conference Series, 2018

Abstract The contour-line method is a simplified approach for finding the long-term ex-
treme values by a small number of short-term analyses. It is assumed the response with a
return period of T years occurs during a sea-state with a shorter or equal return period.
This provides good extreme response estimates for structures dominated by wave loads and
have a monotonic response behaviour. For an offshore wind turbine, the power production
stops at a certain wind speed to reduce wear, changing the dynamics of the system dra-
matically, from wind to wave load dominated. Also, there is a non-negligible probability for
the turbine being unable to operate although the wind speeds would suggest so, due to e.g.
grid- or mechanical failure. Therefore, the original contour-line method for extreme response
estimation is not applicable without some modifications to account for changing dynamics.
In the present work, it is suggested to treat the operational and non-operational conditions
as two sub-populations and estimate the Tyear response in each population by a standard
contour-line method. Next, the results from each sub-population are combined in order to
estimate the total T-year response in consistent manner.
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Abstract. The contour-line method is a simplified approach for finding the long-term extreme
values by a small number of short-term analyses. It is assumed the response with a return period
of T years occurs during a sea-state with a shorter or equal return period. This provides good
extreme response estimates for structures with a response behaviour monotonically increasing
with the severity of the sea-state. For an offshore wind turbine, the power production stops at
a certain wind speed to reduce wear, changing the dynamics of the system dramatically, from
wind to wave load dominated. Also, there is a non-negligible probability for the turbine being
unable to operate although the wind speeds would suggest so, due to e.g. grid- or mechanical
failure. Therefore, the original contour-line method for extreme response estimation is not
applicable without some modifications to account for changing dynamics. In the present work,
it is suggested to treat the operational and non-operational conditions as two sub-populations
and estimate the T-year response in each population by a standard contour-line method. Next,
the results from each sub-population are combined in order to estimate the total T-year response
in consistent manner.

1. Introduction
A method for long term extreme value analysis of a system with multiple sub-populations of
dynamic response characteristics is presented. The approach is suggested in [1] to combine
environmental sub-populations related to load directions and sub-populations related to different
response models. Offshore wind turbines (OWTs) have, simply formulated, two dynamic
response models; one for operating turbine, and one for an idle or parked turbine. Depending
on the response parameter of interest, both sub-populations may be important to consider in
both FLS and ULS design.

The present work investigates whether such an approach is feasible on a large, bottom-fixed,
monopile-mounted OWT in a water depth of 30 meters. Typical responses of interest are; forces
and moments in the transition between tower and foundation, soil deformation, blade root
loads, bending moments in the foundation and nacelle accelerations affecting the drive train
loads. Here, the two latter responses will be investigated. The long-term extreme values are to
be found with environmental contours and the inverse first-order reliability method (IFORM)
[2] for parked and operational turbine, and verified with an extreme value distribution based on
a full long-term analysis (FLTA). The method has previously been used on OWTs for assessing
extreme loads during operation in e.g. [3, 4].



The issue with applying simplified methods for extreme value analyses of OWTs are presented
along with suggested remedies for the response discontinuities in [5, 6]. For comparison, the
present work will also use the contour-line method, but instead of modifications, the original
method presented in [2] will be performed on several sub-domains of the problem. Hence, the
response discontinuities presented in e.g. [7] will not be present in the chosen sub-populations.
The final step is to combine the results to obtain a extreme response consistent with the required
exceedance probability, a non-trivial problem illustrated in [8] for responses dependent on load
directionality.

This paper will first present approaches used for long term extreme value analyses and
combined responses. Next, the response sub-populations, environmental- and numerical
model will be presented. Finally. results and discussions will evaluate the applicability and
consequences of the suggested approach.

2. Extreme response estimation
Two methods for estimation of extreme response will presented. The full long-term analysis
(FLTA) taking into account weighted response contributions from the complete environmental
domain is considered exact and will be used to verify the IFORM-based environmental contour
method (ECM).

2.1. Full long-term analysis
For sub-population 1, the CDF of the maximum response in a 1-hour sea state using an FLTA
is found by numerical integration as [9]:

F
(1)
X1h

(x) = exp

{∫

v

∫

h
lnF

(1)
X1h|V,HS ,TP

(x|v, h, te) f (1)
V,HS

(v, h) dv dh

}
(1)

where the wind speed and significant wave height are described by their joint distribution, while
the expected peak period te is used. Similarly for sub-population 2:

F
(2)
X1h

(x) = exp

{∫

h

∫

t
lnF

(2)
X1h|V,HS ,TP

(x|ve, h, t) fHS ,TP
(h, t) dt dh

}
(2)

where the significant wave height and peak period are described by their joint distribution, while
the expected wind speed ve is used for response calculations. Here, Eq. (1) and (2) are evaluated
numerically using the bins in Tab. 1 and 90 10-minute simulations are performed in each bin for
sufficiently accurate results. It is assumed that the extreme value in each 10-minute simulation
is Gumbel distributed, so that the 1-hour extreme value distribution for each simulation bin is
found by a power of six:

FX1h|V,HS ,TP
=

[
FX10min|V,HS ,TP

]6
(3)

Parameter Min Max Step
V [m/s] 4 36 1
HS [m] 0 10 0.5
TP [s] 2 18 1

Table 1: Bins for FLTA



2.2. Environmental contour method
The ECM is a method for estimating the extreme response by limiting the number of sea-
states. The method is very useful when extreme responses are dominated by a small number
of environmental conditions. More specifically, the extreme response with a return period of T
years is approximated by a sea-state with a similar return period. The environmental parameters
describing this sea-state is here vT for wind speed, hT for significant wave height and tT for peak
period. When the CDF of the 1-hour extreme response for this sea-state is established by e.g.
time-domain simulations, the extreme response xT is found by:

xT ≈ F−1
X1h|V,HS ,TP

(α|vT , hT , tT ) (4)

for some appropriate fractile α. For a range of wave-driven offshore problems, typical α values
have been found in the range 0.75-0.95 [10]. Note that only 2D environmental domains will be
considered in the present work, meaning that one of the three environmental parameters will
be replaced by their expected value conditioned on the remaining parameters, as described in
detail later.

2.3. Combined extreme response
For each operational sub-population, the extreme response functions are evaluated separately,
and later combined into a total extreme response. Let X1h denote the 1-hour extreme response of
a given parameter, FX1h

is its cumulative distribution and GX1h
= 1−FX1h

is the complementary
CDF (CCDF). The total response CDF is simply found by a weighted sum of the contributing
populations:

FX1h
(x) =

∑

i

pi F
(i)
X1h

(x) (5)

and simlarly with the CCDFs:

GX1h
(x) =

∑

i

piG
(i)
X1h

(x) (6)

where pi is the probability of sub-population i. The CDF conditioned on response sub-population
i can be evaluated accurately with an FLTA, or with the ECM [10]. The objective is to extended
the latter for use with offshore wind turbines, which is done with an alternative approach in
[5, 6].

3. Proposed method
The proposed procedure for estimating long term extremes using the ECM in several response
sub-populations is:

a) Estimate extreme response xT in each sub-population for two return periods, say T1 = 50
and T2 = 500. Use the ECM and Eq. 4, assuming only this population is acting.

b) Estimate the response CCDF GC
X1h

(x), where C denotes contour, for each sub-population

using the obtained responses. Use the relation GC
X1h

(xT ) = 1/(T · 365 · 24) for finding the
two fitting points used for linear fitting.

c) Find the total GC
X1h

(x) using Eq. 6.

Of course, the response CCDFs can be found with more fitting points from the ECM and a
curved CCDF may be obtained. However, the linear assumption is used in the present work for
simplicity. The linear fit can for instance be performed using:

− log10G
C
X1h

(x) = ABc(x); c(x) =
lnx− lnxT1

lnxT2 − lnxT1

(7)

where A = log10 T1 and AB = log10 T2. The choices of fitting form, and the return periods T1

and T2 used in these fits, are discussed further in [1].



4. Sub-populations
The system dynamics of an OWT is considerably different between parked and operational
state. Hence, it is natural to divide the lifetime into fractions as function of the up-time of the
turbine. The sub-populations defining the dynamic response models are illustrated in Fig. 1
with corresponding probabilities of occurrence, and are defined as:

1. Operational turbine within operational wind speed limits

2. Parked turbine due to general unavailability independent of wind speeds

3. Parked turbine due to wind exceeding operational wind speed limit (25 m/s)

4. Parked turbine due to wind below lower operational wind speed (4 m/s)

To limit the number of sub-populations, the CDFs from population 3 and 4 are taken as

constants. Assuming that p4 F
(4)
X1h

≈ p4 is expected to be a good approximation due to small
response in this population. Also, it is assumed that the extreme response for V > 25 is mostly

covered by sub-population 2, so that we can assume p3 F
(3)
X1h

≈ 0. The actual contribution from
sub-population 3 is left for future work. Hence, only sub-populations 1 and 2 will be evaluated
here. The total availability is set to 90% in accordance with [11].

0 5 10 15 20 25 30

Figure 1: Sub-populations with lifetime fractions pi

5. Environmental model
The environmental parameters to be considered are the hub-height mean wind speed, significant
wave height and peak period. Turbulence intensity is set to 10%, and the wind field is calculated
with TurbSim [12] using the Kaimal spectrum. For the irregular waves, the JONSWAP spectrum
with long-crested formulation with co-directional wind and waves. Due to dynamic properties
in the two sub-populations and to limit the problem to two environmental dimensions in each
sub-population, slightly different environmental descriptions are used. For sub-population 1,
meaning operational turbine, the wind speed and significant wave height are assumed to be
the governing parameters and will be treated as stochastic, while for the peak period, the
expected value is used. For sub-population 2, and parked turbine, wave loads are assumed to
be dominating, meaning that the significant wave height and peak period are stochastic, while
the wind speed is the expected wind speed conditioned on the peak period.

5.1. Joint distributions
The joint distribution of hub-height mean wind speed and significant wave height is:

fV,HS
(v, h) = fV (v;αv, βv, γv) fHS |V (h;αh(u), βh(u), γh(u)) (8)



where both are assumed to be Weibull distributed with three parameters α, β and γ. To be
used with sub-population 1, the joint distribution is modified as:

f
(1)
V,HS

(v, h) =

{
fV,HS

(v,h)

FV (25)−FV (4) for 4 ≤ v ≤ 25

0 else
(9)

to account for operational wind speed limits. Further, the significant wave height and peak
period joint distribution is given as:

fHS ,TP
(h, t) =

∫ ∞

0
fV,HS

(v, h) dv fTP |HS
(t;µlog t(h), σlog t(h)) (10)

where the peak period distribution condition on significant wave height is assumed lognormally
distributed.

5.2. Wind
The chosen location for the environmental basis is Dogger Bank in the central North Sea [13],
where the parameters in the 3-parameter Weibull-distributed wind speed are found as:

αv = 9.5 (11a)

βv = 2.2 (11b)

γv = 2.3 (11c)

5.3. Wind sea
The significant wave height is described with a 3-parameter Weibull distribution with the
parameters conditioned on the wind speed v as:

αh(v) = 0.70 + 1.3 e−120 v−2
(12a)

βh(v) = 1.5 + 44 v−1.4 (12b)

γh(v) = −0.60 + 0.007 v2 (12c)

Further, the peak period is lognormally distributed with the mean and variance conditioned on
the significant wave height as:

µlog t(h) = 1.6h0.24 (13a)

σlog t(h) = 0.14h−0.21 (13b)

For sub-population 1, the wave peak period is modelled deterministically as a function of the
mean wind speed v using the curve-fitted relation:

te = 1.99 + 0.17 v1.24e (14)

The inverse relation is used in sub-population 2, where the mean wind speed is a function of the
peak period.

5.4. Environmental contours
In Fig. 2, the two-dimensional 50- and 500-year environmental contour-lines created using the
Rosenblatt transform [14] are shown for both sub-populations. Specific sea-states to be checked
when using the ECM are outlined.
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Figure 2: 2D environmental contours including points used with IFORM

6. Numerical OWT model
The numerical model is an FEM model in USFOS/vpOne of the 10MW DTU reference wind
turbine [15] mounted on a monopile in 30 meters water depth at Dogger Bank in the central
North Sea. See Fig. 3 for illustration and main dimensions of tower and foundation. First
fore-aft natural period is 4.4 seconds. For the load calculations, unsteady BEM theory [16] is
used for the blades, and for wave loads; the first order wave theory with a vertical stretching to
the free surface [17]. When the turbine is parked, or idling, the blade pitch is set to 82 degrees
with respect to incoming wind direction, resulting in a slowly rotating rotor and small wind
loads.

Figure 3: Illustration of numerical FEM model in USFOS/vpOne

7. Results
In this section, results from the combined extreme response analyses using the ECM and the
FLTA are presented.



7.1. Nacelle acceleration
The environmental contours and isoquants for the nacelle tower-top acceleration are shown
in Fig. 4. For each combination of significant wave height and peak period, 90 10-minute
simulations are performed in order to predict the 1-hour response at a fractile of α = 0.8 with
sufficient confidence. The discretization are performed with a step of 0.5m for HS , and 1s for
TP , excluding combinations outside the 500 year environmental contour. For sub-population
1, the response is mostly affected by wind loads at lower wind speeds, but wave driven for
approximately HS > 2m. When the turbine is parked, an amplification in the response is seen
around TP = 5s, where the first natural period of the turbine is excited. Elsewhere, responses
systematically increase with HS and decrease with TP .
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Figure 4: Isoquants for short-term nacelle acceleration with the fractile α = 0.8 in Eq. (4).
Sea-states leading to the most severe responses on the two contours are highlighted.

In Fig. 5, the results from the combined extreme value analysis is presented. In Fig. 5a,
the exact CCDFs along with the linear curve-fits using the sea-states marked in Fig 4a and the
optimal fractiles in Tab. 2. It is seen that a linear fit is a good approximation for response values
with high return periods. The combined response using Eq. 6 is shown in Fig. 5b, indicating
that the correct 50-year nacelle acceleration is slightly above 1.8m/s2.
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Figure 5: Response CCDFs and combined extreme response for nacelle acceleration. Sub-
population 1 in blue and sub-population 2 in green.



T [years] α1 α2

50 0.93 0.95
500 0.97 0.97

Table 2: Optimal fractiles for extreme nacelle acceleration

The response fractiles in Tab. 2 are the fractiles needed to best approximate the CCDFs
between 50 and 500 years return period. The fractiles needed in both sub-populations are
quite similar, with higher fractiles for longer return periods. Also, fractiles for longer return
periods are excpected to increase due to more dominant response variability, which is indeed
reflected in Tab. 2. Figure 6 show the Gumbel fits for the sea-states used with ECM. It is found
that 90 10-minute simulations are sufficient to predict the 10-minute extremes. The 1-hour
extreme distribution is then found by applying Eq. 3. For future work, the accuracy of such a
transformation may be investigated, compared to performing 1-hour simulations.
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Figure 6: CDFs and Gumbel fits for 10-minute extreme nacelle acceleration with sea-states
chosen for T -year response estimates with ECM.

7.2. Bending moment
Isoquants for the extreme bending moment at mudline is shown in Fig. 7 for both populations
using the same simulations as for the nacelle acceleration case. The response dependency on
the environmental parameters are similar to the nacelle acceleration. However, the operational
case is dominating due to the large static moment induced by the mean wind speed. Also, HS
is the most important parameter for the non-operational turbine as seen by the dominating
sea-states in Fig. 7. The exact and ECM-created CCDFs are shown in Fig. 8a for the bending
moment at mudline and combined CCDF is plotted in Fig. 8b using the optimal fractiles in Tab.
3. In contrast to the nacelle acceleration, the operational sub-population is dominant and the
combined response is very little affected by the parked turbine. Also, for the extreme bending
moment, considering only sub-population 1 is slightly conservative.
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Figure 7: Isoquants for short-term mudline bending moment with the fractile α = 0.8 in Eq. 4.
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Figure 8: Response CCDFs and combined extreme response for bending moment at mudline.
Sub-population 1 in blue and sub-population 2 in green.

T [years] α1 α2

50 0.83 0.88
500 0.92 0.92

Table 3: Optimal fractiles for extreme bending moment

8. Conclusion
A method for estimation of the T -year extreme response from several response sub-populations
is presented. The method is applied to an offshore wind turbine with different response
characteristics during operational and parked state. Compared to an FLTA, the environmental
contour method is very efficient and can provide good results given appropriate response fractiles.

For response parameters dominated by the operational state of the offshore wind turbine,
using the extreme values assuming the turbine is 100% operational will yield an upper bound
of the extreme response. Similarly, for response parameters dominated by a parked turbine, an
upper bound is obtained by assuming a turbine which is always idling. In the latter case,
the upper bound is expected to be quite conservative due to the small probability of this
sub-population. Depending on which response parameter that is important for ULS design,



combining all sub-populations may both increase or decrease the true 50-year response compared
to a fully operational turbine, as seen in the presented results. Although the relative differences
are minor in the present case, the method is useful to establish this fact, and may be used for
more response parameters and other types of offshore wind turbine structures.

It is worthwhile to mention that the low-damped parked turbine state is expected to
contribute more to the combined response if a wave load model of higher order is used, see
e.g. [17, 18].

Acknowledgments
This work has been carried out at the Centre for Autonomous Marine Operations and Systems
(NTNU AMOS). The Norwegian Research Council is acknowledged as the main sponsor of
NTNU AMOS. This work was supported by the Research Council of Norway through the Centres
of Excellence funding scheme, Project number 223254 - NTNU AMOS.

References
[1] Steven R. Winterstein. Environmental Contours : Including the Effects of Directionality and other sub-

populations. Technical Report August, Menlo Park, CA, 2017.
[2] Steven R. Winterstein, T. C. Ude, C. A. Cornell, P. Bjerager, and S. Haver. Environmental parameters for

extreme response: Inverse FORM with omission factors. In Proc. 6th Int. Conf. on Structural Safety and
Reliability, Innsbruck, Austria, 1993.

[3] Puneet Agarwal and Lance Manuel. Simulation of offshore wind turbine response for long-term extreme load
prediction. Engineering Structures, 31(10):2236–2246, 2009.

[4] K. Saranyasoontorn and L. Manuel. Efficient models for wind turbine extreme loads using inverse reliability.
Journal of Wind Engineering and Industrial Aerodynamics, 92(10):789–804, 2004.

[5] Qinyuan Li, Zhen Gao, and Torgeir Moan. Modified environmental contour method for predicting long-term
extreme responses of bottom-fixed offshore wind turbines. Marine Structures, 48:15–32, 2016.

[6] Qinyuan Li, Zhen Gao, and Torgeir Moan. Modified environmental contour method to determine the long-
term extreme responses of a semi-submersible wind turbine. Ocean Engineering, 142(July):563–576, 2017.

[7] Korn Saranyasoontorn and Lance Manuel. On assessing the accuracy of offshore wind turbine reliability-
based design loads from the environmental contour method. 15(2):132–140, 2005.

[8] George Z. Forristall. On the Use of Directional Wave Criteria. Journal of Waterway, Port, Coastal, and
Ocean Engineering, 130(6):312–321, 2004.

[9] Torgeir Moan and Arvid Naess. Stochastic Dynamics of Marine Structures. Cambridge University Press,
2013.

[10] Sverre Haver and Steven R. Winterstein. Environmental contour lines: A method for estimating long term
extremes by a short term analysis. Transactions - Society of Naval Architects and Marine Engineers,
116:116–127, 2009.

[11] DNV GL. Loads and site conditions for wind turbines. Technical Report November, 2016.
[12] N.D Kelley and Bonnie Jonkman. Overview of the TurbSim Stochastic Inflow Turbulence Simulator. 2007.
[13] Jan Tore Horn, Jørgen R. Krokstad, and Jørgen Amdahl. Joint Probability Distribution of Environmental

Conditions for Design of Offshore Wind Turbines. In Proceedings of the 36th International Conference on
Ocean, Offshore and Arctic Engineering, Trondheim, Norway, 2017.

[14] H.O. Madsen, S. Krenk, and N.C. Lind. Methods of Structural Safety. Prentice-Hall, Inc., 1986.
[15] Christian Bak, Frederik Zahle, Robert Bitsche, Anders Yde, Lars Christian Henriksen, Anand Nata, and

Morten Hartvig Hansen. Description of the DTU 10 MW Reference Wind Turbine. Technical report,
DTU, 2013.

[16] Martin O L Hansen. Aerodynamics of wind turbines, Second edition, volume 9781849770. 2013.
[17] Jan Tore Horn, Jørgen R. Krokstad, and Jørgen Amdahl. Hydro-Elastic Contributions to Fatigue Damage

on a Large Monopile. Energy Procedia, 2016.
[18] Signe Schløer, Henrik Bredmose, and Harry B. Bingham. The influence of fully nonlinear wave forces on

aero-hydro-elastic calculations of monopile wind turbines. Marine Structures, 50:162–188, 2016.



Paper VI

Fatigue reliability assessment of offshore wind turbines
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Abstract In this paper, the impact on lifetime estimation of an offshore wind turbine by
introduc- ing a stochastic model for the availability is investigated. Offshore bottom-fixed
wind turbines typically have an average downtime of 4-10% due to e.g. grid- or mechanical
fail- ures including a potentially long response time for recovery. During the non-operational
conditions, the fatigue damage in the foundation is accumulating significantly faster. De-
signing the wind farm based on a conservative downtime fraction will lead to design con-
servatism with respect to the foundation, which will be quantified in this paper using a
structural reliability analysis. The variability in the long-term fatigue damage is found with
a joint distribution of all relevant environmental parameters and a Monte Carlo sampling
procedure.
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Abstract

In this paper, the impact on lifetime estimation of an offshore wind turbine by introduc-
ing a stochastic model for the availability is investigated. Offshore bottom-fixed wind
turbines typically have an average downtime of 4-10% due to e.g. grid- or mechanical fail-
ures including a potentially long response time for recovery. During the non-operational
conditions, the fatigue damage in the foundation is accumulating significantly faster.
Designing the wind farm based on a conservative downtime fraction will lead to design
conservatism with respect to the foundation, which will be quantified in this paper using
a structural reliability analysis.

Keywords: offshore wind turbines; reliability; downtime; fatigue

1. Introduction

The overall costs of an offshore wind farm is highly dependent on the substructure
designed to keep the turbine in place or floating in a safe and reliable manner during
the operational lifetime. To date, the simplistic monopile foundation has proven to be
the most cost efficient solution in water depths up to at least 40 meters. In the present5

work, an extra large monopile foundation supporting a 10MW wind turbine is chosen
as the basis for the dynamic system for which the long term structural fatigue is to be
evaluated.

When moving the wind energy industry offshore to larger water depths and further
away from the mainland, additional considerations must be made with respect to envi-10

ronmental loading from waves, currents and tides [1]. Comparing to an onshore turbine,
the load situation for which the design criteria are to be met, is much more complex. De-
pending on the desired accuracy of the structural response and reliability estimations, the
environmental loading parameters can be extended to a large number of dimensions. If
design conservatism can be reduced by including extra loading parameters and stochastic15

descriptions, methods should be readily available for spending computational efforts to
improve the system knowledge and decrease modelling uncertainties. A general method
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involving efficient use of idle computing resources rather than a case-optimized method
is used for the present long-term analyses.

Fatigue life estimation of offshore wind turbines requires simulations of the response20

due to combined external loads according to design load case (DLC) 1.2 in [1]. Other
load cases may also contribute to the overall fatigue damage, but DLC 1.2 is expected
to be the main contributor. For an offshore wind turbine, this means to simulate with a
sufficient amount of external conditions to represent the expected fatigue damage during
the operational lifetime (see e.g. [2]). Due to many types of external parameters (wind,25

wave height, wave direction, current etc.) a full fatigue limit state (FLS) analysis may
become computationally demanding. As a result, there has been an effort to develop
simplified methods for quick load analysis in the frequency domain [3, 4, 5]. In addition,
efforts has been made to reduce the number of load cases and total simulation length
while maintaining the accuracy [6, 7].30

The present work uses a high dimensional joint distribution fitted to data from a
likely site of a future offshore wind farm in the central North Sea. Environmental pa-
rameters include wind, wind-genereted sea (wind sea), swell and tide as well as their
respective directional statistics. Further, the distribution is used for generating short-
term sea states in a long-term analysis of the turbine in question by means of Gibbs35

sampling and cluster computing. Removing the need for binning the data and finding
the probability of occurrence for each sea state are some of the advantages when using
a direct sampling from the joint distribution. It is also of great interest to obtain an
estimation of the estimated fatigue error incorporated in the structural reliability, which
only can be obtained by an analysis in the entire variable domain. Furthermore, there is40

no need to discretize the domain where the load effects are unknown as these will be ac-
counted for automatically if the number of samples are sufficiently large. For instance, if
the tidal parameters do not contribute to the response, the result is a faster convergence
of the load effects. Finally, when the convergence criteria of the investigated response is
met, sensitivity factors and response characteristics for the fatigue damage with respect45

to input parameters are estimated using the probabilistic analysis tool PROBAN [8].
The availability of an offshore wind turbine (OWT) is a measure of the ratio between

the duration for which the turbine is unable to produce energy and the total time for
possible power production. While parked, the dynamic characteristics changes signifi-
cantly. For bottom-fixed OWTs the damping level is dramatically reduced, resulting in50

an increased fatigue damage accumulation [9]. Unless data on the actual downtime frac-
tion is available, the availability is taken as 90 or 100%, whichever is most conservative
[1]. The purpose of this paper is to reduce the potential design conservatism related to
the availability parameter by means of probabilistic analysis.

The paper is built up as follows; first, the design basis including the environmental-55

and numerical model is presented. Second, the simulation procedures and sub-populations
required to perform long-term reliability analyses are discussed. Finally, the reliability
analysis is performed, with an investigation of the most dominating parameters and the
impact of availability on the failure probability.

2. Offshore site and environmental model60

Hindcast data for description of the wind and wave environment is provided by the
Norwegian Meteorological Institute and the NORA10 database [10] for the location shown
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in Fig. 1. The data contains information about the wind speed, wind direction and
significant wave height, peak period, and direction for both wind sea and swell. The
data is valid for periods of 3 hour durations and some of the available parameters are65

listed in Tab. 1 with corresponding probability distributions.

Figure 1: Planned (green) and possible (yellow) offshore wind farms at Dogger Bank with location for
hindcast data (red)

The complete environmental joint distribution is modelled as:

fXe
= fXw

· fXs
· fHt

(1)

where the wind sea variables are gathered in:

Xw = [V,Θv, H
w
S , Tw

P ,Θr
w] (2)

where descriptions can be found in Tab. 1, and

Xs = [Hs
S , T

s
P ,Θs] (3)

for swell. The variable dependencies are described with:

fXw
≈ fV · fΘv|V · fHw

S |V · fTw
P |Hw

S
· fΘr

w|Hw
S

(4)

for wind sea, and
fXs

≈ fHs
S
· fT s

P |Hs
S
· fΘs|Hs

S
(5)

for swell. The distribution types are given in Tab. 1 and chosen based on a previous
study [11] where the von Mises distribution was found very useful for modelling directions.
Furthermore, is was found that a 3-parameter Weibull distribution was necessary in order70
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to model the wave heights accurately. A normal distribution truncated at ±90 degrees
proved suitable for modelling the relative wind-wave direction for wind-generated sea.

Table 1: Marginal distribution types and description of environmental parameters

Parameter Distribution Description Unit
V v 3-p Weibull Wind speed at 100 meters [m/s]
Θv θv von Mises mix Wind direction at 100 meters [deg]
Hw

S hw 3-p Weibull Significant wave height for wind sea [m]
Tw
P tw Lognormal Peak period for wind sea spectrum [s]

Θr
w θw Trunc. normal Relative wind-wave direction [deg]

Hs
S hs 3-p Weibull Significant wave height for swell [m]

T s
P ts Lognormal Peak period for swell spectrum [s]

Θs θs von Mises mix Swell direction [deg]
Ht H Normal mix Water level [m]

3. Numerical wind turbine model

The numerical model is a bottom-fixed monopile-mounted turbine with tower and
rotor-nacelle assembly (RNA) as described in [12]. To obtain a realistic natural period,75

the tower thickness is increased with 20% [13]. The final dimensions of the monopile and
transition piece can be found in Fig. 2. The resulting first fore-aft and side-side natural
periods are approximately 4.4 seconds, while the periods related to the second vibrational
model are about 0.9 seconds in both directions. Consequently, the system is stiff, but
still subjected to significant dynamic response from both wind and waves. The model has80

been validated in previous work, see e.g. [14]. The controller is an extended version of [15]
with the possibility of increasing the fore-aft aerodynamic damping and avoid rotational
speeds coinciding with the natural periods of the system. For integration in time-domain
and calculation of aerodynamic loads, the finite-element method code USFOS/vpOne is
used [16, 17], while the hydrodynamic loads are calculated by an external routine and85

imported to the FEM code on an equivalent wave kinematics grid for load calculation
with the Morison equation. The method has been used as verified in previous studies
(see [18, 19, 20]). The turbulent wind field is created with TurbSim [21] using the Kaimal
spectrum and a turbulence intensity of 10%. For a parked/idling turbine, the blades are
pitched to 82 degrees relative to the rotor plane, inducing only a slow rotation of the90

rotor.

4. Sub-populations

Due to several different states related to the turbine operation and downtime, an
offshore wind turbine have sub-populations of significantly different response character-
istics. Four different sub-populations are suggested, which are presented in Fig. 3 and95

defined as:

1. Operational turbine within operational wind speed limits

2. Parked turbine due to general unavailability independent of wind speed

3. Parked turbine due to wind exceeding the operational wind speed limit (25 m/s)
4
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Figure 2: Numerical model. Diameter is varying from 5.4 meters in the top to 9.0 meters at the bottom.
Thickness varies between 38 and 150 mm.

4. Parked turbine due to wind below the lower operational wind speed (4 m/s)100

The fractions pi satisfies
∑

i pi(α) = 1 for a given level of availability α ∈ [0, 1]. Thus,
the total fatigue damage can be found as:

D =
∑

i

pi Di (6)

Since the availability parameter α is independent of the response statistics from Monte
Carlo simulations (MCS), it can be modelled as a random variable in the reliability
analysis. Typically, the downtime of an offshore wind turbine is 4− 10% [22, 23] due to
some failure, assumed to be uncorrelated with the environment. Hence, a probabilistic
model of the availability using the beta distribution is introduced; α ∼ B[µα, σα]. The
beta distribution is often used in modelling of the availability and corresponding costs
in electrical systems [24] when both the failure rate and downtime are exponentially
distributed [25]. Several distributions for component reliability are presented in e.g. [26]
for wind turbine applications, one of which is the beta distribution. It is seen that the
beta distribution is very flexible for modelling of failure rates compared to the Weibull,
exponential and normal distributions. Hence, the beta distribution is chosen for the
present work and examples of the stochastic modelling of α is shown in Fig. 4. Here, the
uncertainty related to the choice of availability distribution is neglected. To underline the
importance of modelling the availability, an example is shown in Tab. 2 for the individual
populations considering the long-term fatigue damage at mudline for the presented model.
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Figure 3: Sub-populations, with fractions as functions of the wind speed marginal cumulative distribution
FV and an availability parameter α

The fatigue contribution coefficient (FCC) is defined as:

FCCi =
pi · E[Di]∑
j pj · E[Dj ]

(7)

and the example show that the FCC is significantly larger than the probability of oc-
currence for the unavailable population, p2, meaning that a small variation in α may
be amplified in the structural reliability analysis. As a consequence, durations where
the turbine is parked will have a damage accumulation rate of almost four times that105

of a parked turbine, on average. The results throughout this paper are focusing on
sub-populations 1 and 2 due to the domination over sub-populations 3 and 4 in fatigue
damage contributions.

Population pi [%] FCCi [%]
1 89.6 76.0
2 7.0 21.0
3 0.1 2.6
4 3.3 0.4

Table 2: Population fractions and fatigue contribution coefficients (FCC) for α = 0.93

5. Fatigue damage estimation

The fatigue damage for the long-term stochastic environmental variables contained
in x and the short-term random variables in ε, e.g. wave and wind component phases

6
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Figure 4: Example beta-distributions for the availability parameter α, with E[α] = µ = 0.93. σ denotes
the standard deviation in the beta-distribution.

and amplitudes, is given as:

d(x, ε) =
∑

s∈s(x,ε)

sm1

K1
H(s− s0) +

sm2

K2
H(s0 − s) (8)

where s = ∆σ (t/tref)
k XS XL is the rainflow-counted [27] stress ranges for a single sta-

tionary time-domain simulation with a duration of Tsim seconds, corrected for local plate
thickness (t), stress uncertainty (XS) and load model uncertainty (XL). Furthermore, H
is the Heaviside function, s0 is the stress limit, the m’s and K’s are material parameters,
and tref and k are constants to account for the plate thickness t. For probabilistic anal-
ysis, uncertainty in the SN-curve is accounted for by introducing a mean and variance
on logK1,2 [28]. The short-term variability can be overcome by M repeated simulations
with different seeds, i.e. uncorrelated sampling of ε for a given x. Some other aspects
of reducing the short-term variability are discussed in [29] with a probability-based ap-
proach, and in [30] with emphasis on simulation length. The 1-year fatigue damage for
the variables in x is found with:

d(x) =
365 · 24 · 3600

M · Tsim
·

M∑

i=1

d(x, εi) (9)

With reference to Eq. (9), industry standards [31] recommend that either M = 6 and
Tsim = 600s, or M = 1 and Tsim = 3600s to predict sufficiently accurate short-term
results. In this work, focus is on evaluating the long-term fatigue, which can be expressed
as an integral over the dimensions in x:

D =

∫ ∞

−∞
d(x) · fX(x)dx (10)

which evaluated using N Monte Carlo simulations is simply the arithmetic mean:

Dmcs =
1

N

N∑

i=1

d(xi) (11)

7



To limit the scope of this paper, no importance sampling or other means of variance re-110

duction techniques are used for the long-term fatigue estimate, and d(x) will be evaluated
according to Eq. (9) with M = 1 and Tsim = 600.

6. Reliability analysis

In this study, the foundation fatigue is the only considered contribution to the structural
reliability. Then, the failure probability for n years of operation is:

pf = P

[
∆ ≤ n

∑

i

pi Di

]
(12)

where ∆ ∼ Logn[1.0, 0.32] (as suggested in [32]) is accounting for the uncertainty in the
Palmgren-Miner summation of the rainflow-counted stress cycles, and Di is the 1-year
fatigue damage for sub-population i for a given structural component. It is important
that the Miner sum uncertainty (∆) is applied to the sum of all contributing populations.
Finding the failure probability in each sub-population and then the union of failure in
all populations would be non-conservative. The failure probability expressed as:

pf = P [g ≤ 0] (13)

where g = ∆−n
∑

pi Di, can be evaluated by e.g. FORM/SORM analysis [33] or Monte
Carlo simulations. The reliability index denoted β is frequently used in this paper, which
is a measure of the shortest distance to the failure surface. For the FORM analysis, the
reliability index β is:

β = −Φ−1(pf ) (14)

6.1. Uncertainty from SN-curve

If the uncertainty in the SN-curve is to be accounted for, the reliability is traditionally115

performed with the Weibull-distributed long-term stress range as a basis for the fatigue
damage [34, 32]. The fatigue damage from a Weibull distributed stress range; ∆σ ∼
Weibull[a, b], yields the closed-form solution [35]:

Di =νi T XD

{
[ ai XS XL (t/tref)

k ]m1

K1
Γ

[
1 +

m1

bi
,

(
s0
ai

)bi
]

+
[ ai XS XL (t/tref)

k ]m2

K2
γ

[
1 +

m2

bi
,

(
s0
ai

)bi
]} (15)

for sub-population i, where Γ[·, ·] and γ[·, ·] are the upper incomplete gamma functions
and incomplete gamma functions, respectively. Furthermore, XD is the fatigue uncer-120

tainty related to number of MCS, T is one year in seconds and ν is the sub-population
dependent mean stress cycle rate found from simulations. An overview of the stochastic
and deterministic parameters used in the reliability analysis is given in Tab. 3. The
SN-curve used is the curve denoted D in [28] for steel in seawater with cathodic pro-
tection. The variance on the material parameters logK1 and logK2 are suggested in125
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[28]. Furthermore, the standard deviation on the stress uncertainty XS and load model
uncertainty XL is chosen as 0.1, partly based on [36] and [37].

Although the response characteristics in the present case do not yield a perfectly
Weibull distributed stress range. In Fig. 5, example Weibull fits are shown. A 2-
parameter Weibull distribution is fitted to the distribution tail using two fitting points130

in the upper range of the data. The fatigue damage error using the fitted Weibull stress
range and direct evaluation of the Palmgren-Miner was found to be less than 5% in all
cases. For fatigue calculations, it is important that the stress range representation is
correct for the stress ranges that contribute the most to the total fatigue damage. As
indicated in Fig. 6, the fatigue damage derived from approximately ∆σ > 10 [MPa] or135

log∆σ > 2.3 is dominating, meaning that the Weibull fit should be accurate in this
range. Hence, it is assumed that the 2-parameter Weibull with tail weighting is sufficient
in all present cases to satisfy this requirement. Also, the advantage with 2-parameter
Weibull is the closed-form solution to the Palmgren-Miner summation as presented in
Eq. (15).140

(a) Population 1 (b) Population 2

Figure 5: A two-parameter Weibull distribution (solid line) is fitted to the simulated/empirical data
(crosses) using two fitting point at 1− F∆σ = 10−2 and 10−4.

20 30 40 50 60 70
0.7

0.8

0.9

1

Figure 6: Contributions to fatigue damage from sub-populations
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Variable Distribution Expected value Standard deviation
α Beta µα σα

∆ Lognormal 1 0.3
s0 Fixed 52.63 -
m1 Fixed 3 -
m2 Fixed 5 -
logK1 Normal 12.164 0.2
logK2 Normal 16.106 0.2
XS Lognormal 1.5 0.1
XL Lognormal 1.0 0.1
XD Normal 1.0 σD

tref Fixed 0.025 -
k Fixed 0.2 -
ν1 Normal 0.755 0.020
ν2 Normal 0.262 0.005

Table 3: Stochastic variables for probabilistic analysis of fatigue damage. Note that an expected stress
correction factor XS of 1.5 is introduced to account for e.g. thickness variation, ovality and girth welds
in the foundation [28].

7. Results

In this section, the convergence of fatigue damage, foundation reliability and the
impact of the availability model on the structural reliability is presented. The fatigue
damage and failure probabilities are given at the most critical circumferential location
in the foundation at sea-bed level.145

7.1. Fatigue damage convergence

For each sub-population, simulations are performed until a user-specified convergence
criteria is met as illustrated in Fig. 7. When a satisfying confidence interval is obtained,
a probabilistic model of the stress range can be established as described above.

500 1000 1500 2000

0.5

1

1.5 Mean
95% CI

(a) Population 1

200 400 600 800 1000

0.5

1

1.5

(b) Population 2

Figure 7: Convergence of fatigue in dimensioning location at mudline as function of simulation hours.
De is the expected fatigue damage.
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By assuming a normally distributed XD to account for uncertainty in fatigue damage
related to the number of MCS, the following relation is found:

σD1 ≈ 4.62N−0.63 (16a)

σD2
≈ 3.17N−0.49 (16b)

Note that the convergence in sub-population 1 is faster than in sub-population 2, due to150

slightly smaller response variability. For the presented results, no uncertainty related to
fatigue damage convergence is accounted for, meaning that N → ∞ and σD = 0 for both
sub-populations. Furthermore, as seen in Fig. 6, accumulated fatigue in the foundation
is dominated by low-amplitude stress ranges in both sub-populations. In practice, only
the high-cycle part of the SN-curve with m = 5 is utilized.155

7.2. Combined failure probability

With reference to Fig. 8 it is found that all three methods give similar results,
although the SORM method is slightly closer to the MCS solution than FORM. The
total failure probability is significantly higher than the direct summation of the failure
probabilities in sub-populations 1 and 2 due to a large number of shared stochastic160

variables related to the SN-curve, Miner sum and other uncertainties.

10 15 20 25

10-6

10-4

Figure 8: Failure probability for system(g), sub-population 1 (g1) and sub-population 2 (g2). Subscript F
represents FORM calculation, S denotes SORM, and M is MCS. The failure probability is for µα = 0.94
and σα = 0.04.

7.3. Impact on reliability and lifetime estimate

In Fig. 9, results from a parameter study of the beta-distributed availability are
presented. Using common practice, there is no uncertainty in the availability and a char-
acteristic value of 0.9 is used [1]. This corresponds to a beta-distribution with mean value165

of 0.9 and zero standard deviation. The figure shows how the estimated failure probabil-
ity changes with different availability distributions. For instance, the accumulated failure
probability can be reduced from 5 · 10−4 with the deterministic model to 3.6 · 10−4 if a
mean value of 0.94 and standard deviation of 0.04 are used. With this availability model,
we can read from Fig. 9 that there is a 10% probability that the availability is less than170

0.9. It can be interpreted as if 10% of the turbines in a farm will have an availability of
11



0.9 or less. With a deterministic model, it is assumed that every single turbine has an
availability of 0.9. The results show that a deterministic availability model is likely to
yield pessimistic lifetime estimates.
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Figure 9: Cumulative failure probability for n = 25 years normalized with 10−4, for the beta-distributed
availability with variation in mean (µα) and standard deviation (σα). In blue: P [α < 0.90].

In Fig. 10, the temporal evolution of the reliability index β is shown for several175

models for the beta-distributed availability. The additional lifetime is then calculated
based on the difference between time before down-crossing of βlim = 3.1 - the reliability
index corresponding to a cumulative failure probability of 10−3, and the lifetime using
deterministic availability.

20 25 30 35 40

2.8

3

3.2

3.4
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Figure 10: Increased reliability index β for different stochastic models of α.

Figure 11 shows the additional lifetime compared to 90% deterministic availability as180

a function of the stochastic availability model. Isoquants for P [α < 0.90] indicate com-
binations of µα and σα which have the same probability of superseding 90% availability.
For instance, choosing a stochastic model of the availability with a mean of 94% and 10%
probability of being below 90% (P [α < 0.90] = 0.1]), an additional 2.3 years of expected
lifetime is obtained.185
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Figure 11: Increased lifetime in years compared to deterministic α = 0.90. Blue lines for P [α < 0.90] ∈
[0.05, 0.1, 0.2].

For comparison, a similar study using a deterministic availability of 85% is shown in
Fig. 12. By investigating the isoquant for P [α < 0.85] = 0.1 and comparing with Fig. 11,
it is clear that there is a slight benefit using the stochastic modelling for lower values of
the deterministic availability.
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Figure 12: Increased lifetime in years compared to deterministic α = 0.85. Blue lines for P [α < 0.85] ∈
[0.05, 0.1, 0.2].

8. Conclusion190

The framework presented in this paper allows for the availability of an offshore wind
turbine to be modelled as a stochastic variable, and thus reducing the failure probability
and increasing the operational lifetime. An increase of approximately 10% in operational
lifetime is proven for the present case if a deterministic availability of 90% is replaced with
a beta-distributed availability model using expected availability of 94% and a standard195

deviation of 4%. In other words, the duration of assumed lost power production using
a deterministic availability of 90% can almost be reclaimed by performing a reliability
analysis, depending on the distribution of α.
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As wind turbines in the same wind farm will most likely experience different down-
time portions, the presented approach is useful for preventing unintentional design con-200

servatism. Also, having fatigue response models for the different sub-populations may
prove useful for estimates of remaining useful lifetime when using the actual availability
from monitoring of the turbines.
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[37] S. Ambühl, F. Ferri, J. P. Kofoed, J. D. Sørensen, Fatigue reliability and calibration of fatigue

design factors of wave energy converters, International Journal of Marine Energy 10 (2015) 17–38.
doi:10.1016/j.ijome.2015.01.004.

15





Paper VII

Impact of model uncertainties on the fatigue reliability
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Abstract The impact of environmental load uncertainties on the spatial fatigue reliability
of offshore wind turbine foundations is discussed and exemplified. Design procedures are
utilizing overall- or partial safety factors to include different model- and statistical uncer-
tainties. Uncertainties in the final design are to a high degree related to decisions taken
during the design process, such as; load models, analysis methods and statistical descrip-
tions. Furthermore, to benefit from more elaborate methods, strategies to account for re-
duced uncertainties by increased knowledge must be adopted. This is especially important
for the offshore wind energy industry, where the aim is to produce renewable energy at a
competitive cost level. The challenges and consequences of using a detailed design basis are
exemplified and discussed through structural reliability analyses. Epistemic load effect un-
certainties related to the foundation fatigue will be presented for a detailed wind directional
model, wind-wave misalignment, and a second order wave load model. It will be shown that
all of these represent important uncertainties to consider during the fatigue design of an
offshore wind farm.
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Abstract

The impact of environmental load uncertainties on the spatial fatigue reliability of
offshore wind turbine foundations is discussed and exemplified. Design procedures are
utilizing overall or partial safety factors to include different model- and statistical uncer-
tainties. Uncertainties in the final design are related to decisions taken during the design
process, such as; load models, analysis methods and statistical descriptions. Furthermore,
to benefit from more elaborate methods, strategies to account for reduced uncertainties
by increased knowledge must be adopted. This is especially important for the offshore
wind energy industry, where the aim is to produce renewable energy at a competitive cost
level. The challenges and consequences of using a detailed design basis are exemplified
and discussed through structural reliability analyses. Epistemic load effect uncertainties
related to the foundation fatigue will be presented for a detailed wind directional model,
wind-wave misalignment, and a second order wave load model. It will be shown that
all of these represent important uncertainties to consider during the fatigue design of an
offshore wind farm.
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1. Introduction

It is important to be aware of design conservatism and lack of knowledge as the
offshore wind energy industry is expanding with an increasing number of offshore farms.
Several rules and regulations, e.g. [1, 2, 3], have been developed in order to mitigate
the risk involved in construction, transport, installation and operation of offshore wind5

turbines.
Increased accuracy in modelling the environmental loads may both increase and de-

crease the long term load effects determining the survivability of the structure. For
instance, it was demonstrated in [4] that separating between wind sea and swell was
beneficial with respect to the foundation fatigue. On the other hand, more detailed wave10
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load models may increase loads, and hence the risk of failure, as seen in e.g. [5, 6, 7, 8]. It
is then expected that methods beyond state-of-the-art will introduce over-conservatism
unless the safety factors are re-calibrated for detailed time-domain analyses.

Safety factors found in guidelines and literature are to be used in combinations with
characteristic values of their respective load effects. For instance, the characteristic SN-15

curve used in fatigue design is defined as the mean value minus two standard deviations
[9], in order to ensure conservatism. Then, a characteristic fatigue damage can be found
whose value is increased with a design fatigue factor (DFF) to obtain the governing
fatigue result. However, safety factors do not consider the dynamic characteristics of
the structure in combination with the accuracy of the engineering load models. In other20

words, a more accurate method, giving higher load amplitudes (or stress ranges), is not
automatically rewarded with a lower safety factor.

In order to bypass the use of general safety factors, probabilistic analyses can be per-
formed to document a sufficient level of structural safety. Probabilistic fatigue limit state
(FLS) analyses are performed using long term response statistics in combination with25

uncertainties related to the engineering models, which are accounted for by stochastic
variables in the structural reliability analyses (SRA). Relevant literature on general SRA
can be found in e.g. [10, 11], where [10] has a relatively pragmatic approach suitable for
new readers. In [12], an overview of probabilistic design of wind turbines is presented,
including uncertainties related to environmental models and stress calculation. Load30

effect uncertainties can be a function of available in-situ measurements, as presented in
[13]. Further, given a set of load effect- and model uncertainties, safety factors for a
given level of reliability can be calculated as demonstrated in e.g. [14].

Uncertainties related to design of offshore wind turbines, may be divided into aleatory
and epistemic (see e.g. [15, 16]). Aleatory, or statistical, uncertainties include variation35

due to the stochastic nature of the wind and wave loading. This include both long-
term variation related to temporal weather changes and the short-term randomness of
wave elevation and wind gusts. A significant amount of computational efforts to cover
all environmental combinations during the 20-25 years of operational lifetime may be
required. Second, epistemic, or systematic, uncertainties are related to the engineering40

models. Here, these are defined as the physical models of and the statistical models of the
environmental processes. These uncertainties can be mitigated with high-fidelity models
of the physical processes, but also in terms of access to extensive in-situ measurements
of the metocean parameters to fit accurate statistical models demonstrated in e.g. [17].

The paper is structured as follows: first, the environmental and numerical model is45

briefly presented. Second, a model for the spatial fatigue damage used in the reliability
analysis is presented. Finally, some cases with increased model accuracies are compared
to a state-of-the-art base case analysis to illustrate how the foundation reliability is
affected.

2. Environment50

Hindcast data for description of the wind and wave environment is provided by the
Norwegian Meteorological Institute and the NORA10 database [18] for Dogger Bank.
The data contains information about the wind speed, wind direction and significant wave
height, peak period, and directions. The data is valid for periods of 3 hour durations
and contains information for the previous 60 years. Some of the available parameters are
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listed in Tab. 1. The amount of available data is sufficient for providing an accurate sta-
tistical description of the weather at the chosen site. Discussions regarding the statistical
uncertainty of the environment can be found in e.g. [17]. These aleatory uncertainties
are not accounted for in this paper, and the environmental model is assumed to reflect
the true environment. The environmental joint distribution is then modelled as:

fXe
= fΘv

· fV |Θv
· fHS |V · fTP |HS

· fΘr
(1)

Details on the the distribution types are given in Tab. 1, but the reader is referred to
[17] for details regarding construction of the conditional model, where good resemblance
with the hindcast data is demonstrated. Note that the wind-wave misalignment Θr, is
de-coupled from the wind speed and significant wave height, for simplicity. As seen in
[17], this is a reasonable assumption for the site in question. It can be explained by the55

dynamics of wind direction changes and the inherent inertia of the misalignment angle,
which is present for all wind-wave conditions.

Table 1: Marginal distribution types and description of environmental parameters

Parameter Distribution Description Unit
V v 2-p Weibull Wind speed at 100 meters [m/s]
Θv θv von Mises mix Wind direction at 100 meters [deg]
HS h 3-p Weibull Significant wave height for wind sea [m]
TP t Lognormal Peak period for wind sea spectrum [m]
Θr θ Normal Relative wind-wave direction [deg]

3. Numerical model

The numerical model represents a bottom-fixed monopile-mounted turbine with tower
and rotor-nacelle assembly as described in [19]. The dimensions of the monopile and60

transition piece can be found in Fig. 1. To maintain a realistic natural period while
increasing the overall height of the structure, the tower thickness is increased by 20%
[20]. The resulting first fore-aft and side-to-side natural periods are approximately 4.4
seconds, while the periods related to the second vibrational model are about 0.9 seconds
in both directions. Consequently, the system is stiff, but still subjected to significant65

dynamic response from both wind and waves. The controller is an extended version
of [21] with the possibility of increasing the fore-aft aerodynamic damping and avoid
rotational speeds coinciding with the natural periods of the system. For integration in
time-domain and calculation of aerodynamic loads, the finite-element method (FEM)
code USFOS/vpOne is used [22, 23, 24], while the hydrodynamic loads are calculated by70

an external Matlab/Octave routine and imported to the FEM code. The turbulent wind
field is created with TurbSim [25] using the Kaimal spectrum and a turbulence intensity
of 10%. For a parked/idling turbine, the blades are pitched to 82 degrees relative to the
rotor plane, inducing only a slow rotation of the rotor. All fatigue damage results are
based on the bending stresses at the mudline for this model.75
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(a) Numerical model with dimensions (b) Definition of wind direction and location on
pile, absolute (ψ) and relative (ψr)

Figure 1: Numerical wind turbine model geometry

4. Fatigue limit state

In this section, a novel method for the spatial fatigue reliability of a monopile foun-
dation is presented. The method utilizes the fact that the current foundation is radially
symmetric, and assumes uniform soil conditions in all directions.

The failure function for fatigue at a location ψ along the pile circumference, after n
years in service is:

g(ψ) = ∆− n [αdop(ψ) + (1− α) did(ψ)] (2)

where α is the fraction of the time of which the wind turbine is operational, dop and did is
the expected yearly fatigue damage accumulation for an operational and idling turbine,
respectively. Furthermore, ∆ is the maximum allowable utilization of the material fatigue
life, including uncertainties related to the Palmgren-Miner summation of stress cycles.
The probability of failure can then be found by evaluating

pf = P [g ≤ 0] (3)

by some appropriate reliability method, such as the first- or second order reliability80

method (FORM/SORM), or Monte Carlo simulations (MCS) [11]. The corresponding
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reliability index is β = −Φ−1(pf ), where Φ−1 is the inverse standard normal cumulative
density function (CDF).

The fact that the current wind turbine is considered to be rotationally symmetric,
means that one only needs to perform simulations for a single direction, and superposition
the results according to the relative direction: ψr = ψ − θv. Hence the fatigue damage
at ψ can be found as:

d(ψ) =

∫

v

∫

θv

d(ψr|v) fV,Θv
(v, θv) dθv dv (4)

where d(ψr|v) is the fatigue damage during operation or idling at ψr given the wind
speed v. The total fatigue damage is then found by integrating over all wind speeds and
directions along with the probability density function fV,Θv

. Further, is can be shown
that the fatigue damage can be expressed in terms of a closed form solution as [26, 27]:

d(ψr|v) =ν T

{
[ aXM XL (t/tref)

k ]m1

K1
Γ

[
1 +

m1

b
,

(
∆σ0

a

)b
]

+
[ aXM XL (t/tref)

k ]m2

K2
γ

[
1 +

m2

b
,

(
∆σ0

a

)b
]} (5)

when the stress range is Weibull distributed with scale parameter a = a(ψr, v) and
shape parameter b = b(ψr, v). The remaining parameters are; average number of stress
cycles ν = ν(ψr, v), pile thickness t, stress calculation uncertainty in the numerical
model XM , and load effect uncertainty XL. Furthermore, ∆σ0, Ki and mi are material
parameters related to the SN-curve, and k and tref are parameters to account for actual
plate thickness. All parameters are listed in Tab. 1. The stress range distribution
includes uncertainties related to the significant wave height and peak period for a given
wind speed, which is found by evaluating

∆σ(ψr, v) =

∫

h

∫

t

∆σ(ψr, v|h, t) fHS ,TP
(h, t) dt dh (6)

using Monte Carlo simulations until the scale and shape parameters (a and b) for each
wind speed has met the convergence criteria, a coefficient-of-variance (CoV) less than85

0.05 is chosen in this case. An example of statistical uncertainty related to the number
of simulations can be found in e.g. [28] when using a response surface method. As a
result, there are some statistical uncertainties related to the Weibull parameters, which
are neglected in the present study to limit the scope. Example Weibull fits are shown in
Fig. 2, where a 2-parameter Weibull distribution is fitted to the distribution tail using90

two fitting points in the upper range of the data. It was observed that the fatigue
damage error computed using the fitted Weibull stress range and direct evaluation of the
Palmgren-Miner was less than 5% in all cases. For fatigue calculations, it is important
that the stress range representation is correct for the stress ranges contributing the
most to the total fatigue. As indicated in Fig. 3, the fatigue damage derived from95

approximately ∆σ > 10 [MPa] or log∆σ > 2.3 is dominating, meaning that the Weibull
fit should be accurate in this range. Also, note that there is a very small contribution
from the low-cycle part of the SN-curve (∆σ > ∆σ0). It is assumed that the 2-parameter
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Weibull with tail weighting is sufficient in all present cases to satisfy this requirement,
although a 3-parameter Weibull may yield even more accurate results. The advantage100

with 2-parameter Weibull is the closed-form solution to the Palmgren-Miner summation
as presented in Eq. (5).

2 2.5 3 3.5
-1

0

1

2

3

(a) Wind speed of 14m/s and misalignment angle
of 0 degrees

(b) Wind speed of 20m/s and misalignment angle
of -40 degrees

Figure 2: Example stress range distributions with Weibull fits in the tail, for the critical location on the
pile circumference for operational turbine
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Figure 3: Cumulative fatigue damage contribution from stress ranges for an operational and idling
turbine. The stress limit ∆s0 for the two-slope SN-curve is shown.

The scale and shape parameters are then found as a function of wind speed and rela-
tive pile location as shown in Fig. 4 and 5 for operational and idling turbine, respectively.
It is suggested that an exponential response surface is used:

a(ψr, v) =
exp(p0 + p1 v + p2 v

2)

1 + p3 (v − v0)2
· (cos 2ψr + 1) + exp(p4 + p5 v) (7)

for a and the ratio a/b with fitting parameters p0,...,5 and a dominating wind speed v0 to
account for additional excitation at the wind speed where resonance is most likely. The
fitting function is strictly positive, differentiable, and periodic with respect to relative105

location ψr. It was proven to be well-suited for representing the Weibull parameters
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of the stress ranges as function of wind speed and relative pile location. Final fitting
constants can be found in Tab. 3. Note that a similar expression will not be used for
the zero-crossing frequency ν, which will be treated as an independent variable due to
relatively small changes in terms of V and ψr. Instead, the zero-crossing frequency for110

operational (νop) and idling (νid) turbine can be found in Tab. 2, derived from Fig. 4c and
5c, respectively. The procedure for obtaining the response surface in the (v, ψr)-domain
is summed up in the flowchart in Fig. 6.

(a) a(ψr, v) (b) b(ψr, v)/a(ψr, v) (c) ν(ψr, v)

Figure 4: Response contours for operational turbine in co-directional sea. Result from MCS in the full
environmental domain by Eq. (6) in black and periodic surface fit in red.
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(a) a(ψr, v) (b) b(ψr, v)/a(ψr, v) (c) ν(ψr, v)

Figure 5: Response contours for idle turbine in co-directional sea. Result from MCS in the full environ-
mental domain by Eq. (6) in black and surface fit in red.

Variable Distribution Expected value Standard deviation

∆ Lognormal 1 0.3
α Beta 0.94 0.04
∆σ0 Fixed 52.63 -
m1 Fixed 3 -
m2 Fixed 5 -
logK1 Normal 12.164 0.2
logK2 Normal 16.106 0.2
XM Lognormal 1.0 0.1
XL,a Lognormal 1.0 0.03
XL,h Fixed 1.0 -
νid Lognormal 0.27 0.05
νop Lognormal 0.96 0.06
t Fixed 0.11 -
tref Fixed 0.025 -
k Fixed 0.2 -

Table 2: Stochastic variables for the base case probabilistic analysis in FLS.
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Table 3: Fitting constants

Turbine state Parameter p0 p1 p2 p3 p4 p5 v0

Operational a -5.12 0.600 -1.51 0.00 -1.42 0.121 10
Operational a/b -3.09 0.370 -0.890 0.00 -1.36 0.103 10
Idling a -3.0 0.57 -0.94 0.12 0.083 0.078 10
Idling a/b -1.5 0.29 -0.34 0.036 -0.37 0.069 10

Figure 6: Steps to obtain the response surface used in the present fatigue reliability methodology

5. Case studies

Three case studies will be presented with respect to the impact on fatigue reliability;115

wind directional model, wind-wave misalignment and wave load effect.

5.1. Base case

The base case contains the uncertainties in Tab. 2, no wind-wave misalignment, linear
wave theory, and independent wind speed and direction:

fV,Θv
= fV · fΘv

(8)

5.2. Uncertainty in wind speed and -direction

When modelling the joint wind speed and wind direction, two approaches are pos-
sible as illustrated in Fig. 7. Either the Weibull parameters describing the wind speed
distribution is dependent on the wind direction as in Fig. 7a, or the wind directional dis-
tribution is dependent on the wind speed as illustrated in Fig. 7b. The latter description
is elaborated on in [17]. For the present case, the wind speed distribution is modelled as
dependent on the direction, so that:

fV,Θv
= fV |Θv

· fΘv
(9)

Hence, the Fourier fit of the scale and shape parameter as shown in Fig. 7a is used,
combined with the marginal wind directional distribution, which is the red curve in120

Fig. 7b.
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(a) Wind speed Weibull parameters as function of
wind direction with Fourier fit (solid), compared to
marginal values (dashed)

(b) Wind directional distribution for different wind
speeds using a mixed von Mises distribution [17].

Figure 7: Dependency between wind speed and wind direction

The effect on the reliability when solving Eq. (3) using Monte Carlo simulations
(MCS) is shown in Fig. 8. It is clear that the wind directional model does not affect the
average reliability on the pile circumference, but since high wind speeds are more likely to
originate from the south-west, a fatigue damage concentration is found at approximately125

ψ = 50 and ψ = 230 degrees. The difference from the base case at ψ = 230 corresponds
to about 2 years of operational lifetime, meaning that the fatigue life calculated using de-
coupled wind speed and direction is non-conservative. Consequently, one must consider
the multi-directionality of the metocean conditions as required in [3], but also with the
distribution parameters as functions of the wind direction. Otherwise, an additional130

safety factor should be applied, calibrated to approximately 1 + 2/25 = 1.08 in this
specific case.

(a) Reliability index as function of years in opera-
tion and location on pile. Base case in dashed for
comparison.

(b) Reliability index for 25 years in operation

Figure 8: Effect on reliability index when introducing dependency between wind speed and direction.
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5.3. Uncertainty in the load effect induced by misalignment

Here, the fatigue damage uncertainty, or reliability, due to the wind-wave misalign-
ment is presented. As illustrated in Fig. 9a, the fatigue damage increases approximately135

with the square of the misalignment angle. Interestingly, the effect is larger to one side
due to the directionally dependent damping induced by the rotation of the rotor [4].
In Fig. 9b, the fatigue damage is weighted according to the probability of occurrence,
described by the marginal distribution of wind speed and misalignment angle. Not sur-
prisingly, misalignment will contribute significantly to the estimated fatigue, as we also140

can see from the reliability estimate later on.

(a) Contours of fatigue normalized for each wind
speed

(b) Contours of fatigue damage weighted according
to joint probability of wind speed and misalignment
angle

Figure 9: Effect of misalignment on the maximum fatigue damage around the pile circumference.

To account for the effect of wind-wave misalignment on the stress range along the
pile circumference, some corrections are made to Eq. (7):

amis(ψr, v, θr) =
exp(p0 + p1 v + p2 v

2)

1 + p3 (v − v0)2
· (γa(v, θr) cos 2(ψr − ψc

r) + 1)

+ γc(v, θr) exp(p4 + p5 v)

(10)

where ψc
r is the phase-shift of the most critical fatigue damage location on the pile due

to increasing transverse motions. A regression analysis is shown in Fig. 10b, which
includes all wind speeds. Note that as the misalignment angle increases, the location
accumulating the most fatigue damage is shifting even further, meaning that the turbine
is vibrating more sideways than what is expected when only considering the misalignment
angle. Furthermore, γa is to correct for the amplitude increase (dM − dm) as illustrated
in Fig. 10a, and γc is accounting for the increase in average fatigue, µd. There are
more differences than change in amplitude and mean value, which are neglected in this
study to keep Eq. (10) fairly simple. A two-step procedure is performed for the fitting
procedure, to obtain a reasonable fit with limited data. First, Eq. (7) is fitted for the
zero-misalignment cases. Second, the corrections to the stress amplitude and mean are
fitted to the following equation:

γ(v, θr) = p1 sinp2(θr − p3) + 1 (11)
11



which is periodic, with maximum value for θr = p3 +π/2. In this case, a total of 100 10-
minute simulations are performed for each combination of v and θr, including variations
in HS and TP by Eq. (6). The resulting parameters can be found in Tab. 4 as functions
of the wind speed.145

(a) Circumferential fatigue distribution for a single
wind speed for two different misalignment angles.
The means (µd), peaks (dM ), troughs (dm) and
angular correction (ψc

r) is shown.

(b) Correlation between misalignment angle and
the circumferential location of maximum fatigue
damage with fitted linear regression function

Figure 10: Effects of wind-wave misalignment

Table 4: Misalignment correction parameters as function of wind speed

Parameter p1 p2 p3

γa 3.24 exp(−0.069 v) 4 1.09 exp(0.085 v)
γc 1.84 exp(−0.062 v) 2 1.75 exp(0.067 v)

The results in Fig. 11 show that the misalignment is a significant contributor to the
foundation reliability with the present formulations. Figure 11a, shows that a turbine
subjected to misalignment conditions during its lifetime, will have an expected lifetime
of approximately 7 years less compared to a turbine only operating in co-directional sea.
In Fig. 11b, the circumferential fatigue reliability after 25 years in operation is shown,150

indicating a significant change in the reliability index when accounting for misalignment,
both in magnitude and how the fatigue distributes over the circumference.

From this study, a partial safety factor can be derived regarding uncertainty in load
effects from misalignment. Assuming that the base case represents a design fatigue
analysis, and a reliability index of 3.4 is the reference for 25 years, a case-specific partial155

safety factor of 1 + 7/25 = 1.28 must be applied to the case with co-directional sea to
reflect the increased fatigue accumulation.
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(a) Reliability index as function of years in opera-
tion and location on pile. Base case in dashed.

(b) Reliability index for 25 years in operation

Figure 11: Effect of misalignment on the foundation fatigue reliability index.

5.4. Uncertainty in wave loads

The final case study is related to the impact of higher order wave loads on the fatigue
of the foundation. Several previous studies have concluded that second or higher order160

loads will have little impact on the design fatigue in the foundation and tower, see
e.g. [5, 6]. While others show that non-linear loads can potentially reduce the lifetime
significantly [29, 30]. This section studies the structural reliability impact of a second
order load model compared to linear wave loads on the foundation fatigue damage.

In [31], investigations were made on the fatigue sensitivity to wave kinematics models165

and coefficients in the Morison equation [32] used for applying the wave loads. Further,
[33] performed a sensitivity study on the fatigue where the MacCamy and Fuchs [34]
load model was used to account for linear diffraction, including a frequently used second
order kinematics model [35, 36] without any correction for diffraction forces. The studies
are limited to a few sea states and little variation in the significant wave height and peak170

period for each wind speed. To the authors knowledge, no comprehensive studies have
been performed accounting for the statistical uncertainty of the steepness of the sea state
for a given wind speed, which is important for the magnitude of the higher order loading
[37]. Also, no previous study has included the second order diffraction terms in relation
to the wave load uncertainty, which may be of importance, depending on the size of the175

monopile [38], damping level and the modal shapes of the structure.
Here, the panel code Wamit is used for generating wave loads. For first order loads,

the resulting pressure on the foundation can be found with:

p(1)(z, t) = R
{∑

j

ζa,j
∑

i

nx,i Ai p
(1)
i,j (z) e

iωj t−iεj

}
(12)

where pi,j represent the pressure at panel i due the the excitation frequency ωj . Fur-
thermore, Ai is the panel area, nx,i is the vector normal to the panel, and ζa,j is the180

wave amplitude corresponding to frequency ωj , generated using the JONSWAP spec-
trum with default peak shape parameter [39]. The first order loads are calculated to the
mean surface and no surface effects from wave elevation is present. The outer summation
can be evaluated efficiently by using an inverse fast Fourier transform (FFT) [40]. For
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the second order sum-frequency force, a similar approach is used. The pressure due to185

sum-frequency components is then:

p+(z, t) = R
{∑

k

∑

j

ζa,j ζa,k
∑

i

nx,i Ai p
+
i,j,k(z) e

i(ωj+ωk) t e−i(εj+εk)

}
(13)

where the two outer summations can be evaluated efficiently with a two-dimensional
inverse FFT as in e.g. [41]. The second order pressure is then found as:

p(z) =

{
p(1)(z) + p+(z) if − h < z ≤ 0

p(1)(0) if 0 < z ≤ η
(14)

for the first order surface elevation η. The horizontal force is then consistent to the
second order, including the second order contribution from the surface elevation (see e.q.
[6]).

In order to estimate the impact of uncertainty of wave-induced load effects on the
foundation fatigue, the uncertainty introduced in the stress range in the foundation
must be assessed. This is done in a similar manner as in [29], finding the load effect
uncertainty as the ratio of the damage equivalent loads (DEL) between identical runs
with non-linear and linear wave load model. The DEL is taken as the fatigue damage
obtained from the rainflow-counted stress range at the mudline for zero misalignment
∆σy. It is expected that this is a conservative measure for the load effect uncertainty on
the pile circumference. Note that no further changes are made to the response surface
presented in Section 4. After simplifying the expression by removing constant material
parameters, the wave load uncertainty can be expressed as:

XL,h =

(
1
N

∑N
i=1 ∆σm2

y,NL,i

)1/m2

(
1
N

∑N
i=1 ∆σm2

y,L,i

)1/m2
(15)

where NL denotes non-linear loads with sum-frequency panel pressures and L is linear190

wave loading. Furthermore, m2 = 5 is the material parameter for the high-cycle part of
the SN-curve, which is dominating in this case. Due to significant aerodynamic damping
from the large rotor during operation (demonstrated in [4]) and interaction between
aerodynamic and hydrodynamic load effects, the load effect uncertainty must be found
for operational and idling states of the turbine separately. Due to the higher possibility195

of transient responses during the low damped state for an idling turbine, the load effect
uncertainty is larger for an idling turbine. In Fig. 12, the wave load effect uncertainty
for an operational turbine is visualized as a function of HS and TP using the expected
wind speed, while the uncertainty for an idling turbine is found in Fig. 13. By utilizing
the statistical dependency between wind speed, significant wave height and peak period,200

the wave load effect uncertainty is re-sampled to a function of wind speed only, which is
given in Fig. 14. Clearly, the uncertainty increases for an idling turbine. The functions
given in Fig. 14 replaces the default mean and standard deviation of XL,h in Tab. 2.
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(a) Mean (b) Standard deviation

Figure 12: Wave load effect uncertainty for operational turbine for most likely TP -values in 4 < V < 25.

(a) Mean (b) Standard deviation

Figure 13: Wave load effect uncertainty for idling turbine

(a) Operational turbine (b) Idling turbine

Figure 14: Wave load effect uncertainty as function of wind speed with fitted curves. Mean value in blue
on the left axis and standard deviation in green on the right axis.

The resulting reliability, with and without accounting for the uncertainty in the wave
15



load model, is shown in Fig. 15. A lifetime reduction of approximately 5 years is found205

when using the second order load model compared to the linear wave load model, in-
dicating a case-specific partial safety factor of approximately 1.2. The second order
wave loading results in a more wide-band loading characteristics, increasing the number
of high-frequency stress ranges around the natural frequency. Of course, these results
would depend on the dynamic properties of the monopile, and is expected to increase for210

a softer design, i.e. higher natural period for the first vibrational mode.

(a) Reliability index as function of years in opera-
tion and location on pile. Base case in dashed.

(b) Reliability index for 25 years in operation

Figure 15: Effect of wave load effect uncertainty on the foundation reliability index.

5.5. All combined

In Fig. 16a, all the above uncertainties are accounted for and compared to the base
case. By comparing the isoquants for e.g. β = 3.3, a reduced lifetime of about 10
years is observed, which can be translated to an indicative, case-specific safety factor of215

1 + 10/25 = 1.4. The importance of the wind directional model on the critical fatigue
reliability is shown in Fig. 16b, where a significant decrease in the reliability index is
observed at ψ = 60 and 240 degrees.

(a) Reliability index as function of years in opera-
tion and location on pile. Base case in dashed.

(b) Reliability index for 25 years in operation for
all considered uncertainties, with and without wind
direction and speed coupling.

Figure 16: Effect of all presented load effect uncertainties on the foundation reliability index.
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6. Conclusions

All presented models are believed to represent the reality in a better way than current220

state-of-the-art models, and all have shown to reduce the structural reliability. It was
found that wind-wave misalignment has a significant negative impact on the fatigue life
due to dynamic effects. Some indicative, case-specific safety factors that describe the
difference between the base case and the higher fidelity case have been found. Although
these are only qualitative factors to illustrate the potential over-conservatism, it is clear225

that the reduced uncertainty in high-fidelity models requires a re-calibration of safety
factors in order to be beneficial for the designer. Calibrating new safety factors for
bottom-fixed offshore wind turbines may be very elaborate and will require a complete
reliability study with time-domain methods like presented in this paper. However, the
upside in terms of reduced conservatism will likely justify the investment in computational230

resources, which easily can be scaled by cloud solutions.
Some limitations in this study include a simplified model for the impact of misalign-

ment of the circumferentially distributed fatigue, and a wave load effect uncertainty
independent of the wind-wave misalignment which may be of importance as also noted
in [30]. Additionally, the model uncertainty due to soil conditions should be considered235

in future work, as the soil characteristics may alter the dynamic properties of the system
significantly.
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[13] S. Ambühl, F. Ferri, J. P. Kofoed, J. D. Sørensen, Fatigue reliability and calibration of fatigue

design factors of wave energy converters, International Journal of Marine Energy 10 (2015) 17–38.270

doi:10.1016/j.ijome.2015.01.004.
[14] S. Marquez-Dominguez, J. D. Sorensen, Fatigue Reliability and Calibration of Fatigue Design Fac-

tors for Offshore Wind Turbines, Energies 5 (6) (2012) 1816–1834. doi:10.3390/en5061816.
[15] M. H. Faber, On the Treatment of Uncertainties and Probabilities in Engineering Decision Analysis,

Journal of Offshore Mechanics and Arctic Engineering 127 (3) (2005) 243–248.275
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