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Summary

Steam bottoming cycles, powered by gas turbine exhaust heat, are considered for
offshore applications as a means of increasing the energy efficiency of power sup-
ply and reducing CO2 emissions from oil and gas production. Strict requirements
on volume and weight of the steam generator means that unconventional heat
exchanger designs must be considered. This calls for an extension of the validity
range of existing thermal-hydraulic correlations for fin-tube bundles (the predom-
inant heat exchanger type in this application) so that designs can be optimized
for weight. The aim of the present work is therefore to develop and validate a
computational fluid dynamics model of heat transfer and pressure drop in solid-
and serrated-fin tube bundles, and use it to expand the region of geometric pa-
rameters for which the thermal-hydraulic performance of finned tube bundles is
known.

Firstly, a numerical model (grid generation, domain selection, turbulence mod-
eling and solution method) is established and validated against experimental data
for four different fin tube geometries, two with plain fins and two with serrated
fins. This study is the first in open literature to simultaneously address grid
convergence of the variables of engineering interest and comparison with exper-
imental data of the same variables (and not just correlations). Predicted heat
transfer and pressure drop data are within, or very close to, the experimental
uncertainty for all four cases, with maximum root mean square errors of 13.8%
and 14.4% respectively. It is therefore considered acceptable to use the numeri-
cal method in lieu of experimental measurement to produce data for correlation
development.

The numerical model is coupled to an iterative adaptive sampling method,
and combined with experimental data from open literature, to produce improved
correlation for heat transfer and pressure drop with maximum impact per added
data point. The root mean square errors (RMSE) of the developed correlations are
reduced from 28% and 33% to 15% and 25% for pressure drop and heat transfer,
respectively, compared to regression on experimental data only. The correlations
are demonstrated to produce a different geometric configuration compared to a
reference correlation set, when applied to a test case for weight minimization.
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Summary

Fin efficiency prediction has received particular attention in this work due to
its importance for design, and the relative ease at which it can be computed from
first principles in a numerical simulation. The theoretical fin efficiency model is
evaluated, along with proposed corrections to account for uneven distribution of
the heat transfer coefficient. Correction equations are shown to be in significant
error for a tall plain fin geometry. Further investigations reveals two main param-
eters that influence the accuracy of the theoretical fin efficiency model in extreme
cases: The per-row thermal effectiveness and flow bypassing the aperture between
the fins.

Parameter studies show that the direction of heat flow (gas heating or gas
cooling) and the fin type (annular or helically wound) can be quite important for
thermal-hydraulic performance. Specifically, pressure drop can be 25% higher
for spiral fin-tubes under gas heating conditions than for equivalent annular fin-
tubes under gas cooling conditions, which is not considered by most correlations.
The upstream turbulence level, on the other hand, is of negligible importance.
The effect of the number of streamwise tube rows is significant for shallow tube
bundles, but is well modeled by some existing correlations.

Finally, the numerical model is extended to the time domain and used to
predict vortex shedding in a compact tube bundle. The work demonstrates that
vortex suppression does not occur even if fins are added to the tubes, and that the
vortex shedding frequency and amplitude is well described by equations developed
for bare tube bundles, when an effective diameter is used to account for the fins.
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Nomenclature

Note that additional nomenclature is given in chapters 4–7.

Roman letters
A heat transfer area [m2]
do bare tube outer diameter [m2]
hf fin height [m]
m nondimensional fin parameter (=

√
2α/(λtf )) [-]

Nr number of tube rows [-]
Q̇ heat flow [W]
T temperature [K]
uFmin mean velocity in minimum free flow area [m s−1]

Greek letters
α heat transfer coefficient [Wm−2 K−1]
ε thermal effectiveness (=q/qmax) [-]
ηf fin efficiency [-]
λ thermal conductivity [Wm−1 K−1]
ν kinematic viscosity [m2 s−1]
ρ density [kgm−3]

Subscripts
b bulk, mixing cup
f fin
t tube
w wall

Dimensionless numbers
Re =

uFmindo
ν Reynolds number

Eu = ∆p
Nr

1
2ρu

2
Fmin

Euler number

Nu = αdo
λ Nusselt number

vii





Chapter 1

Introduction

Increased energy efficiency in the industrial sector is identified as one of the key
measures that can deliver a peak in global energy-related greenhouse gas emis-
sions without changing economic prospects [1]. This has also been highlighted in
Norway´s Technology Strategy for the 21st Century, where one out of four strate-
gic goals are to: “Maintain the Norwegian position as the oil and gas province
with the highest energy efficiency, the lowest level of emissions to air, and lowest
harmful discharges to sea per produced unit.”[2].

Offshore oil- and gas production is energy intensive due to the large amount
of power required for reservoir pressure support (water/gas injection), export
gas compression (for natural gas fields) and other utilities. The power is usually
supplied by several gas turbine engines (30-40MW each) in simple cycle configu-
ration; Heat recovery from the exhaust of these engines is, in many cases, a low
hanging fruit in terms of increased energy efficiency. Implementing bottoming
cycles to produce power from exhaust heat would be impactful, since power pro-
duction is the single largest source of CO2 emissions from individual platforms.
The overall CO2 emissions reduction potential per installation is about 25% [3].
The waste heat recovery units (WHRUs) which are part of these bottoming cy-
cles must, however, meet stringent requirements on size, weight and durability
in order to be attractive for offshore use. Widespread installation has not taken
place - only three production facilities are currently using bottoming cycles for
power production on the Norwegian continental shelf [4].

Earlier work on the design of offshore bottoming cycles has indicated that
small diameter fin-tubes lead to lower weight and volume of the WHRU [5].
Meanwhile, experimental work and correlation development has primarily focused
on the large diameter tubes that are relevant for onshore heat recovery. Compact
geometries have been tested for air cooler applications, but geometric details
and materials selection are different (crimped fins are common) as well as the
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1. Introduction

operating conditions (dehumidifying or frosting conditions are often considered).
This leads to a need for extended validity ranges of thermal-hydraulic correlations
that can be used in design optimizations, which in turn calls for more data on
compact fin-tube geometries.

Using Computational Fluid Dynamics modeling, rather than experimental
testing, to produce these data has several advantages. Firstly, all comparisons
are made on a consistent basis, e.g. with regards to geometric representation,
thermophysical properties and data reduction. By contrast, this is not true in
general for comparisons of experimental studies performed by different research
groups. Secondly, it is possible to model geometries that are difficult to physi-
cally manufacture and therefore to cover the entire interesting parameter space.
Thirdly, simulations can be time efficient, not only in terms of lead time from
start to finish but also due to the fact that many simulations can be run in par-
allel on compute clusters. The time efficacy is, however, contingent on having a
rational and possibly automated simulation setup.

As regards reliability, there has been speculation as to whether flow-induced
vibrations can occur in fin-tube bundles. This is, of course, an even more im-
portant question when small diameter tubes are considered, due to the lowered
bending stiffness. A large body of knowledge has been produced on flow induced
vibrations in bare tube arrays, due to its importance in nuclear power produc-
tion. It is beyond the scope of this work to check if all design rules for bare tube
bundles are transferable to fin-tube bundles. The thermal-hydraulic CFD model
can, however, easily be extended to study some phenomena and thus give an
indication as to if more research is needed.

1.1 Research objectives and scope

The main scientific objective of the present work is to develop and validate a
computational fluid dynamics model of solid- and serrated-fin tube bundles and
use it to expand the region of geometric parameters for which the engineering
performance of finned tube bundles is known. The study is limited to a staggered
equilateral triangular tube layout (the most compact arrangement). The sub-
objectives supporting this task are:

• To validate the model against in-house thermal-hydraulic experimental data

• To vary key geometric parameters systematically, identify thermal-hydraulic
trends, and use the tool predictively to extrapolate into regions of particular
interest (e.g. small diameter serrated fin-tubes).

• To critically evaluate correlations from the literature and construct new
correlations from numerical data as well as existing experimental data

• To extend the model to study flow induced vibrations

2



1.2. Contribution

1.2 Contribution

The progression between the articles that constitute this thesis, and the main
conclusions from them, can be summarized as follows:

1. Karl Lindqvist and Erling Næss. “A validated CFD model of plain and
serrated fin-tube bundles”. In: Applied Thermal Engineering 143 (2018),
pp. 72–79. issn: 13594311. doi: 10.1016/j.applthermaleng.2018.07.060

This paper establishes the numerical model and presents validation and
grid convergence of the methodology. It is indicated that established corre-
lations have poor predictive accuracy for small diameter tubes, though this
could not be concluded at this stage. Calculations also demonstrate that
the Weierman and Hashizume fin efficiency corrections are not sufficient to
correct the fin efficiency for non-ideal conditions.

2. Karl Lindqvist and Erling Næss. “On correction factors in thermal-hydraulic
correlations for compact fin-tube bundles (submitted)”. In: Heat and Mass
Transfer (2018)

The numerical model is used to study the sensitivity to five parameters
which have not yet been studied experimentally or numerically. Three of
them are concluded to be important for compact fin-tube bundle model-
ing, namely the fin efficiency prediction, the fin pitch and the modeling of
variable thermophysical properties. We hypothesize that flow bypassing the
gap between the fins (flowing outside the fin diameter) plays an important
role in fin efficiency deviating from the theoretical fin efficiency. The analy-
sis was enabled by computing the exact fin efficiency numerically, without
restrictive assumptions on e.g. the bulk temperature.

3. Karl Lindqvist et al. “A machine learning approach to correlation develop-
ment applied to fin-tube bundle heat exchangers”. In: Energies 11.12 (2018).
doi: 10.3390/en11123450

The numerical model is coupled to ALAMO, a correlation development
software that implements statistical- and machine learning algorithms. Ex-
isting experimental data and new numerical simulation data is combined
to create improved correlations for heat transfer and pressure drop. Adap-
tive sampling is used to maximize the benefit of each numerical simulation.
The impact of the new correlations is demonstrated on a boiler test case.
CFD simulations are also used to validate the correlations and to discuss
trends in the design variables. A main conclusion, apart from the corre-
lations themselves, is that the Nusselt number depend primarily on the
Reynolds number and the tube diameter. Reference correlations are con-
clusively shown to have poor predictive accuracy in the region of compact
fin-tube bundles.
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1. Introduction

4. Karl Lindqvist and Erling Næss. “Numerical Modeling of Vortex Shedding
in Helically Wound Finned Tube Bundles in Cross Flow”. In: Proceedings
of the 16th International Heat Transfer Conference (IHTC-16). Beijing,
China, 2018

The numerical model is extended to the time domain and used to predict
vortex shedding in a compact tube bundle. The work demonstrates that
vortex suppression does not occur even if fins are added to the tubes, and
that the vortex shedding frequency and amplitude is well described by equa-
tions developed for bare tube bundles, where an effective diameter is used
to account for the fins. Heat transfer is not considered in these simulations.
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Chapter 2

Background

Fin-tube bundle thermal engineering is, arguably, a well developed and dissem-
inated field both in textbooks and in the research literature. How can further
research be warranted, if at all needed? At least three arguments can be made
based on observation:

• Theoretical (mathematical) modeling of fin-tubes is developed to conform to
equivalent models for other heat transfer surfaces, rather than to maximize
accuracy.

• Publicly available experimental data is inconsistent due to varied experi-
mental setups and data reduction practices. Uncertainty analyses are often
lacking or incomplete, which complicates use of the data.

• Theoretical and empirical work on flow induced vibrations have largely
considered bare tube arrays. The extent to which models are applicable to
finned tubes is uncertain.

• Computational Fluid Dynamics models have not been used to their full
potential to address the previous shortcomings.

This chapter is intended to provide some evidence to these statements and
show how they relate to this thesis work.

2.1 The theoretical framework for convective heat
transfer

The engineering treatment of convective heat transfer from a surface with area A
to a fluid of bulk temperature Tb is straightforward: The heat flux is proportional
to the temperature difference between the surface and the fluid with the heat
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2. Background

transfer coefficient α introduced as the proportionality constant, viz.

Q̇

A
= α(Tw − Tb) (2.1)

A few complications arise for fin-tube bundle heat exchangers:
1. The heat transfer area consists of a bare tube area At and a fin area Af ,

the latter of which has an additional heat transfer resistance due to heat
conduction through the fin. As a consequence, the fin temperature is not
equal to Tw, and a fin efficiency ηf must be introduced.

2. The heat transfer coefficient is not uniform across A, particularly not in
the wake behind the tube. This leads to inaccuracies in fin efficiency cal-
culations, since the theoretical fin efficiency model assume a uniform α.
Corrections and/or solutions for uneven distribution is not trivial, and very
little empirical data (local heat flux measurements etc.) is available. The
uniformity assumption also adds some bias in correlations for α itself, since
it is the case that not all of A will experience an increased α from, say, an
increased flow velocity. The tube wake is again the most prominent example.

3. The flow though a tube bundle is not homogeneous across its cross-section;
Part of the flow may pass outside the fin diameter (particularly if fins
are packed very densely), which means that the bulk temperature in Equa-
tion 2.1 becomes an inaccurate measure of the driving force for heat transfer

This thesis does not challenge Equation 2.1 or propose an alternative for-
mulation. Doing so might be worthwhile, but would require re-evaluation of all
experimental literature published to date. Instead, this thesis explores the do-
main of validity of Equation 2.1 and improves upon the prediction of α, given
the accuracy constraints of the model. As a teaser, consider the error in average
observed (calculated) fin efficiency, compared to the analytical fin efficiency, of a
rectangular fin array with bypassing flow, Figure 2.1. This calculation assumes
a constant heat transfer coefficient and integrates the transferred heat along the
flow length of the fin (500 intervals), using an analytical fin efficiency solution [1]
locally. The observed fin efficiency is evaluated as

ηf =

∑
Q̇/∆TLM∑
Q̇∗/∆T ∗

LM

(2.2)

where the asterisk denotes a solution with infinite thermal conductivity of the fin.
This procedure eliminates inaccuracies related to complications number 1 and 2
above. Yet, the observed fin efficiency differs fundamentally from the theoretical
one even under otherwise ideal conditions.

The magnitude of the error is dependent on the thermal effectiveness ε (i.e.
the length of the fin in the flow direction) which in this case has a high value

8



2.2. Experimental studies and their accuracy
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Figure 2.1: Error in theoretical fin efficiency of 0.5mm thick parallel carbon steel
fins, where part of the mass flow through the 1×500mm channels does not take
part in heat transfer (is bypassed). Reynolds number range (hydraulic diameter):
2 000 - 50 000; constant Nusselt number (fully developed turbulent flow)

(about 90%). The issue is therefore relevant for compact fin-tube bundles where
the per-row thermal effectiveness can be quite high in an effort to reduce the
number of tube rows.

2.2 Experimental studies and their accuracy

A pertinent question for this thesis work has been how existing experimental
data can be leveraged to reach the objectives outlined in the introduction. One
particular challenge is that the experimental uncertainty often is unknown or in-
completely reported in journal publications. Several studies, such as [2], claim an
uncertainty of about 5% for the Nusselt number without further demonstration.
Holfeld [3], meanwhile, calculated that the heat transfer coefficient is shifted ±3–
6% higher when taking into account the welding bond failure provisions that are
allowed according to current welding standards, compared to assuming that all
fins are perfectly attached. While measurement techniques may vary, it is hard
to imagine that studies that claim less than 5% error in Nusselt number have ac-
counted for all relevant uncertainties. A similar reasoning applies to Euler number
uncertainties, which tend to increase exponentially at lower Reynolds numbers
due to uncertainties in both the measured flow velocity and the pressure drop
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Figure 2.2: Predictive accuracy of Nusselt and Euler numbers as a simple power
function of Re (indicated in legend), with constants calibrated to experimental
data, compared to the underlying data itself. Data from various authors in open
literature, extracted from in-house database.

itself. Reporting an artificially low uncertainty (e.g. the uncertainty at the largest
Reynolds number) is unhelpful and misleading. This has implications for model
validation, since it is useful and appropriate to compare not only model output
with experiment output, but also model output with experimental uncertainty
range (and, preferably, the model uncertainty range as well). The solution in
this thesis work has been to use in-house data for parts of the validation (where
uncertainties have been thoroughly analyzed) and to assume a reasonable aver-
age uncertainty of 10% for Nusselt number and 15% for the Euler number for
external (published) data.

A second challenge in using experimental data is the considerable scatter
that can be observed after correcting for the Reynolds number dependency (Fig-
ure 2.2). The data spread may be due to some underlying function of the fin-tube
bundle geometry, but it could also (at least partially) be attributed to inconsis-
tent experimental setups and data reduction methods. Considering the previously
mentioned challenge with obtaining good uncertainty measures, it would be hard
to discriminate between good- and poor quality data. At the same time, the ex-
perimental data is needed to develop improved correlations, since it would be
tremendously time-consuming to reproduce all the required data using CFD sim-
ulations. The simplistic approach taken in this work has been to analyze the data
statistically in the software ALAMO [4] and run CFD simulations in regions of
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2.3. Numerical studies

expected high uncertainty. Further details on this work is given in the correlation
development paper (Paper 3).

2.3 Numerical studies

Numerical studies of fin-tube bundles started to emerge in the late 1990’s and
early 2000’s as computational power grew and as CFD transitioned from a re-
search topic in itself to an engineering tool capable of handling complex geome-
tries. As shown in Table 2.1, increases in geometrical representation, model sizes
and simulation refinement has largely followed the rapid increase in computa-
tional power (i.e. Moores law) available to the heat transfer researchers. Early
studies modeled few tube rows, used 1st order upwind schemes and did not re-
solve the boundary layers. Publications from one particular author state that
qualitative flow features were the primary aim of the investigations [5, 6], and
admits that the turbulent Prandtl number was modified by almost 300% to match
simulations with experimental data [7]. Later studies, however, have shown that
CFD predictions can be about as accurate as that of correlations, without such
a modification [8].

A notable advancement from the early studies was the modeling of serrated,
helically wound fins. These geometries are substantially harder to model com-
pared to plain annular fins due to the large number of small features on serrated
fins, and the inherent asymmetry of the helix. It is plausible to assume that
this increased model complexity caused the reduced number of modeled tube
rows that occurs simultaneously. It is only relatively recently that Ó Cléirigh and
Smith [8] simulated a full 8 row tube bundle with serrated, helically finned tubes.

No clear trend is observed regarding turbulence model selection, other than
the prevalence of the RNG and Realizable k-ε models. A thorough and consistent
comparison of various turbulence models is lacking in the literature; Nemati and
Moghimi [9], though aspiring to present such a comparison, did not use a consis-
tent computational grid for all models and did not report the numerical setup.
It is therefore likely that turbulence models have been selected based on factors
other than accuracy, such as ease of convergence.

The terms Grid Convergence and Quantitative Experimental Validation in
Table 2.1 require careful definition in the context of predictive CFD. At the
least, grid convergence requires statements or demonstration of

• the variable monitored for convergence (e.g. the Nusselt number),

• the degree of convergence achieved (e.g. <5%) and

• the tested change(s) in grid resolution for which convergence was observed.
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2.4. Flow induced vibrations

Monitoring an irrelevant variable, or performing a negligibly small (or undocu-
mented) change in grid resolution, are two omissions of grid convergence checks
that still occur occasionally in articles covering numerical studies. In practice,
second order schemes are required to achieve grid convergence for all variables
of engineering interest [24]. Studies that claim (but do not demonstrate) grid
convergence with 1st order upwind or hybrid schemes do not pass the "Grid
Convergence" check in Table 2.1.

In the same vein, a Quantitative Experimental Validation of the numerical
model requires

• comparison of a relevant variable with

• high quality experimental data, preferably with a known uncertainty, and

• no manual adjustments of numerical grid or turbulence modeling constants.
Comparison with correlations are not entirely inappropriate, but introduces the
risk of cherry-picking correlations that match the numerical results. Moreover,
CFD methods should aspire to achieve a higher accuracy than correlations, which
requires better validation data.

It is clear from Table 2.1 that no previous study has adequately demonstrated
both grid convergence and quantitative comparison with experimental data si-
multaneously. The only plausible explanation to this (lack of) focus is that the
perceived benefits of CFD has not yet been sufficiently large for it to compete with
experimental work. At the very least, there has never been a lack of experimental
data against which model validation could have been performed. With increased
computational power, however, this balance may change and has already, to some
degree, changed.

Finally, note that the first three publications from this work listed in Table 2.1
(i.e. [20, 21, 22]) use the same numerical method. Hence, the grid convergence
and validation presented in [20] apply to all three publications.

2.4 Flow induced vibrations

Nuclear power safety and reliability has been a main driver for the research in
flow induced vibrations, spurred by a number of unexpected and costly reac-
tor shutdowns. Flow-induced vibrations were found to cause fatigue failures in
fuel rods and boiler pre-heater sections, establishing a need for fundamental phe-
nomenological understanding and reliable design criteria [25]. Vast experimental
efforts have since been put into characterizing single phase liquid flow over bare
tube arrays, as well as extensions to various geometrical configurations and flow
types. This has led to a set of design criteria and stability maps for bare tube
heat exchangers [26]. The vibration excitation mechanisms for tube bundles in
cross-flow configuration are generally divided as follows [27]:
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2. Background

• Fluid-elastic instability

• Periodic wake (vortex) shedding

• Turbulence excitation

• Acoustic resonance
Fluid-elastic instability and acoustic resonance are the most important vi-

bration mechanisms for gaseous flow, according to Pettigrew et al. [28]. Vortex
shedding is judged as unlikely, but turbulence excitation is possible.

Studies on flow induced vibrations in fin-tube (rather than bare tube) bun-
dles are relatively scarce. Lumsden and Weaver [29] and Wang and Weaver [30]
measured the fluid-elastic stability limit of four different fully flexible arrays of
serrated finned tubes. The addition of dense fins to otherwise identical bare tubes
were found to stabilize the parallel triangular tube- and inline square tube lay-
outs. The rotated square tube- and normal triangular tube layouts, on the other
hand, were de-stabilized by the addition of fins. In all cases,however, the stability
maps for bare tube arrays were found to be conservative with respect to the onset
of fluid-elastic instability for the finned tubes. Previous work on vortex shedding
from high-finned tubes has concentrated on single and tandem tubes rather than
tube arrays [31, 32, 33]. In these cases, the fins can be accounted for by introduc-
ing an effective diameter. The corresponding phenomenon has not been studied
in fin-tube bundles, to the authors’ knowledge.

The importance of flow-induced vibrations can be expected to increase as
weight optimized WHRUs are considered. Weight reduction may lower the struc-
tural rigidity of the tube bundle by employing smaller diameter tubes, fewer
support plates and higher gas velocities. It is therefore essential that current
models for flow induced vibrations are critically evaluated such that vibration
problems (and resulting damage, e.g. from fretting or fatigue) are avoided at the
design stage.

2.5 Knowledge gaps

In light of the state-of-the-art it can be concluded that
• Present thermal-hydraulic design correlations have evolved from decades

of experimental work, not all of equal quality or consistency. Data scat-
ter prevents a thorough examination of trends with respect to changes in
geometry.

• Fin efficiency prediction can be difficult due to the unrealistic (but neces-
sary) assumption of a uniform heat transfer coefficient.

• Closely packed small diameter fin-tubes are promising for offshore use, but
these geometries are outside the validity range of current correlations. There
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2.5. Knowledge gaps

are insufficient experimental data to construct new design correlations with-
out further work.

• Numerical methods are able to predict thermal-hydraulic performance to
some degree, but most studies lack thorough validation with experiments.

• Fluid-elastic instability of finned tube bundles have been studied experi-
mentally, but only for very specific geometries. Vortex shedding has also
been studied, but only for single- and tandem fin-tubes. The design rules
developed for bare tube arrays have not been extensively applied to finned
tube arrays in open literature.

Enabling the design and optimization of compact and lightweight heat recov-
ery units is primarily a matter of generating new data. New data, in turn, enables
evaluation of present design rules and correlations and development of new ones.

This work addresses these knowledge gaps by, firstly, establishing a numerical
model that can be used for quantitative studies of heat transfer of pressure drop
in lieu of experimental measurements. It is the first to demonstrate both a grid
convergence analysis and quantitative comparison with experimental data for fin-
tube bundles. Thus, the efficacy of each of the key components of the model is
also confirmed:

• Steady RANS modeling of the flow field, with a one-equation turbulence
model (Spalart-Allmaras)

• Parameterized hexahedra-dominated hybrid grid for plain- and serrated fin-
tubes

• Choice of computational domain, specifically the reduced domain model
where a small section of an “infinite” tube bundle is modeled

For details, refer to chapter 3 and Paper 1.
Secondly, the model is used to produce data with the specific aim of improv-

ing correlations for compact fin-tube bundles. The problem lends itself well to
statistical treatment due to the relatively large number of geometric parameters
to be modeled (at least 5, excluding the flow velocity) as well as the scatter in
existing experimental data. Given the advantages of CFD modeling (consistency,
relative time efficacy and geometric freedom), it is interesting to consider an au-
tomated, iterative correlation development approach that makes use of machine
learning concepts. In particular, it is possible to estimate regions in the parame-
ter space where correlation outputs (heat transfer and pressure drop coefficients)
are uncertain, and suggest a CFD simulation in such a region. This approach
maximizes (at least in principle) the impact that each added data point has on
the final correlation accuracy. Results from this approach is presented in Paper 3,
along with a thorough sensitivity analysis of the correlation outputs with respect
to the various geometric input parameters.
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2. Background

Thirdly, the model is used to study specific aspects of fin-tube thermal-
hydraulic modeling that has received comparatively little attention in the litera-
ture. Paper 2 presents findings related to the direction of heat flow (gas heating
or gas cooling), the fin type (annular or spirally wound), the fin efficiency, the
fin pitch, the number of streamwise tube rows and the inlet turbulence level.
A particular strength of the numerical approach is the ability to perform sim-
ulations with infinite thermal conductivity of the fin, and hence deduce the fin
efficiency without additional assumptions (other than those inherent in the RANS
model). The format of this study is primarily a traditional parameter study. The
fin efficiency, however, is investigated using a Latin Hypercube sample such that
the entire design space is covered. Further analysis is then performed for two
geometries of particular interest.

Lastly, the model is extended into the time domain, to enable analysis of
vibration-related research questions.
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Chapter 3

Numerical considerations

The numerical methods used in this work to solve the Reynolds averaged Navier-
Stokes equations are well known and covered in several textbooks, e.g. [1]. The
source code of the utilized software package, OpenFOAM, is also readily available
on the internet. This chapter, therefore, focuses on the two numerical aspects that
are unique for this work: Grid generation and turbulence model selection.

3.1 Grid generation

Grid generation is arguably one of the most important parts of applied CFD,
since the grid quality impacts both the attainable solution accuracy, the rate of
convergence (or lack thereof) and the CPU/memory requirements. Sufficient grid
generation has consequently been a substantial focus in the present work.

A few general grid requirements (or rules-of-thumb) have been identified for
successful application of CFD with a finite volume discretization:

• Flow physics must be resolved (boundary layers, flow gradients, wakes,
geometric details)

• At least 10-15 cells across the velocity- and thermal boundary layers

• Moderate wall-normal cell expansion ratio in boundary layer cells (≤ 1.2−
1.3)

• Smooth transitions in cell size across the domain. Preferably less than 20%
size difference between adjacent cells, never more than 50%.

• Low skewness and non-orthogonality (affecting accuracy of gradient recon-
struction and face interpolation, respectively)

The following grid generation approaches can be considered for complex ge-
ometries such as the ones at hand:
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3. Numerical considerations

Figure 3.1: Computational grid example, showing hexagonal bulk fluid block and
inter-fin grid merged with polyhedral cells (also known as “hanging nodes”) at the
interface. Periodic interface splitting and merging has not been performed at this
stage. Bulk fluid cell size enlarged for clarity.

• Fully structured method
• Cut-cell method
• Unstructured method
• Overset grid method
• Non-conformant grids with interpolation
Several of these methods have been used in the literature. Fully structured

grids have been used for annular fin-tube bundles (e.g. [2]), but helical fins have
required cut-cell [3], unstructured [4] or non-conformant unstructured [5] grids.
Resolving the flow around the individual segments of a serrated fin, while main-
taining 10-15 cells through the boundary layer at all Reynolds numbers, is chal-
lenging. In addition, periodic flow modeling requires grid matching across the pe-
riodic interfaces, which limits the feasibility of some grid generation algorithms.
A complicating factor is that small, wedged cells are created when a helical ge-
ometry intersects a square domain. Lemouedda et al. [4] solved these challenges
by assuming slip walls rather than periodic interfaces transverse to the flow di-
rection. Ó Cléirigh and Smith [5] modeled the fluid between the fins and the fluid
outside the fins as two disjoint regions linked by interpolation interfaces. The
overset grid method would circumvent some of these problems, but have not yet
become as widespread and readily available as the other methods.

The present work has utilized a combination of structured and unstructured
block grids to “assemble” a hexahedra-dominated hybrid grid that solves some of
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3.1. Grid generation

Figure 3.2: Periodic patches (0-3), wall patches (4) and internal faces (5) of the
computational grid, showing the cell splitting and merging needed to obtain a
continuous, closed computational domain. Dashed line indicates extent of solid
(fin) domain.

the mentioned challenges with representing periodic flow around helical, serrated
fins (cf. Figure 3.1). An automated, parameterized, grid generation procedure
is developed to reduce simulation lead time. The tube array angle is limited to
30◦ (equilateral triangular layout) to simplify grid generation. This is the most
commonly studied array angle in the literature and the most relevant one for
compact heat exchangers due to the high packing efficiency.

A hexagonal bulk fluid block around each fin-tube is discretized with hexa-
hedral cells and merged with the boundary layer graded inter-fin grid, creating
polyhedral cells (also known as “hanging nodes”) at the interface (Figure 3.1).
The overlapping patches in the tube wake are then split and merged (Figure 3.2)
to create a complete, fully periodic grid with matched cell faces. Finally, the grid
around a single fin-tube is merged into a full tube array with inlet- and outlet
sections, or a small periodic section of a tube array.

The main features of the computational grid around a typical serrated fin-
tube is shown in Figure 3.3. The fluid between the fin segments, where flow
separation from the fin surface occurs, is resolved by adding a number of cells
through the fin thickness in addition to the existing boundary layer grid (box B).
The bulk fluid grid contains a few low quality cells (pyramids and tetrahedra)
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in the wake region behind the tube due to the splitting and merging procedure
(box C). In return, patch-to-patch interpolation is avoided. The cells are located
in an area where flow gradients tend to be small. An unstructured grid is used
between the fin segments (box D). A single row of fluid cells is allowed to protrude
from the tube surface outwards to avoid pinched cells and cell size jumps at the
intersection between adjacent fin segments. This is only relevant for fully serrated
fin geometries. Plain fin geometries do not use unstructured cells.

The resulting computational grid satisfy most of the general criteria men-
tioned earlier in this section. A drawback of the approach includes the reliance
on wall functions for the boundary layers on the segment cut sides and on the
tip of the individual fin segments. The heat transfer from these surfaces should
not be ignored: The fin tip and segment cut side areas of the exemplified geom-
etry in Figure 3.3 are 3.5% and 14.6% of the total heat transfer area per unit
length, respectively. However, the tangential velocity as well as the local tem-
perature gradient will be much smaller for the segment cut sides compared to
that of the “main” fin surface, which justifies an approximate treatment. These
conditions may not pertain at the fin tips; A satisfactory grid convergence was,
however, attained even when using wall functions at the fin tips, indicating that
the approximate treatment is acceptable at least from a global point of view.

A second drawback is that cell non-orthogonality and skewness of the bulk
fluid grid increases as the fin tip clearance approaches zero. This limits the range
of this parameter that is possible to simulate to approx. 0.5mm. The practical im-
pact of this limitation is judged as negligible. Similar limitations would probably
occur with other grid generation methods due to cell pinching.

3.2 Solution method

Initial simulations in this project focused on modeling all tube rows in a tube
bank, including inlet- and outlet sections, like most earlier published studies have
done. In the interest of time efficacy, a further reduction of the modeled fluid
domain was considered, inspired by the work of Martinez et al. [6]. The full and
reduced domains are shown in Figure 3.4.

The governing equations in a reduced, cyclic domain can be solved by intro-
ducing source terms to account for the average pressure drop and heat addition
though the domain. The pressure- and temperature fields are, in this case, inter-
preted as the deviation from the average pressure/temperature gradient imposed
by the source term. It was, however, found that iterative stability (i.e. the ability
to reach a converged steady state solution) was greatly improved if the stream-
wise periodic boundary values for pressure and velocity were updated much more
seldom than the interior- and transverse boundary values. The periodic problem
is, in this way, solved as a series of regular problems with specified inlet veloc-
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Figure 3.3: Features of the computational grid; Unstructured grid between fin seg-
ments and boundary layer grid on fin and tube surfaces (B&D), and cut through
patched cells showing pyramid cells (C)

ity and outlet pressure profiles. An additional benefit is that wall conditions for
temperature is not limited to a constant heat flux.

Further stability improvements could be demonstrated by avoiding simultane-
ous update of the outlet pressure and inlet velocity boundary fields. A staggered
update was therefore implemented, where updates are spaced with equal period
but separated by a constant offset. The profiles for temperature and modified
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Figure 3.4: Full and reduced computational domain, including array angle, β
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Figure 3.5: Turbulence models

turbulent viscosity are updated every iteration, acting as a fully periodic bound-
ary.

The number of iterations between profile updates are adjusted to ensure con-
vergence. In addition to being copied, profiles for velocity and temperature are
scaled to satisfy a specified area average, such that flow rate and temperature dif-
ference can be set. Simulations are considered converged when total pressure drop
and surface heat fluxes does not change significantly between profile updates, nor
with continued iterations. Uniform profiles are used as initial conditions.

3.3 Turbulence modeling

As highlighted in chapter 2, the literature is not quite clear on whether or not the
predominant RANS modeling approach is sufficient for thermal-hydraulic predic-
tions of fin-tube bundles. There is, on the other hand, little evidence against it.
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3.3. Turbulence modeling

Table 3.1: Tube and array ge-
ometric parameters used for
the turbulence model compari-
son. Parameter definitions: Fig-
ure 3.6)

Reference [8]
Fin type serrated
Fin material steel

do [mm] 20.87
hf [mm] 8.61
hs [mm] 8.61
tf [mm] 0.91
sf [mm] 5.08
ws [mm] 3.97
β1 [deg] 30
cf [mm] 8
Pt [mm] 46.1
Pl [mm] 39.9

1The tube bundle
layout angle is
defined as:
β = tan−1

(
Pt

2Pl

)

ws

hs
hf

tf sf

A

A A-A
do

Figure 3.6: Fin tube geometric parameters

A preliminary evaluation in the present work compared the thermal-hydraulic
prediction with experimental data for a fully serrated geometry (Table 3.1) using
two different eddy viscosity turbulence models. Both models are capable of resolv-
ing the thermal- and velocity boundary layers, provided sufficient grid resolution,
without wall function approximations.

The match with experimental data was excellent, both quantitatively and
qualitatively (Figure 3.5). Moreover, the two turbulence models gave comparable
results, indicating that turbulence model selection may not be critical. The latter
conclusion corroborates earlier work by Nemati and Moghimi [7] who showed
that several turbulence models give very similar results, except for the standard
k-ε and standard k-ω models. Based on this evaluation, the Spalart-Allmaras
turbulence model is selected due to its favorable convergence characteristics.
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3. Numerical considerations
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A validated CFD model of plain and serrated fin-tube bundles
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Abstract

This work presents a Computational Fluid Dynamics model of helically wound fin tube bundles and demonstrates
its predictive capability for thermal-hydraulic performance. A consistent validation against experimental data
is given for four different fin tube geometries, two with plain fins and two with serrated fins. Predicted heat
transfer and pressure drop data are within, or very close to, the experimental uncertainty, with maximum
root mean square errors of 13.8 % and 14.4 % respectively. The modeled fin temperature distribution is used
to evaluate three fin efficiency models, revealing that correction equations can be in significant error for tall
plain fins. Three sets of semi-empirical correlations for Nusselt and Euler numbers are also evaluated, showing
non-conservative predictions for several of the tested geometries. Results from the study confirm the efficacy of
reduced domain modeling, whereby geometric periodicity of the heat exchanger array is exploited to reduce
computational cost.
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1. Introduction

Waste heat recovery is currently under considera-
tion in the offshore oil- and gas industry to mitigate
the high energy use on platforms. Weight- and volume
minimization of the heat exchanger core is vital due to
the lack of space on these installations. Earlier work
has indicated that overall Waste Heat Recovery Unit
(WHRU) skid weight can be reduced by bringing down
the tube diameter [1], which calls for an extension of
the validity range of existing thermal-hydraulic design
correlations. It is also highly desirable to be able to val-
idate the performance of a thermally optimized design
by detailed numerical modeling, before investing in
fabrication and experimental testing. Computational
Fluid Dynamics (CFD) can supplement experimen-
tal measurements and provide additional insights in
this endeavor, provided that models are thoroughly
validated.

∗Corresponding author
Email address: karl.erik.lindqvist@ntnu.no (Karl

Lindqvist)

Numerical CFD models have thus far contributed
both qualitatively and quantitatively to the thermal-
hydraulic modeling of finned tubes. Qualitatively,
by giving an understanding the local flow phenom-
ena around finned tubes. Quantitatively, by enabling
sensitivity studies which are very time consuming to
study experimentally.

As will be shown in the following, the majority
of earlier modeling efforts have focused on simulat-
ing plain fin tubes, tube bundles with few (<5) tube
rows and/or annular fin tubes. Large diameter tubes
(≥25.4 mm) have been prioritized. Industrial rele-
vance, combined with the possibility to exploit geo-
metrical symmetry while keeping model size moderate
have likely been the reasons behind this focus. In
contrast, compact offshore waste heat recovery units
can be expected to use helically wound serrated fins
with small diameter tubes [2]. Moreover, many studies
have compared modeling results with empirical corre-
lations as a means of model validation. This approach
is insufficient if model data are to be treated on par
with experimental data, due to the large spread in

Preprint submitted to Applied Thermal Engineering September 27, 2018



predictions between different correlations.
The dissertation by Mon [3] constitute one of the

first application of CFD to finned tube bundles. 29
different tube bundles with plain annular fins were
modeled in staggered and in-line configuration, all
having four tube rows. Mon’s CFD model was capa-
ble of describing intuitive, qualitative trends in overall
heat transfer performance. The simulations were used
to propose a correction to the VDI Heat Atlas correla-
tion [4], although direct validation with experiments
were lacking. In a consecutive paper, Mon and Gross
[5] compared results for eight of the modeled tube
bundles to a few literature correlations. Similar work
has been presented in [6, 7, 8], of which only Pathak
et al. compared modeling results with experimental
data.

The research by McIlwain [9] has many similarities
with the work of Mon. Qualitative flow features were
used to improve the pressure loss coefficients in the
HTFS2 correlation. Six tube rows were modeled in
all cases and plain annular fins were considered. Ex-
perimental data for four in-line tube bundles and one
staggered tube bundle was used for model validation,
with good, albeit somewhat inconsistent, results.

Torresi et al. [10] modeled the pressure drop over
a single serrated finned tube row and subsequently im-
plemented a porous region model for the analysis of a
full Heat Recovery Steam Generator (HRSG). Bench-
mark results compared favorably to a corresponding
simulation in a proprietary 1D pressure loss code, but
no comparison with experiments were made.

McIlwain [11] simulated two different single row
tube bundles with plain and serrated fins, respectively,
in order to explain the higher pressure drop and heat
transfer rate of serrated fins. The same author also
simulated a serrated fin-tube in multi-row inline con-
figurations and compared the resulting pressure drop
to that predicted from an industrial correlation [12].

The thesis of Hofmann [13] and subsequent publi-
cations [14, 15] presented experimental measurements
and numerical models of one plain- and two serrated
fin-tube geometries. Modeled and measured Nusselt
numbers and pressure drop coefficients matched with
reasonable accuracy, but significant scatter was seen
in the experimental data. Only one tube row was mod-
eled numerically. A particular model simplification
was evaluated and concluded to be acceptable, namely
to model helically wound fins as annular (flat) fins. It
should, however, be noted that the investigated ge-
ometries had a relatively low fin pitch, making them

amenable to this simplification.
Lemouedda et al. [16] compared the heat transfer/

pressure drop trade-off of plain versus serrated fins in
a three-row tube bundle and studied the effect of fin
tip twist and the number of fin segments. The study
only considered moderate Reynolds numbers (1320 ≤
Redo ≤ 5750) and did not validate the model with
experiments. Moreover, it is the only published study,
to the authors knowledge, that neglect turbulence
modeling altogether and assume laminar flow.

Ó Cléirigh and Smith [17] modeled the heat trans-
fer and pressure drop of three finned tube geometries
with varying degree of serration (from plain, through
halfway serrated to fully serrated). They showed that
CFD gives similar results as correlations over large
range of Reynolds numbers. Neither this study showed
validation with experiments.

Martinez et al. [18] presented a modeling approach
where a small section of a finned tube bank is simu-
lated with fully periodic boundary conditions. Nusselt
numbers and friction factors were compared with two
correlations with satisfactory agreement. Detailed
flow field data were also compared to experimental
measurements. The authors went on to perform simi-
lar modeling of a six-row tube bundle including inlet
and outlet regions in a subsequent publication [19]. A
major conclusion of this work was that velocity, tem-
perature and turbulence fields indeed show periodic
behavior after the third tube row and that a fully peri-
odic model therefore is appropriate. The same six-row
setup was finally used to show that a relatively large
part of the fin can be removed without significantly
affecting thermal-hydraulic performance [20].

In summary, only one publication (namely [9]) has
validated simulations of more than one tube geometry,
using a consistent numerical setup, with experimental
data. This is troublesome, since an insufficient numer-
ical setup or grid generation technique may seem ac-
ceptable for one particular geometry but break down
in the general case. The validation case therefore
needs to be revisited for helically wound fin tubes
in staggered tube configurations, particularly for ser-
rated fins. On a technical note, all but one publication
make use of Reynolds averaging coupled with an eddy
viscosity model of either k-ε or k-ω type. Due to the
lack of validation, it is not clear at this point whether
this modeling approach is sufficient or if higher fidelity
modeling is needed.

The novelty of this study is firstly that the numer-
ical model’s predictive capabilities are demonstrated
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Figure 1: Fin tube geometric parameters

Table 1: Tube and array geometries (cf. Figure 1 and Figure 2).
All dimensions in mm unless stated.

Geometry A B C D
Reference [21] [22] [23] [24]
Fin type plain plain serrated serrated
Fin material aluminum copper steel steel

do [mm] 13.5 15.9 20.87 50.8
hf [mm] 10 1.42 8.61 25.78
hs [mm] 8.61 20.83
tf [mm] 0.5 0.41 0.91 1.22
sf [mm] 2.81 1.3 5.08 4.28
ws [mm] 3.97 4.32
β1 [deg] 30 30 30 30
cf [mm] 5.2 8.8 8 11.94
Pt [mm] 38.7 27.5 46.1 114.3
Pl [mm] 33.5 23.9 39.9 99.0

hf/ro [-] 1.48 0.18 0.83 1.01
hf/ŝf [-] 4.33 1.60 2.06 8.42

1The tube bundle layout angle is defined as

β = tan−1
(

Pt
2Pl

)

over a large range of tube- and fin dimensions. Con-
sistent validation against experimental data for four
rather different fin tube geometries from the literature
is given. Secondly, the paper aims to evaluate the
accuracy of fin efficiency correction equations, par-
ticularly for small diameter and high finned tubes.
Fin efficiency corrections have received comparatively
little attention in the literature, but can influence per-
formance predictions significantly for non-standard fin
tube geometries. A few selected thermal-hydraulic cor-
relations are also discussed. The modeling approach
and methods used in this paper are generally appli-
cable for thermal-hydraulic performance estimation,
particularly for heat exchangers with stream- and
spanwise periodic geometry.

2. Fin tube geometries and semi-empirical equa-
tions

Four finned tube geometries from the literature
are modeled in the present work, with geometric pa-
rameters given in Table 1 and depicted schematically
in Figure 1. All geometries have previously been
tested experimentally in multi-row staggered configu-
rations in dedicated wind tunnels that are expected
to be representative of conditions in a WHRU. Three
sets of thermal-hydraulic correlations are used for
reference, namely the mathematically simple PFR
correlations [25], the industrially popular ESCOA cor-
relations [26] and the recent correlations by Holfeld
[21]. Relatively small diameter tubes are chosen to
explicitly violate the validity ranges of the PFR and
ESCOA correlations.

A measure of the uncertainty of the experimental
data is necessary for a correct comparison with re-
sults from numerical modeling. Holfeld [21] reported
uncertainties of 9.0–16.7 % for the Nusselt number
and 25.2–4.3 % for the Euler number. The range
corresponds to uncertainties at low Re and high Re,
respectively. Næss [23] reported uncertainties of 4–8 %
for Nusselt numbers and 10–2 % for Euler numbers.
Since uncertainty analyses are missing in [24] and [22],
we assume an approximate measurement uncertainty
of 10 % for heat transfer and 15 % for pressure drop
based on a review of other sources and taking all
uncertainties (measured quantities, geometry, produc-
tion standards, tube inside heat transfer) into account.
These numbers also reflect the additional uncertainty
in the Reynolds number.

Two correlations for fin efficiency correction are
considered in this work, namely the Weierman correc-
tion [27],

ηf
ηf,theo

=

{
0.7 + 0.3ηf,theo Plain fin

0.9 + 0.1ηf,theo Serrated fin

and the Hashizume correction [28],

ηf
ηf,theo

= 1− (mhf )

·
(
a+ 0.14

(
do + 2hf

do

)2.7 (
1− 0.097 ln(Redo)

)
)

with

a =

{
0 Plain fin

0.016
(

hs
ws

)
Serrated fin
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Figure 3: Reduced domain model setup

The theoretical fin efficiency is calculated based
on the work of Hashizume et al. [28].

3. Numerical model

The numerical modeling approach in this paper is
based on simulating a periodic “unit cell” in the heat
exchanger array, building on the work of Martinez
et al. [18] (cf. Figure 3). This approach reduces
the computational cost considerably over modeling a
full tube bundle. One of the tube geometries is also
modeled in an eight row configuration (cf. Figure 2)
to verify the efficacy of the reduced domain model.
The common modeling assumptions are given in the
following paragraphs.

3.1. Model equations and numerical setup

The steady Reynolds Averaged Navier-Stokes (RANS)
equations are solved together with the energy equation
and a model equation for turbulence using the open
source CFD toolbox OpenFOAM v4.1. Second order
upwind discretization is used for all convective terms.
The Spalart-Allmaras turbulence model is selected
due to its simplicity, robustness and suitability for
simulating boundary layers under adverse pressure
gradient conditions. It also yields similar results as
other eddy viscosity turbulence models when applied
to finned tube bundles [29]. All model constants were
kept at their default value.

Turbulent viscosity is set to zero on solid wall sur-
faces, except for the fin tip and segment sides where
wall functions for turbulent viscosity and turbulent
thermal diffusivity are used. A turbulent Prandtl

number of 0.85 is used throughout for thermal diffu-
sivity calculations. The tube surface and the fin root
is given a fixed temperature boundary condition of
298 K. Fin surfaces exposed to the fluid uses a coupled
boundary condition with a consistent heat flux across
the interface.

Two iterative convergence criteria are used: The
drop in mass averaged total pressure (p0 + 0.5ρU2)
across the computational domain and the total surface
heat flux from each fin surface. Equation residuals
were also checked for monotonic reduction.

3.2. Thermophysical models

The fluid is modeled as dry air with constant
thermophysical properties, including density. This
simplification removes the dependency on whether the
gas is cooled or heated by the tubes and is justified by
the fact that the gas temperature change for each tube
row usually is moderate. Even if it is not, the impact
on the heat transfer coefficient should be negligible
for gas cooling (heat recovery) applications as long as
boundary layers remain laminar [30]. As regards the
pressure drop, it is common practice to perform mea-
surements in separate, adiabatic, experiments. Hence,
the numerical simulations are representative of the
experimental setup in this regard. Some thermal-
hydraulic correlations indeed correct for the direction
of heat flow, but to verify such dependencies is outside
the scope of this paper.

The fins are modeled using an isotropic conduct-
ing material with constant thermal conductivity corre-
sponding to carbon steel (48.5 W m−1 K−1), aluminum
(193 W m−1 K−1) or copper (375 W m−1 K−1), match-
ing the experimental setup.

3.3. Full tube bundle model

The computational domain and boundary con-
ditions for the full tube bundle model are indicated
schematically in Figure 2. A single fin pitch is modeled
in the spanwise direction (not shown), using periodic
boundary conditions, following [17]. A uniform pro-
file for velocity, temperature and modified turbulent
viscosity is prescribed on the inlet, with a Neumann
condition for pressure. Conversely, pressure in pre-
scribed on the domain outlet.

3.4. Reduced domain model

The reduced domain (depicted in Figure 3) uses a
prescribed velocity profile on the leftmost (“inflow”)
boundary and a prescribed pressure profile on the

4
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Figure 2: Computational domain, boundary conditions and array parameters; Full domain model

Figure 4: Computational grid example; Fully serrated fin, fin
domain colored green, bulk fluid cell size is enlarged for clarity

rightmost (“outflow”) boundary, with Neumann con-
ditions for pressure and velocity, respectively. The
profiles are updated regularly during the solution pro-
cess by sampling from the opposing patch, in a stag-
gered fashion, to avoid numerical instability. The
profiles for temperature and modified turbulent vis-
cosity are updated every iteration, acting as a fully
periodic boundary. Uniform profiles are used initially.
The number of iterations between profile updates are
adjusted to ensure convergence. In addition to being
copied, profiles for velocity and temperature are scaled
to satisfy a specified area average, such that flow rate
and temperature difference can be set. Simulations
are considered converged when total pressure drop
and surface heat fluxes does not change significantly
between profile updates, nor with continued iterations.

3.5. Grid generation and grid convergence study

A hexahedra-dominated hybrid grid is generated
around the fin-tubes consisting of a boundary-layer
resolving grid in the fluid gap between the fins and an
approximately uniform grid for the bulk fluid between
the fin tubes. Polyhedral cells are used to connect the
two mesh regions. This ensures a consistent resolu-
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Figure 5: Grid convergence for fin-tube geometries A, C and D

tion of the inter-fin flow, with y+ < 1 and a sufficient
number of cells in the boundary layer, for all bulk
fluid cell sizes. A typical computational grid is shown
in Figure 4. The asymmetric geometry of the he-
lically wound fin is accurately represented, which is
believed to be important for an accurate pressure drop
prediction.

Grid convergence is tested on the reduced compu-
tational domain for three of the fin-tube geometries
(A, C and D). The bulk fluid resolution is varied while
keeping the boundary layer growth rate and wall y+

constant. Euler and Nusselt numbers are generally
found to be within ±1 % of its asymptotic value at
a bulk cell size of 0.3 mm, as shown in Figure 5. A
cell size of 0.4 mm is judged acceptable for the largest
fin-tube, but it is interesting to note that the reso-
lution requirement does not scale with the tube or
fin dimensions. The boundary layer growth rate was
varied independently for one of the tube geometries
as an additional test. Comparing simulations with
a 7 % growth and a 20 % growth rate revealed dif-
ferences in Euler and Nusselt numbers of less than
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0.1 %. Hence, a boundary layer cell growth rate of
20 % was used throughout for production simulations.
Adiabatic boundary conditions were used for fin tips
and segment sides in the grid convergence tests.

4. Data reduction

Upon convergence, the raw data from the numeri-
cal model (T,p,U,. . . fields) is integrated and reduced
to Nusselt, Euler and Reynolds numbers to facilitate
interpretation and comparison with correlations. Av-
erage Nusselt and Euler numbers are calculated for
the full tube bundle simulation, whereas local num-
bers are calculated for the single central tube in the
reduced domain case.

The temperature and pressure fields of the fluid
are mass flow averaged before and after the fin-tube
bundle as a basis for the data reduction. The inflow
and outflow boundaries are used for this purpose in
the full domain case. For the reduced domain, mass
flow averaging planes are inserted before and after the
central fin-tube, as indicated in Figure 3, to compute
the drop in total pressure (p0 + 1/2ρU2). Mass flow
averaging planes are also inserted in the full domain
model for comparison with the data reduction of the
reduced domain model.

The wall heat flux from the active heat transfer
area is evaluated numerically based on Fourier’s law
and the near-wall fluid temperature gradient. The
bulk temperatures used in heat flux normalization are
then computed from the inlet temperature plus the
per-row temperature change to ensure consistency, viz.

Tb,i = Tb,in +

∑n=i−1
n=1 Q̇w,n

ṁcp,m
(1)

for tube row index i ∈ {1, . . . , Nr + 1}. For reduced
domain cases, Tb,in is the bulk temperature on the
periodic inlet.

The heat transfer coefficient is calculated as

αo =
Q̇f + Q̇t

[ηfAf +At]∆T
(2)

where, in the full tube bundle simulation, ηf is the
area average fin efficiency and ∆T is the log mean
temperature difference,

∆T =
(Tb,in − Tt)− (Tb,out − Tt)

ln(Tb,in − Tt)− ln(Tb,out − Tt)
(3)

The reduced domain cases uses the arithmetic
temperature difference (since no counter-flow occurs
in a single tube row),

∆T ≈ ∆TA =
1

2
((Tb,before−Tt)+(Tb,after−Tt)) (4)

where Tb,before and Tb,after are bulk temperatures be-
fore and after the central tube, respectively.

The fin efficiency is evaluated from the computed
fin surface temperature field,

ηf =
Q̇actual

Q̇ideal

=

αo

∫
fin

(Tb − Tf ) dA

αoAf (Tb − Tt)
=
Tb − Tf,avg

Tb − Tt
(5)

where Tf,avg is the area-averaged temperature of the
fin, viz.

Tf,avg =
1

Af

∫

fin

Tf dA (6)

The heat transfer coefficient is normalized by the
outer diameter of the tubes, and the fluid properties,
forming

NuPr−1/3 =
doαo

k

(cpµ
k

)−1/3
(7)

The Reynolds number is correspondingly defined as

Re =
douFmin

ν
(8)

The pressure drop is normalized by the velocity head
in the minimum free flow area 1

2ρu
2
Fmin

, viz

Eu =
∆p

1
2ρu

2
Fmin

N
=

ρ∆p
1
2ṁ
′′2N

(9)

where N is the number of tube rows that ∆p is calcu-
lated over.

Finally, the theoretical and corrected fin efficien-
cies are needed for later comparison with the nu-
merically integrated one (Equation 5). An iterative
method is needed to find the theoretical, and the
corrected theoretical, fin efficiency from the raw sim-
ulation data (Qf , Qt, Af , At, ∆T ). This is a result
of the implicit equation for the outer heat transfer
coefficient:

αo =
Q̇f + Q̇t

[ηf,theo(αo, do, hf , . . . )Af +At] ∆T
(10)

This equation can be solved by back-substitution, i.e.
by guessing an outer heat transfer coefficient, calcu-
lating the fin efficiency, and then updating αo and
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Figure 7: Mass averaged pressure change through the full tube bundle model

ηf in succession until convergence. Note, therefore,
that each method of calculating ηf corresponds to a
unique αo, since the transferred heat and ∆T remain
constant.

5. Results and discussion

5.1. Full domain versus reduced domain model

Figure 6 shows a comparison between the Nusselt
and Euler numbers of the full tube bundle model,
the reduced domain model and experimental data for
tube bundle C. It is clear that the reduced domain
model gives near identical results compared to the full
tube bundle model, at a much reduced computational
cost. The small differences between the models can
be attributed to the different expressions for ∆T used
in data reduction as well as tube bundle entry and
exit effects.

Figure 7 shows the pressure profile in the full tube
bundle model, including entry and exit effects. The
slope of the actual pressure curve, taken between two
points spaced one tube row apart, matches well with

the average pressure curve after the first tube row.
This confirms earlier indications that the reduced
model is representative of the full tube model after
(at least) the third tube row [18] and that a data
reduction method using mass averaged pressure planes
to compute the Euler number is acceptable.

The computational cost for the reduced domain
model was approximately one-seventh of that of the
full domain model, which reflects the difference in
the physical size of the domain as well as the faster
convergence of the reduced model. The differences in
model sizes and solution times for all cases are shown
in Table 2.

5.2. Predictive accuracy of CFD

Nusselt and Euler numbers predicted by the re-
duced domain numerical model are compared to exper-
imental data and reference correlations in Figures 8
to 11. In general, numerical model predictions are
either within or close to the experimental uncertainty
region of all four fin-tube geometries. The largest root
mean square errors are 13.8 % for heat transfer (Ge-
ometry A) and 14.4 % for pressure drop (Geometry

7



Table 2: Grid size and computational cost comparison; all simulations performed on a compute cluster based on Intel Xeon E5-2670
processors

Geometry A B C D

Modeled domain reduced reduced full reduced reduced

Inter-tube cell size [mm] 0.20 0.20 0.20 0.20 0.40
Fluid domain cell count [·106] 4.21 1.28 15.36 3.70 5.68
Solution time [CPU-hr] 331 136 2355 327 148
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Figure 8: Thermal-hydraulic results, Geometry A; Experimental data and uncertainty from [21]

C). These errors are likely the result of inaccurate
geometric representation (e.g. failure to model seg-
ment fin tip twist, burr edges and weld fillets) and/or
turbulence model errors. No major difference can be
seen in the prediction accuracy of plan fins versus that
of serrated fins. This is encouraging, given the more
complex flow around serrated fins, with repetitive
boundary layer breakup and fluid mixing.

5.3. Thermal-hydraulic correlation accuracy

A few interesting trends can be noted regarding the
predictive accuracy of the selected thermal-hydraulic
correlations. The Holfeld correlations are clearly the
superior equation set for predicting heat transfer for
the investigated geometries. The ESCOA correlations
for heat transfer perform poorly for the three small-
diameter geometries, with errors of around 50 %. The
PFR correlations perform relatively well given their
simplicity, but relatively large errors are seen for geom-
etry C. Notably, the three heat transfer correlations
agree well for the large diameter tube.

The pressure drop predictions show a different
trend than the heat transfer predictions. Overall,
the PFR correlation gives best predictions, with the
Holfeld correlations being moderately more in error
for geometry B. The ESCOA correlations again err

significantly or the non-conservative side, particularly
for the serrated fin tubes. The three pressure drop
correlation sets agree more for the small diameter
tubes compared to the large diameter one.

5.4. Fin efficiency correction accuracy

Figure 12 shows a comparison between the numer-
ically integrated fin efficiency and the two selected fin
efficiency correction equations. For geometry A, the
actual (numerical) fin efficiency is quite close to the
theoretical one (ηf/ηf,theo = 1), even at high Reynolds
numbers, indicating that a correction is largely un-
necessary. The two proposed correction equations are
indeed further away from the numerically integrated
one, and hence detract from modeling accuracy. The
unusual ratio between fin height and tube diameter
of geometry A can explain this discrepancy.

Contrary to geometry A, the actual fin efficiency of
geometry C and D is substantially lower than what the
theoretical fin efficiency model predicts. The Weier-
man correction offers significant improvement over the
theoretical model, although an even stronger correc-
tion would be needed in these cases to fully compen-
sate for the non-uniform heat transfer coefficient.

The Hashizume correction degrades accuracy for
all considered cases, and indeed has a slope inconsis-
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Figure 9: Thermal-hydraulic results, Geometry B; Experimental data from [22], estimated uncertainty
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Figure 10: Thermal-hydraulic results, Geometry C; Experimental data and uncertainty from [23]

tent with the data from the numerical models. In
fairness, it should be noted that all three geometries
violate the validity ranges of the Hashizume equa-
tion slightly, but the correction nonetheless appear
excessively strong.

6. Conclusions

This paper has presented a numerical model of
solid and serrated fin-tube bundles, compared results
to experimental data as well as semi-empirical corre-
lations and used the numerically calculated fin tem-
perature distribution to evaluate fin efficiency models.
The following conclusions are drawn:

• RANS-based simulations can predict the thermal-
hydraulic performance of fin-tube bundles with
good accuracy for a range of helically wound
solid- and serrated-fin geometries, provided that
best practice grid generation guidelines are fol-
lowed and that grid convergence is demonstrated

• Numerical simulations enable time efficient and
consistent parameter studies, particularly when
geometric periodicity can be exploited

• Compared to empirical correlations, the heat
transfer results are consistent with the recent
Holfeld correlation for the selected geometries.
There is considerable inconsistencies between
the correlations for pressure drop, and no single
correlation capture the numerical predictions for
all geometries.

• Access to the local fin temperature distribution
enables fin efficiency evaluations which would
have been quite tedious to perform experimen-
tally.

• In general, the fin efficiency, calculated on the
basis of a constant heat transfer coefficient, is
negatively influenced by the actual uneven heat
transfer coefficient distribution. The reduction
in fin efficiency depends on the fin geometry
and material, and the magnitude of the average
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Figure 11: Thermal-hydraulic results, Geometry D; Experimental data from [24], estimated uncertainty
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Figure 12: Fin efficiency correction equations compared to exact fin efficiency from numerical simulations for fin-tube geometries A,
C and D.

heat transfer coefficient. The fin-correction cor-
relation of Weierman captures the numerically
computed trends, but does not reproduce the
numerical values. Clearly, more work is required
in this area.

Numerical simulations are well suited to perform
broader parameter studies in future work, in order
to identify the exact applicability limits of current
correlations and suggest areas where further experi-
mental work is needed. Simulations will also continue
to have an important role in the heat exchanger design
process, in addition to correlations and experimental
validation.
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Nomenclature

Af fin heat transfer area [m2]
At tube heat transfer area [m2]
do outer tube diameter [m]
Fmin minimum free flow area [m2]
hf total fin height [m]
hs segmented height [m]
m nondimensional fin parameter [-]
ṁ mass flow [kg s−1]
ṁ′′ mass flux (= ṁ/Fmin) [kg s−1 m−2]

N number of tube rows [-]
p total pressure [Pa]
p0 static pressure [Pa]
Pt transverse tube pitch [m]
Pl longitudinal tube pitch [m]

Q̇ heat flow [W]
sf fin pitch [m]
ŝf fin aperture (= sf − tf ) [m]
T temperature [K]
tf fin thickness [m]
uFmin mean velocity in minimum free flow area [m s−1]
ws segment width [m]
y+ nondimensional wall distance [-]

Greek symbols
αo external heat transfer coefficient [W m−2 K−1]
αe apparent heat transfer coefficient [W m−2 K−1]
β tube bundle layout angle [◦]
ηf fin efficiency [-]
ν̃ modified turbulent viscosity [m2 s−1]

Subscripts
avg average
b bulk, mixing cup
f fin
t tube
theo theoretical
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1. Introduction

Increased energy efficiency is a key strategy to reduce anthropogenic CO2

emissions, and often the most economical one in the industrial sector. Many
energy intensive industries have already implemented measures such as heat
integration and bottoming cycles up to its economic potential. An exception to
this rule is the offshore oil and gas sector, where space and weight restrictions put
severe limits to the amount of equipment that can be placed on each installation.

Volume and weight optimization of an offshore bottoming cycle is
contingent on accurate thermal-hydraulic correlations. This is particularly true
for the large and heavy waste heat recovery unit (WHRU), which typically
consists of a circular fin-tube bundle. Numerical methods such as Computational
Fluid Dynamics (CFD) can be used to predict the performance of such heat
exchangers, but direct optimization is usually not feasible due to the large
number of design variables and constraints and the computational cost (lead
time) of each function evaluation.

Many thermal-hydraulic correlations for fin-tube bundles have been
presented in the literature over the last half-century. Typically, correlations
are algebraic expressions of non-dimensional groups with model constants fitted
to experimental data by regression. The underlying data are derived from
the authors’ own published experimental work (e.g., [1]), from proprietary
databases (e.g., [2]) or from a collection of several literature sources (e.g.,
[3]). In the two former cases, correlations tend to have a rather limited (or
unknown) range of applicability. In the latter case, the underlying data are
inherently scattered due to differences in experimental setups, data reduction
methods and tube geometry details. This is particularly true for pressure drop
measurements, where uncertainties are larger. Earlier work has shown that
the WHRU skid weight can be reduced by scaling down the tube diameter
to about 10 mm [4]. This requires new correlations with an extended validity
range, to avoid extrapolation. There may also be a need to verify the accuracy of
previously published work in a consistent manner.

Machine learning methods represent a contrasting approach to model
building, where the model structure is less restricted. Artificial Neural Networks
(ANN), Radial Basis function Neural Networks (RBNN) and Support Vector
Regression (SVR) models have been used successfully to predict the thermal
performance of a number of heat exchanger types. As shown in Table 1, most
published studies utilize fully connected ANN models trained on experimental
data. More recent publications have also considered other model setups, as well
as sampling from a CFD model.
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Table 1. Published work on thermal-hydraulic heat exchanger modeling using machine
learning methods.

Data Source Experimental Correlation or CFD

Fully connected ANN [5–10] [11]
SVR, RBNN, Kriging [9] [12,13]

CFD models are increasingly being used for predictive design, even in
critical applications such as nuclear reactor thermal-hydraulics [14], provided
that rigorous verification and validation practices are adhered to. In the
context of fin-tube bundles, CFD models can provide heat transfer and pressure
drop coefficients in a consistent and time efficient manner. Comparisons
with experimental data has shown good agreement, close to or within the
experimental uncertainty, for a wide range of geometries [15]. CFD models are
also able to provide data for extreme geometries that may not be possible to
manufacture and test experimentally, but still add valuable data in the correlation
development process. This includes “adversarial examples”, i.e., geometries
where small changes in parameters cause large changes in model output.

Given these developments, we propose to combine predictive CFD
simulations with adaptive sampling and automated correlation building
methodologies based on machine learning theory. We hypothesize that
correlation accuracy and validity range can be increased simultaneously,
with reasonable computational effort, by leveraging publicly available
experimental work in conjunction with new, adaptively sampled simulation
points. This paper provides the underlying simulated data points, in addition
to the improved thermal-hydraulic correlations, to foster and accelerate further
developments in the field. The presented methodology is applicable to a wide
range of multivariate design problems where direct optimization with CFD is
infeasible.

Specifically, the novelty of the investigation, as applied to fin-tube
thermal-hydraulic correlation development, is the following:

• application of error estimation and adaptive sampling
• direct inclusion of predictive CFD model data in model regression
• extended validity range of geometric parameters towards the weight

optimum indicated by earlier work

2. Method

The overall correlation building and verification process used in this article
is shown in Figure 1. A design space relevant for waste heat recovery units was
firstly defined (see Table 2). An initial database of experimental work from the
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open literature was fed into the model building software ALAMO version
2018.4.3 [16].A correlation was generated and improved through adaptive
sampling of data points from the CFD simulator. The correlation was then
evaluated using a separate validation set, as well as a case study where the
optimal point was compared to an independent CFD simulation. The validation
set consists of 30 CFD simulations selected through Latin hypercube sampling of
the design space, as indicated in Figure 1. Finally, the trends in the different input
variables were evaluated using CFD simulations and compared to correlations
from the present and earlier work. The remainder of this section describes the
components of the methodology in further detail.

ALAMO

Empirical 
database

Adaptive
sampling

Sampled 
set

Correlations 
Eu, NuPr-1/3

Accuracy 
evaluation

Case 
study

Optimal point 
verification by CFD

Design
space

Latin hyper-
cube sampling

Sensitivity 
analysis

Figure 1. Process for correlation development, testing and benchmarking.
Green boxes indicate where CFD simulations are employed.

Table 2. Considered design space for compact fin-tube bundles. Ancillary
variables are adjusted to achieve a reasonable number of segments per fin
revolution and a representative fin efficiency. Geometric parameters are shown
in Figure 2.

Design Variables Min Max

uFmin [m/s@500 ◦C] 2.53 30.4
do [mm] 9.65 50.8
h f [mm] 1.4 25.4
hs/h f [-] 0.0 1.0
ŝ f [mm] 0.49 4.9
c f [mm] 0.39 8.0

Ancillary and Derived Variables

Re [-] 310 19,000
t f [mm] 0.3 0.75
ws [mm] 2.0 4.0
β 1 [deg] 30.0 30.0

1 The tube bundle layout angle is defined as β = tan−1
(

Pt
2Pl

)
.
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2.1. Initial Database

A database of published experimental work has previously been established
at the Norwegian University of Science and Technology [17].The database
contains data for 248 different fin-tube bundles from 21 publications, including
both plain and serrated fin geometries. Several criteria were used to single out
and prepare relevant data points for this study:

• Data points outside the ranges defined in Table 2 were omitted. The upper
limit on UFmin was relatively restrictive since kinematic viscosity for air
is about three times higher at 500 ◦C compared to usual test conditions
(∼100 ◦C). Hence, many experimental data points were excluded, but
the resulting Reynolds number range (cf. Table 2). was considered
representative of the possible operating conditions of a WHRU

• Geometries with only heat transfer or only pressure drop data were
removed. A power law function was fitted to the heat transfer data of each
remaining geometry and interpolated to the Reynolds numbers at which
the (adiabatic) pressure drop was measured. This is necessary because the
chosen model building method requires both outputs to be defined at each
data point.

• A tube bank array of 30◦ was considered in this work, as it is the most
compact arrangement. Tube banks with array angles in the range 25◦–35◦

were corrected using Equation (1), derived from the Escoa correlation [18],
to obtain data corresponding to β = 30◦. The maximum applied corrections
were 5% for the heat transfer data and 9% for the pressure drop data,
respectively. Other tube bank data were discarded.

• The number of streamwise tube rows was not considered as a parameter in
this work. Data point duplicates were removed such that only data for the
largest number of tube rows were retained.

NuPr30◦ = NuPr · 1 + e−1/(2 tan β)

1 + e−1/(2 tan 30◦)
,

Eu30◦ = Eu · 1.1 + 1.8e−1/ tan β

1.1 + 1.8e−1/ tan 30◦

(1)

After this procedure, the remaining database contained 108 experimental
data points.
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Table 2. Considered design space for
compact fin-tube bundles. Ancillary
variables are adjusted to achieve a reasonable
number of segments per fin revolution and
a representative fin efficiency. Geometric
parameters are shown in Table 2.

Design variables min max

uFmin [m/s@500◦C] 2.53 30.4
do [mm] 9.65 50.8
h f [mm] 1.4 25.4
hs/h f [-] 0.0 1.0
ŝ f [mm] 0.49 4.9
c f [mm] 0.39 8.0

Ancillary and derived variables

Re [-] 310 19 000
t f [mm] 0.3 0.75
ws [mm] 2.0 4.0
β1 [deg] 30.0 30.0

1The tube bundle layout angle is defined as
β = tan−1

(
Pt

2Pl

)

ws

hs

h f

t f ŝ f

do

Computational
domain

Flow direction

c f
β

Periodic
interfaces

Figure 2. Geometric parameters of the
fin-tube bundle and CFD computational
domain

2.2. Correlation development (ALAMO)103

ALAMO is a learning software that identifies simple, accurate surrogate models (correlations)104

using a minimal set of sample points from black box emulators such as experiments, simulations, and105

legacy code. ALAMO initially builds a low-complexity surrogate model using a best subset technique106

that leverages a mixed-integer programming formulation to consider a large number of potential107

functional forms. The model is subsequently tested, exploited, and improved through the use of108

derivative-free optimization solvers that adaptively sample new simulation or experimental points.109

For more information about ALAMO, see Cozad et al. [16,19] and Wilson and Sahinidis [20].110

The functional form of a regression model is assumed to be unknown to ALAMO. Instead, a111

number of simple basis functions are proposed, e.g., x, x2, 1/x, log(x), and a constant. Once a set of112

potential basis functions is collected, ALAMO attempts to construct the lowest complexity function113

that accurately models the initial training data. This model is obtained by minimizing the Bayesian114

information criterion, BIC = SSRp/σ̂ + p log(n), where p is the number of included basis functions,115

SSRp is the sum of squared residuals for the selected model, and σ̂ is an estimation for the variance of116

the residuals which is obtained using the least squares solution of the full basis set or can be specified a117

prori. The model fitness metric (BIC) is rigorously minimized using a combination of enumeration,118

heuristics, and eventual global optimization using the BARON solver [21].119

Combinations of linear terms and fractions of the input variables are considered for this particular120

application, as well as selected powers of these functions with an exponent smaller than unity. Binomial121

terms, and powers of these, are also considered in modeling the Nusselt number. Once a model has122

been identified, it is improved systematically in ALAMO through the use of an adaptive sampling123

technique that adds new simulation or experimental points to the training set. New sample points are124

selected to maximize model inconsistency in the original design space, as defined by box constraints125

on x, using derivative-free optimization methods [22]. It is observed that a higher correlation accuracy126

is obtained if the outputs and the velocity-related input are log-transformed. It is well known that127

the velocity dependence is essentially logarithmic and therefore easier to model in log space. As128

an additional benefit, correlation terms become multiplicative rather than additive. This facilitates129

interpretation of the correlation as consisting of one velocity-dependent term multiplied with a number130

of “geometry correction” terms.131

Figure 2. Geometric parameters of the fin-tube bundle and CFD computational
domain.

2.2. Correlation Development (ALAMO)

ALAMO is a learning software that identifies simple, accurate surrogate
models (correlations) using a minimal set of sample points from black box
emulators such as experiments, simulations, and legacy code. ALAMO initially
builds a low-complexity surrogate model using a best subset technique that
leverages a mixed-integer programming formulation to consider a large number
of potential functional forms. The model is subsequently tested, exploited, and
improved through the use of derivative-free optimization solvers that adaptively
sample new simulation or experimental points. For more information about
ALAMO, see Cozad et al. [16,19] and Wilson and Sahinidis [20].

The functional form of a regression model was assumed to be unknown
to ALAMO. Instead, several simple basis functions were proposed, e.g., x, x2,
1/x, log(x), and a constant. Once a set of potential basis functions was collected,
ALAMO attempted to construct the lowest complexity function that accurately
models the initial training data. This model was obtained by minimizing
the Bayesian information criterion, BIC = SSRp/σ̂ + p log(n), where p is the
number of included basis functions, SSRp is the sum of squared residuals for the
selected model, and σ̂ is an estimation for the variance of the residuals, which is
obtained using the least squares solution of the full basis set or can be specified
a priori. The model fitness metric (BIC) was rigorously minimized using a
combination of enumeration, heuristics, and eventual global optimization using
the BARON solver [21].
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Combinations of linear terms and fractions of the input variables were
considered for this particular application, as well as selected powers of these
functions with an exponent smaller than unity. Binomial terms, and powers
of these, were also considered in modeling the Nusselt number. Once a
model was identified, it was improved systematically in ALAMO using an
adaptive sampling technique that added new simulation or experimental
points to the training set. New sample points were selected to maximize
model inconsistency in the original design space, as defined by box constraints
on x, using derivative-free optimization methods [22]. It was observed
that a higher correlation accuracy was obtained if the outputs and the
velocity-related input were log-transformed. It is well known that the velocity
dependence is essentially logarithmic and therefore easier to model in log space.
As an additional benefit, correlation terms become multiplicative rather than
additive. This facilitates interpretation of the correlation as consisting of one
velocity-dependent term multiplied with a number of “geometry correction”
terms.

2.3. Numerical Model

Numerical simulations in this work followed the methodology described
in a previous article [15], where thorough validation with experimental data are
given. The main characteristics of the numerical model are as follows:

• Fully periodic computational domain (Figure 2) was discretized primarily
with hexahedral cells. A graded boundary layer grid was used in the wall
normal direction in the space between the fins (y+ < 1).

• Density and thermophysical properties were considered constant,
properties for air were used for the external fluid and the fin thermal
conductivity was set corresponding to carbon steel (48.5 W m−1 K−1).

• The steady-state Reynolds Averaged Navier–Stokes (RANS) equations
were solved together with the energy equation and the Spalart–Allmaras
turbulence model equation [23] using the open source CFD toolbox
OpenFOAM v4.1.

• The Spalart–Allmaras turbulence model was selected due to its simplicity,
robustness and suitability for simulating boundary layers under adverse
pressure gradient conditions. It also yields similar results as other eddy
viscosity turbulence models when applied to finned tube bundles [24].
Model constants were kept at their default value, including the turbulent
Prandtl number.

• Second order upwind discretization was used for all convective terms.
• The conjugate heat transfer between the fin and the external fluid was

modeled explicitly, resolving the temperature field in the fin. The tube
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wall thermal resistance was neglected—a uniform temperature was applied
at the fin root and on the tube surface. The fluid bulk temperature was
specified at the leftmost periodic boundary, avoiding source terms in the
energy equation.

• Fin efficiency was evaluated by solving the energy equation a second time,
subsequent to RANS model convergence, assuming a frozen flow field and a
uniform temperature boundary condition on one fin-tube row. The resulting
heat flux was used to compute the fin efficiency in the first simulation
having finite thermal conductivity in the fin.

• The computed heat flux, bulk temperature and total pressure drop were
normalized into Nusselt and Euler numbers according to standard practice
(see, e.g., [17]).

2.4. Accuracy Evaluation

The accuracies of the correlations were evaluated based on the coefficient
of determination (R2) and root mean square error (RMSE) values on an
independent dataset sampled using CFD (N = 30). Some samples struggled
to reach iterative convergence during CFD simulation, in which case the flow
velocity was reduced. The RMSE is expressed in terms of the deviation from the
observed values, viz.

RMSE =

√√√√ 1
N ∑

N

(
yi − fi

yi

)2
(2)

for the predicted values fi (from correlations) and the observed values yi (from
CFD simulations). Note that the RMSE is equal to the standard deviation for an
unbiased estimator.

2.5. Case Study and Verification of Optimal Point

A case study was defined to test the developed correlation on a realistic
optimization task and compare the computed optimal point to that obtained
using a reference correlation. The predicted heat transfer and pressure drop
coefficients were also compared to those predicted by CFD simulations. A boiler
section of a generic offshore heat recovery steam generator was considered, with
the steam and exhaust gas specifications and constraints given in Table 3. The
tube wall temperature was considered constant, and heat conduction through
the tube wall, as well as steam/water pressure drop, was neglected. This leads
to a computationally cheap heat balance, which can be evaluated using the
ε-NTU method as a function of the exhaust mass flow, cold end temperature
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difference, and gas side heat transfer coefficient. The objective function is the
fin-tube bundle weight, where the tube wall thickness is calculated as

tw = 1.1
ps(do/2)

0.85σy + 0.4ps
(3)

where ps is the steam pressure and σy is the yield stress of carbon steel at 500 ◦C.
The fins were assumed to be made from carbon steel (λ = 48.5 W m−1 K−1,
ρ = 7850 kg m−3). A theoretical fin efficiency according to Hashizume et al. [25]
was used. The ideal gas law was used to evaluate the exhaust gas density at the
average bulk temperature, and all other physical properties were considered
constant.

Table 3. Boiler section case study: Definitions and constraints.

Exhaust mass flow [kg/s] 75.0
Exhaust pressure drop [Pa] 1500
Steam pressure [Pa] 25 × 105

Steam/water temperature [◦C] 224
Cold end temperature difference [◦C] 20
Transferred heat [W] ≥15× 106

Narrow gap flow velocity [m/s] ≤30
Frontal cross-section square

The number of tube rows in the transverse and longitudinal directions
were modeled as real numbers to obtain a smooth objective function. Nr was
calculated directly from the pressure drop constraint, whereas Nt was a free
variable. Remaining free variables and bounds were equal to the design variables
and bounds in Table 2, with the fin thickness lower bound set to 0.5 mm and
ws adjusted to give 20 segments per revolution for serrated fins. A tube bundle
layout angle of 30◦ was used throughout.

The optimization problem was solved in MATLAB R2017a using the built-in
function fmincon that implements the SQP algorithm. The optimization was
repeated 100 times for a given case, using random starting points within the
design space, to ensure that a global, feasible optimum point was reached.

3. Results and Discussion

3.1. Correlation Development

The accuracy evaluation (Table 4) confirmed a relatively good fit between
the developed correlations and the independently sampled validation set. The
coefficient of determination is high for the Euler number, but less impressive for
the Nusselt number. The RMSE is acceptable for the Euler number, but quite
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large for the Nusselt number, particularly when considering that the 95%
confidence interval is much wider than the RMSE.

Table 4. Accuracy on validation dataset, computed from Latin hypercube
sample of design space (30 CFD simulations).

Model
Eu NuPr−1/3

R2 RMSE R2 RMSE
[-] [%] [-] [%]

This work
database only 0.75 28 0.70 33
after sampling 0.94 15 0.76 25

Holfeld [17] −0.08 58 0.75 35
Escoa [18] −0.05 43 0.42 34
PFR [26] 0.79 72 0.59 33

The difficulty in modeling the Nusselt number may be due to complex
changes in the flow field, whereby the flow bypasses the aperture between
the fins and flow outside the fin diameter for certain geometric configurations
(typically low fin apertures and large fin tip clearances). This phenomenon has
been more thoroughly discussed in [27], but ultimately necessitates a different
modeling approach than the current one due to the large nonlinearity involved.

The predictive accuracies for the reference correlations (Holfeld [17],
Escoa [18] and PFR [26]) are, in general, poor due to the severe extrapolation
induced by the design space definition. As shown in Figure 3, the general
scatter for the reference correlations on all data in this work (empirical database,
adaptively sampled simulations and simulations used for validation) is large,
particularly for low Reynolds numbers. The PFR correlation for Eu has a
relatively high coefficient of determination compared to the Escoa and Holfeld
correlations, indicating that the hydraulic diameter (which is the unique feature
of the PFR Eu correlation) may be a more robust length scale than the tube
diameter. The high RMSE associated with the PFR Eu correlation is due to a
positive bias (overprediction) that would be simple to rectify with a constant
correction factor.

The detailed functional form of the developed correlations is further
discussed in Section 3.3. Algebraic expressions of the correlations are provided
in the Appendix A.

3.2. Case Study

Results from the case study consist of four optimized geometries, two
for each correlation with and without an explicit tube diameter constraint,
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respectively. Geometries and thermal-hydraulic results are given in Table 5
and 3D representations of the two geometries without diameter constraints are
shown in Figure 4.

Clearly, two different strategies towards fulfilling the heat duty under a
pressure drop constraint emerge for the two different correlations. The optimal
geometry for the correlations developed in this work is extremely compact
(dense) with a few number of tube rows and a high surface area per tube, but
a large frontal area. The optimal geometry using the Escoa correlations, on
the other hand, aim to reduce the Euler number such that a larger number of
tube rows can be afforded under the pressure drop constraint. This results in a
smaller frontal area and a more “open” geometry with less heat transfer area
per tube.

Note that the tube diameter reaches its lower bound, and the flow velocity
its upper bound, for both correlations. This result is as expected, since the
Nusselt number (=αodo/λair) scales with approximately Re0.7 and therefore
αo ∝ Re0.7/do ∝ d−0.3

o for a constant velocity. The heat transfer area scales
with the perimeter of the tube (disregarding the fins for a moment), leading to
αo At ∝ d0.7

o . The Euler number (i.e., the pressure drop), on the other hand, scales
with d−0.3

o at best. This mean that the heat transfer coefficient decreases at the
same rate as the pressure drop. A hypothetical doubling of the tube diameter
changes the transferred heat by a factor of 20.7 = 1.62 and the pressure drop by
a factor of 2−0.3 = 0.812. If the number of tube rows are increased accordingly
(to utilize the available pressure drop), the transferred heat can be increased to
1.62/0.812 = 2.0 and the transferred heat per unit surface area is the same as
for the smaller tubes. The weight of the larger tubes, however, is higher than the
smaller tubes due to a larger wall thickness and larger internal fluid volume.
The only caveat to the argument for a small tube diameter is that restrictions
on the steam side pressure drop, steam side heat transfer coefficient, boiling
stability and heat exchanger frontal area are not considered here. Moreover,
large diameter tubes are less susceptible to flow induced vibrations due to a
higher bending stiffness.

Optimization with a fix tube diameter show that similar geometries are
obtained as when the tube diameter is free, only with larger frontal area, fewer
tube rows and a higher total weight.
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Table 5. Case study: Geometry optima for correlations from this work and
Escoa, without (left column) and with explicit diameter constraint of 25.4 mm
(right column). Eu and NuPr−1/3 data are computed at the closest geometry
possible to simulate with CFD

Correlations: This Work Escoa
Geometry

Re [-] 3600 9400 3600 9400
do [mm] 9.65 25.4 9.65 25.4
h f [mm] 10.9 12.7 6.28 15.8
hs/h f [mm] 1.0 1.0 0.96 1.0
t f [mm] 0.50 0.50 0.50 0.50
ŝ f [mm] 0.49 0.49 4.90 4.90
ws [mm]
c f [mm] 0.39 0.39 8.00 8.00
Nr [-] 2.2 1.2 21.8 17.1
Nt [-] 140 102 105 52

Normalized objective function 1.00 1.49 0.87 2.33
Eu [-]

This work 5.64 10.8
Escoa 0.594 0.76
CFD 3.81 6.28 0.52 0.75
Deviation [%] +48 +72 +13 −2.2

NuPr−1/3 [-]

This work 66.6 125.0
Escoa 56.8 96.5
CFD 67.7 136 38.9 74.4
Deviation [%] −1.7 −8.0 −46 +30

The correlation accuracy at the optima, quantified by the deviations from
the CFD simulation results, showed mixed performance. The pressure drop
was grossly overpredicted by the correlation developed in this work, whereas
the heat transfer coefficient was grossly overpredicted by the Escoa correlation.
The normalized objective function should therefore be interpreted with care.
The optimized geometry using correlations from this work turn out to be
conservative (would satisfy heat duty and pressure drop constraints), whereas
the optimized Escoa geometries would transfer too little heat.

However, the trends in the prediction of the design variables may be just
as important as the accuracy at the optimum, since these trends determine the
location of the optimum to begin with. This is the topic of the sensitivity analysis.
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3.3. Sensitivity Analysis

The trends in Eu and Nu with respect to the flow velocity and the five
geometric variables are shown, for perturbations around the midpoint of the
design space, in Figures 5 and 6. These figures also include independent
CFD simulations (not included in the training data) at the optimum and at
perturbations around the optimum (with remaining variables held constant).
Corresponding figures for perturbations around the optimal point in the case
study are Figures 7 and 8.

The Euler number exhibits a high sensitivity to the flow velocity and the
fin aperture compared to the other four variables (Figures 5 and 7). The velocity
dependence can be explained as a transition from friction dominated drag to a
mix of friction and form drag as velocity increases. At the design space midpoint,
both of these pressure losses seem to be of equal importance, since the sensitivity
to increases in wake size (do) and increases in friction area (h f ) is about the same.
At the optimum point, a higher sensitivity to the wake size relative to friction
area can be noticed (Figure 7, top middle and top right panels) due to the higher
flow velocity.

The sensitivity to the fin aperture at constant mean flow velocity should
be interpreted in light of the small fin pitches used in this work. Not only does
a smaller fin aperture mean more friction area per unit tube length, but also
corresponds to a higher maximum flow velocity between the fins required
to maintain the same mean velocity. In other words, the blockage caused
by the boundary layers on the fins is significant compared to the available
cross-sectional (flow) area for the considered range of fin apertures. The lack
of a positive correlation between the Euler number and the degree of serration
(hs/h f ) is unexpected, given that serrations break up the fin boundary layer and
hence decrease the average boundary layer thickness. On the other hand, the
correlation between hs/h f and the Nusselt number is also small and, therefore,
consistent with the Euler number results. These observations point towards a
conclusion that the thermal-hydraulic benefit of serrated fins lie primarily in the
increased fin efficiency.

The Nusselt number is primarily a function of the flow velocity and the
tube diameter (Figures 6 and 8). Considering that Nu = αodo/λair, i.e., linear in
do, the heat transfer coefficient is approximately constant with the tube diameter
as well as with the other geometric parameters. This can be expected in this case,
since the heat transfer resistance consists of external boundary layers.

A trend change in ŝ f can be noted when comparing sensitivities at the
midpoint and the optimal point (lower middle panels, Figures 6 and 8): The
Nusselt number is relatively constant at the midpoint, but shows a clear
negative trend at the optimal point. A possible explanation involves the already
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mentioned bypass effect. At the midpoint, a decrease in ŝ f increases the pressure
drop (Figure 5), but also redistributes the flow to the passage outside the fin
perimeter. The increased pressure drop does not translate to an increased heat
transfer coefficient (Figure 6). A small fin tip gap on the other hand, such as at the
optimal point, suppresses the bypass effect and forces the flow to pass through
the fin aperture. Hence, a decrease in ŝ f does translate into both increased
pressure drop and heat transfer coefficient. The effect is further discussed in [27].

The reference correlations exhibit the correct variable trend in most
cases. The PFR correlations captures the trend around the optimal point to a
surprising degree, given its simplicity. The quantitative accuracy of the reference
correlations, however, is not satisfactory at the optimal point. The Holfeld
correlations, which are the most recently developed, grossly underpredict the
pressure drop and show incorrect trends for Eu as a function of do and Nu as a
function of ŝ f .

The correlations developed in this work generally agree well with the CFD
simulations. Trends in h f and c f are exaggerated at the case study optimum,
most likely due to limited amount of data in the design space, but generally
provides improved prediction accuracy.

4. Conclusions

Machine learning methods, including adaptive sampling using a CFD
simulator, has been used to improve the accuracy and validity range of
thermal-hydraulic correlations for fin-tube bundles, in terms of both the
coefficient of determination (R2) and the root mean square error. The
applicability to geometry optimization was verified through a case study and
the accuracy of the modeling of trends in the design space was confirmed by
comparison with CFD simulations. The following specific conclusions can be
drawn:

• The choice of correlation is decisive for the outcome of tube bundle weight
optimization, at least for the boiler section considered in the case study. The
developed correlations suggest a radically different design compared to the
Escoa correlations.

• The trends of the developed correlations generally match well with data
from the CFD model. The sensitivity to the design variables close to the
optimal point for the case study is, however, exaggerated for some variables.

• The PFR correlation for the Euler number is the most robust reference
correlation with regards to the trends in the design variables, indicating
that the hydraulic diameter can be an appropriate length scale for pressure
drop modeling.
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• The Nusselt number is relatively insensitive to all design parameters other
than the flow velocity and the tube diameter (i.e., the Reynolds number)
around the studied design points.

• In general, the Nusselt number appears more difficult to model accurately,
compared to the Euler number. A possible explanation, given the preceding
bullet point, is that particular geometries cause complex flow redistribution
that only a highly nonlinear model can represent.

• Quantitative accuracy on the case study is good for the developed heat
transfer correlation, but disappointing for the pressure drop correlation. The
accuracy of the Escoa correlations is also poor at the case study optimum.
More data are most likely needed in the range of compact designs with low
tube diameter, if further accuracy improvements are to be achieved.

The machine learning approach appears to be a viable method to extend
the validity range of thermal-hydraulic correlations, with relatively moderate
resource usage. As ever, the dataset size limits the model nonlinearity that can
be used without overfitting to the training data. Further increase in accuracy
will, most likely, require significantly larger datasets created by a combination
of structured sampling methods (e.g., Latin hypercube) and adaptive sampling
methods.

A limitation of the current study is that the correlation accuracy is
restricted to the accuracy of the numerical model. The numerical model is
successfully validated over a large range of geometric parameters for which
experimental data exist [15]; Future directions of this work should therefore
include experimental investigations of previously untested geometries indicated
by the correlations, such as at the case study optimum indicated in this work.

Supplementary Materials: The following are available online at http://www.mdpi.com/
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Abbreviations

The following abbreviations are used in this manuscript:

ALAMO Automated Learning of Algebraic Models for Optimization
ANN Artificial Neural Network
BIC Bayesian Information Criterion
CFD Computational Fluid Dynamics
RANS Reynolds Average Navier–Stokes
RBNN Radial Basis function Neural Network
RMSE Root Mean Square Error
SVR Support Vector Regression
WHRU Waste Heat Recovery Unit
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Nomenclature

Roman symbols
A f fin heat transfer area [m2]
At tube heat transfer area [m2]
c f fin tip-to-tip clearance [m]
do outer tube diameter [m]
h f total fin height [m]
hs segmented height [m]
Nr number of streamwise tube rows [-]
Nt number of transverse tube rows [-]
p total pressure [Pa]
Pt transverse tube pitch [m]
Pl longitudinal tube pitch [m]
s f fin pitch [m]
ŝ f fin aperture (=s f − t f ) [m]
t f fin thickness [m]
tw tube wall thickness [m]
uFmin mean velocity in minimum free flow area [m s−1]
ws segment width [m]
Greek symbols
αo outer heat transfer coefficient [W m−2 K−1]
β tube bundle layout angle [◦]
η f fin efficiency [-]
λ thermal conductivity [W m−1 K−1]
ν kinematic viscosity [m2 s−1]
ν̃ modified turbulent viscosity [m2 s−1]
ρ density [kg m−3]
σy yield stress [-]
Dimensionless numbers
Re = uFmin do/ν Reynolds number

Eu = ∆p/
(

Nr
1
2 ρu2

Fmin

)
Euler number

Nu = αodo/λ Nusselt number
Pr = νρcp/λ Prandtl number
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Appendix A

Algebraic expressions for the regression models developed in this work
are given in Equations (A1) and (A2). All dimensions (do, h f , etc.) must be in
millimeters due to the dimensional nature of some of the regression constants.

Eu =

(
Re
do

)−0.420
0.990do 0.971h f 1.04c f

· 0.00246
(

log10(Re/do)
do

)0.2

137

(
log10(Re/do)

h f

)0.2

12.5

(
h f
ŝ f

)0.2

· 0.778

(
do
h f

)0.6

1.27

(
h f
ŝ f

)0.6

0.685

(
c f
ŝ f

)0.6

(A1)

NuPr−1/3 = Re0.6370.996h f 0.511(c f /ŝ f )
0.5

· 1.26

(
log10(Re/do)∗ hs

h f

)0.2

0.262(log10(Re/do)∗ŝ f )
0.2

· 2.14(log10(Re/do)∗c f )
0.2

(A2)
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ŝ f
[m

m
]

0
2

4
6

8

E
H

P

c f
[m

m
]

Fi
gu

re
6.

Tr
en

ds
in

co
rr

el
at

io
ns

an
d

C
FD

si
m

ul
at

or
ar

ou
nd

th
e

m
id

po
in

ti
n

th
e

de
si

gn
sp

ac
e

(m
ar

ke
d

by
a

ci
rc

le
).

C
FD

si
m

ul
at

io
ns

w
er

e
in

d
ep

en
d

en
tl

y
sa

m
pl

ed
(n

ot
pa

rt
of

th
e

d
at

as
et

us
ed

fo
r

m
od

el
d

ev
el

op
m

en
t)

.E
ac

h
pa

ra
m

et
er

w
as

va
ri

ed
in

d
ep

en
d

en
tl

y,
w

it
h

re
m

ai
ni

ng
pa

ra
m

et
er

s
he

ld
co

ns
ta

nt
.



Energies 2018, xx, 0 25 of 26

0
10

0
20

0
30

0
40

0
01234

P

E H

R
e/

d o
[m

m
−

1 ]

Eu/Euopt[-]

E
ES

C
O

A
H

H
ol

fe
ld

P
PF

R
Th

is
w

or
k

E
3×

ES
C

O
A

H
3×

H
ol

fe
ld

C
FD

si
m

ul
at

io
n

20
40

P

E

H

d o
[m

m
]

0
10

20

P

E
H

h f
[m

m
]

0
0.

5
1

01234

P

E
H

h s
/

h f
[-

]

Eu/Euopt[-]

2
4

P
E

H
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Chapter 7

Paper 4 — Numerical modeling of
vortex shedding in helically wound
finned tube bundles in cross flow

Presented at the 16th International Heat Transfer Conference in Beijing, China
on 2018-08-11
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Chapter 8

Conclusions and outlook

As stated in the introductory chapter, this thesis has developed, validated and
used a CFD model to explore and expand the validity ranges of current thermal-
hydraulic correlations for fin-tube bundles. Intermediate results include a solution
method for a reduced domain model that utilizes the geometric periodicity of a
tube bundle. The model has also been used to study transient flow, with appli-
cation to vortex shedding prediction.

A quantitative approach has been taken; This work is the first in the fin-tube
literature to show grid convergence and a quantitative comparison with experi-
mental data simultaneously for the variables of engineering interest. Computational-
and wall-time efficiency has also been a priority, both to enable the data-driven
approach taken in the correlation development paper as well as to be able to
compete with experimental work. The inaccuracies of existing correlations for
small-diameter closely packed fin-tube geometries has been demonstrated, and
new correlations with improved accuracy in this range have been developed.

Two weaknesses of the current approach are, firstly, that the sensitivity stud-
ies and subsequent (manual) data interpretations are relatively shallow. This has
been motivated by the unknown relative influence among the parameters. By
studying all parameters to some degree, it has been possible to rank the pa-
rameters in order of significance. This has been particularly important for the
conclusions regarding the Nusselt number and fin efficiency: In Paper 2, results
indicated that the standard fin efficiency calculation can be a large source of
errors. In Paper 3 it was shown that the Nusselt number is almost exclusively
a function of the Reynolds number and the tube diameter when an exact fin
efficiency calculation is used. It is also the case that an automated study of the
design space is much more time efficient than local sensitivity studies.

Secondly, it can be argued that the numerical model is relatively rudimentary
and does not use advanced turbulence modeling concepts (e.g. large- or detached
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8. Conclusions and outlook

eddy simulations). As discussed in chapter 3, the steady-state thermal-hydraulic
predictions were relatively insensitive to the choice of eddy viscosity turbulence
model and matched experimental data well. Hence, there was no need for exces-
sive modeling detail. The vortex shedding predictions, on the other hand, devi-
ated quite a bit from the values expected from literature correlations (see Paper
4). A sensitivity study with respect to the turbulence modeling strategy would
indeed be very interesting, but it is probably more important to obtain good
experimental data on vortex shedding in finned tubes to be used in validation.

In short, the conclusions from this work can be summed up as follows:
• CFD simulations can produce consistent data without uncertainties in fin

efficiency and geometric details. Accuracy can be expected to be on par
with experimental data, given that a good (converged) computational grid
is used.

• Correlation building that uses adaptive sampling of CFD simulations in
region of large uncertainty can achieve increased accuracy at a relatively
moderate (computational- and labor-)cost.

• The improved correlations lead to a different thermal-hydraulic optimum
with respect to heat exchanger weight when compared to the ESCOA cor-
relation. This implies that correlation selection is important, and that the
new correlations can influence future design choices if used.

• CFD simulations are able to predict certain phenomena more accurately
than what is possible to include in correlations. One example is the influence
of variable thermophysical properties. CFD therefore has a role in the heat
exchanger development process, after thermal-hydraulic optimization but
before experimental validation.

• Transient CFD simulations appear promising for prediction of phenomena
related to flow induced vibration. Care should however be taken to prop-
erly validate models against experimental data and study the influence of
turbulence model selection before exploring numerical studies further along
these lines.

A few suggestions for further work can be made based on the findings in
this work. First of all, the key findings should be validated experimentally. This
includes, for example, the effect of thermophysical properties and the suggested
compact design in Paper 3.

The data driven approach to correlation improvement seems to be a viable
path considering that root-mean-square prediction errors for Euler and Nusselt
numbers were decreased, in this work, by 46% and 24% respectively by increasing
the dataset size by only 65%. More data is one of three major components of
increased model predictive accuracy in a broader machine learning context [1] (the
other two being model capacity and computational power for model fitting). By
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extrapolation, it is reasonable to assume that thermal-hydraulic correlations can
be substantially improved by increasing the dataset size by an order of magnitude
or so. Automated CFD simulations seems to be the only feasible path towards
this goal.

The assumption of a uniform heat transfer coefficient should be reconsidered,
for example by dividing the heat transfer area into active and non-active areas to
account for the tube wake. A more specific model might improve the prediction
accuracy of the heat transfer coefficient. An explicit model for bypassing flow
should also be considered. The phenomenon is most certainly a nonlinear func-
tion of the tube bundle geometry, and will likely require a large amount of data
unless a suitable theoretical simplification can be made. Models for uneven heat
transfer coefficient and for bypassing flow would, however, enable a more accurate
prediction of fin efficiency, compared to the theoretical model used today.
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