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Abstract: The brittle-to-ductile transition (BDT), no matter what the dominated mechanism is, dislocation nucleation or dislocation motion, is not an intrinsic phenomenon of material, and depends not only on the strain rate but also on the constraint at crack tip. However, few work has been performed to study the effect of constraint on BDT. In this study, a dislocation mobility based continuum model is employed to model BDT behavior of single crystal iron under different loading rate. The local distribution of stress and triaxiality ahead of crack tip have been analyzed to reveal the mechanism. Two scenarios of -stress implementation in the model hasve been adopted to investigate the effect of constraint on the BDT. The mechanism of the effect of constraint on BDT is discussed. A quantitative relation between fracture toughness and -stress has been found established so that the BDT curve of material with constraint can be estimated with a reference BDT curve. Moreover, a solution to build a temperature-dependent effective surface energy law is introduced, which facilitates the cleavage fracture assessment. 	Comment by Xiaobo Ren: How?  
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1. Introduction
The transition of fracture mode from ductile to brittle is a crucial phenomenon of structural materials, e.g. body centered cubic (BCC) metals with strong interatomic forces which are normally brittle at low temperatures or high loading rates, become ductile at high temperatures or low loading rates. Although the general concern in engineering practice is brittleductile-to-ductile brittle transition (BDT), the mechanism can be fundamentally revealed by studying the reverse process in which an intrinsically brittle material fractures in a ductile manner [1]. It has been indicated that BDT always involves a thermally-activated process of dislocations emission followed by their motion and multiplication near the crack tip [1]. To circumvent the complexity of problem, e.g. pre-existing dislocations, grain boundary or impurity in the material which affect dislocation activity near crack tip, single crystalline materials, e.g. Si [2-7], Tungsten [8-10], iron [11-13], etc. has been widely selected for experimental study of the mechanisms of BDT. 
Many models have been developed to To theoretically investigate the BDT behavior a number of models have been developed, and most of them addresshave the intimate connection between the dislocation activity near the crack tip and fracture toughness. These models can be generally classified into two groups, e.g. dislocation nucleation controlled [14-17] and dislocation motion controlled [3, 5, 18, 19]. Models in the first category suggest that the competition between dislocation emission and atomic decohesion at crack tip is the controlling factor in the ductile versus brittle behavior of a material. Second category models suggest that the shielding on crack tip induced by thermal-activated dislocation motion is the dominated mechanism of BDT. Dislocation nucleation dominated BDT models can intrinsically distinguish the materials to be brittle or ductile, but they fail to predict the temperature and loading rate dependence of the BDT behavior. However, the dislocation mobility controlled BDT models areis able to predict loading rate dependent BDT temperature based on the evaluation of the shielding effect of dislocation motion on the crack tip stress intensity factor at an atomistic level. Gradual and sharp BDT transition of single-crystal solids has been successfully predicted with detailed configurations of dislocation near the crack tip [5, 9, 11, 19, 20] based on dislocation mobility models. Further, a continuum model on the basis of dislocation mobility proposed by Nitzsche et al.[21] has been adopted to simulate the BDT of single-crystal Si [21] and single-crystal Tungsten by Hartmaier et al. [10]. The advantage of such a continuum model is that it is able to evaluate the effects of dislocation motion on not only the crack tip stress intensity factor but also the stress field near the crack tip by which more detailed information can be obtained during BDT.	Comment by Xiaobo Ren: It can be confusing. What are "more detailed information"?
Single parameter fracture criterion based on stress intensity factor K or J-integral has been widely adopted for engineering critical assessment (ECA)to fracture assessment of engineering structures. However, it is found that constraint at crack tip resulted from geometry and loading strongly influences the crack-tip stress fields. In this regard, constraint analysis and multi-parameter crack-tip stress fields based fracture mechanics become necessary. Two-parameter approaches have been proposed to characterize crack-tip stress fields, e.g. J–T [22], J–Q [23] , J–A2 [24] and J-M [25], by extending the HRR solution with higher-order terms to interface cracks. Although -stress is an elastic parameter, the two-parameter approach J-T is able to quantify the constraint effects on crack-tip fields in components with finite geometry. Ductile-to-brittle transitionBDT is not an intrinsic phenomenon of material and it depends not only on the temperature and strain rate but also on the crack tip constraint. The effect of crack tip constraint on ductile brittle transitionBDT has been widely studied by both experimentally and by numerical simulation [26-33], . In these studies, the effect of constraint on fracture of steel in the transition region has been studied, e.g. the influence of -stress on crack resistance curve at some specific temperature, the relation between reference temperature  or fracture toughness and -stress, etc. However, studies on the influence of constraint on the DBT in the transition region has not been performed by using a dislocation mobility based methodology but by using conventional fracture mechanics based approaches. 
Griffith criterion has been broadly applied to study brittle fracture, which is expressed in terms of critical strain energy release rate, is the surface energy). Irwin [34] and Orowan [35] independently modified the Griffith theory to account for plastic work for fracture, e.g. in the transition region. Consequently, the modified Griffith criterion of cleavage can be written as, in which a material’s resistance to crack extension is determined by the sum of  and the plastic work  (both per unit crack surface area). HoweverBut, how to quantitatively estimate plastic work  during fracture of material is a challenge. Direct estimation of plastic work has been carried out, e.g. McMahon and Vitek [36] and Jokl et al. [37] derived an exponential dependence of  on  so that a relatively small change in  may lead to a large change in .; Wallin et al. [38] proposed an simple equation to calculate plastic work related to temperature and Peierls-Nabarro force. However, in their work the shielding effect of dislocation mobility on the crack tip is not considered. Meanwhile, if integrating the intrinsic surface energy and equivalent plastic work into one parameter, so-called effective surface energy (, it can be more conveniently to evaluate the material’s resistance to fracture. Linaza et al. [39] and San Martin et al[40] have found the temperature-dependent effective surface energy () of steel in experiments. They also found that However the measured effective surface energy is apparently geometry dependent, and can not be generally applied in practice. An explicit function for the estimation of effective surface energy of LiF single-crystal was derived by Burns et al. [41] based on the dynamic fracture in a double cantilever specimen. Among these work, few attention is paid on the constraint effect at crack tip on the effective surface energy.	Comment by Xiaobo Ren: Consider deleting	Comment by Xiaobo Ren: Geometry dependency will support your study, should be highlighted.	Comment by Xiaobo Ren: Above comment. [39] and [40] indeed found geometry dependency, isn't it constraint effect? 
In this paper, a continuum model for BDT controlled by dislocation mobility developed by Nitzshe et al. [21] is employed to investigate the effect of -stress on the BDT. To avoid the complexity of problem, single-crystal iron is chosen in the present work. Parametric studies are carried out first to reveal the effects of various model parameters on the crack tip shielding. Then, a group of parameters verified by comparing the computational results to the experimental results of Tanaka et al.[11] have been used to study BDT of single-crystal iron under different loading rates. Local stress and triaxiality distribution ahead of the crack tip are also analyzed also. Two scenarios of -stress implementation hasve been adopted to investigate the effect of constraint on the BDT. Finally, an approach to build a temperature dependent effective surface energy of material is introduced and the influences of constraint on effective surface energy are also presenteddiscussed.   


2. Shielding effect of dislocation motion on crack tip stress field
It is assumed that emission of dislocation occurs from a source with a distance  from the crack tip once the stress at the source exceeds the lattice friction stress. According to Lin and Thomson[42], the shear stress acting at on a dislocation at a positionpositon  is :

wWhere  is stress intensity factor;  is the position of dislocation;  is the coefficient related to the inclination angel of the slip plane;  is shear modulus;  is the modulus of Burgers vector;  is image stress parameter, and  is interaction shear stress of caused by dislocations interaction. The first term is the shear stress due to crack tip field, the second term is the image stress and the third term is the stress caused by interactions between dislocations. The dislocation velocity  can be described as function of resolved shear stress  and temperature  by an empirical Arrhenius type law

wWhere  is the activation energy for dislocation velocity; is the Boltzmann constant;  is temperature dependent stress exponent;  is material specific reference dislocation velocity;  is normalization shear stress;  is the absolute temperature in Kelvin. For a given material, the value of  can be measured through the relationship of dislocation velocity and applied stress (e.g. Fig. 3.11[43]). The activation energy, for dislocation motion can be obtained from the relationship of loading rate and temperature [11, 12].
Combining simplified equation (2) the velocity of dislocation can also be described as[44]:

wWhere  is loading rate of applied stress intensity factor,  is normalized resolved shear stress (=). Substituting  in (3) for  in (1),

Equations (1) and (4) can be solved in the condition of a given K with a constant  and the boundary condition that a dislocation emits as , in which  is the resolved shear stress for dislocation nucleation. ThenThus, the positions  of the dislocations can be determined. 
The emitted dislocations cause a shielding effect on crack tip field [42, 45], which induces image dislocations to make the crack surfaces stress free. The image dislocations generate a stress singularity at the crack tip

wWhere  is function depending on; and  is Poisson’s ratio. Thus, the stress intensity factor at crack tip is given by:

Where, is the stress intensity factor at crack tip;  is the applied stress intensity factor. 


3. The numerical model
For studying the shielding effect due to rate-dependent plastic deformation on crack tip stress intensity factor, a modified boundary layer (MBL) model wais adopted, in which the crack-tip region consistsed of an elastic zone surrounding the crack tip and an elastic-viscoplastic material outside of the elastic zone. The model used here was developed by Nitzsche et al.[21] to investigate the sharp BDT of single-crystal silicon, which was also adopted by Hartmaier et al.[9] to study the BDT of single-crystal Tunston. This model is probably inspired by the concept proposed by Suo et al. [46] , which states the fracture process can be divided into two elements in the transition region, atomic decohesion and background dislocation motion. The crack tip elastic zone is a dislocation free zone at a characteristic length scale (comparable to dislocation spacing) so that atomic decohesion dominates the fracture process. In order to describe the dislocation motion, two assumptions are made: the material is assumed to be isotropic even though single crystals are usually anisotropic. The rate-dependent plastic deformation is only a result of dislocation motion. 
To describe the plasticity generated by dislocation motion, according to Orowan law, the shear strain rate,, can be written 

wWhere  is a proportionality constant; and  is the dislocation density. The resolved shear stress  in equation (2) and plastic shear strain rate  in equation (7) can be replaced by the von Mises equivalent stress  and the equivalent plastic strain rate since the isotropic material has no preferred slip plane. Therefore, Inserting the dislocation velocity according to equation (2) into equation (7), the viscoplastic response of the material can then be described as

wWhere  is equivalent plastic strain rate; is a reference strain rate, and  is a normalization stress. 
Only upper-half of the model is illustrated in Fig. 1 because ofdue to symmetry. The radius of model (R) is 20 times larger than the crack tip elastic zone size, which is assumed to be a circle around the crack tip with a radius of 1µm. , and an assumed sharp A crack with an initial radius of 1.15e-4R is located in the center of model. The finite element software Abaqus 6.14 wais employed, and 4-node and plane strain elements (CPE4) weare used in all simulation. The meshes awere refined in the elastic region where the size of smallest elements is 10 nm. The model works under the boundary conditions that crack plane on the left side of symmetry axis is free and nodes of the ligament on the right side of symmetry axis are fixed along vertical direction. Following the work of Williams, the first two terms in the expansion of linear elastic crack-tip stress field can be written as [47] 	Comment by Xiaobo Ren: This is obvious and has been illustrated.

where  is regarded as a stress parallel to the crack flanks. Larsson and Carlsson [48] have demonstrated that the second term in the series has a significant effect on the shape and size of the plastic zone which develops at the crack tip. Therefore, -stress has been widely used to describe the crack tip stress field in the real flawed structure. A linear elastic  field is applied to the outer boundary of the model with nodal displacements controlled by the elastic asymptotic stress field of a crack 


where  is applied mode  stress intensity factor;  is Young’s modulus,  and  are polar coordinates centered at the crack tip. In the present study, only a stationary crack wais investigated. 
For a sharp crack tip, cleavage fracture is assumed to occur when the crack tip stress intensity factor reaches the critical value of material, i.e.. According to the Griffith criterion,  depends only on the material’s surface energy  The crack tip stress intensity factor is calculated from the J-integral along a number of contours within the elastic zonethrough, 

[image: ]
Fig.1 MBL model to describe BDT dominated by dislocation motion with a rate-dependent plasticity. The viscoplastic zone is white, the elastic zone dark gray.

4 Numerical results and discussion
4.1. General behavior 	Comment by Xiaobo Ren: What is "general behaviour"?
As mentioned in section 3, a small elastic zone around the crack tip with its size in the same scale as dislocation spacing in metals is assumed to be present in the MBL model. The effect of the elastic zone size on the fracture toughness is presented in the Fig. 2, in which normalized crack tip stress intensity factor,, isare plotted against normalized applied stress intensity factor, , for different elastic zone size at 178K and under a constant loading rate MPam0.5s-1. It is shown that smaller size of elastic zone will result in a higher shielding effect on crack tip and thus a higher fracture toughness. According to Nitzsche et al.[21], the elastic zone can be comprehended as an obstacle to nucleation of dislocation, i.e., e.g. the larger size of elastic zone the harder to generate plastic deformation, which can be also adopted to explain why a higher fracture toughness is achieved for a smaller elastic zone..


Fig.2 stress intensity factor at crack tip against applied stress intensity factor for different elastic zone size under a loading rate MPam0.5s-1 and at 178K. The parameters utilized are  Critical stress intensity factor of iron, MPam0.5[11].

The dependence of the shielding effects of plastic deformation on crack tip stress intensity factor  are presented in Fig.3 (a) for different temperatures. A constant loading rate,  MPam0.5s-1, is applied. At the lowest temperature, there is a linear relation between the crack tip stress intensity factor and the applied stress intensity factor, and the crack tip stress intensity factor equals to the applied stress intensity factortwo are equal when fracture happensoccurs. Since dislocation motion is stimulated with the enhancement of temperature in terms of Arrhenius law, it can be found that the relation between the crack tip stress intensity factor and applied stress intensity factors gradually deviates from the linear line. A higher toughness can be achieved when the crack tip stress intensity factor reaches  due to the stronger shielding effects as temperature increases. The crack tip stress intensity factor will never exceed when the temperature is beyond the critical temperature (for instance,). The BDT occurs at this circumstancesthis circumstance and the temperature is called critical BDT temperature. The influence of stress exponent  and loading rate on the shielding effects of plastic deformation on the crack tip stress intensity factor is also studied as shown in Fig. 3 (b) and (c). With the increase of, the applied stress intensity factor gradually increases when crack tip stress intensity factor equals to the critical stress intensity factor. As the loading rate increases, the applied stress intensity factor decreases when  stress intensity factor at crack tip equals to critical stress intensity factor. This means that a higher fracture toughness of material can be obtained with a higher  and a lower loading rate. The results shown in Fig. 3 are very similarconsistent with the findings of Nitzsche et al.[21], which means thatvalidates the model adopted in present work has the capability tofor studying the shielding effect of dislocation motion on crack tip and BDT induced by dislocation mobility. 	Comment by Xiaobo Ren: Does this mean that Theta_c is the temperature when stress intensity factor equals KIc? 



            
Fig.3 stress intensity factor at crack tip against applied stress intensity factor (a) for different temperature under a loading rateMPam0.5s-1, (b) for different  under a loading rate of MPam0.5s-1 and at 183K, (c) for different loading rates with  =4.0 and at 153K. The parameters used are .

4.2. Identification of the parameters
From equations (1) and (3), it can be observed that BDT is strain-rate dependent, e.g. in case of a specific, the dislocation positions,  and  depend on a. Through experiments on single crystals, a relation between loading rate  and transition temperature has been found [5], which can be expressed as

where  is the activation energy for the BDT, which has been found to be equal to the activation energy  for dislocation velocity. 
Tanaka et al[11] has performed 4-point band tests to measure the BDT temperature of single crystal iron, in which different outer-fiber strain rates have been applied in their tests. Outer-fiber strain rate can be calculated with the following equation[49],

where  is outer-fiber strain rate, and  is cross head speed,  is thickness of specimen, and  is outer span of specimen. For a four point bend test, the applied stress intensity factor can be calculated by using the following equation[50], 

where , ,  ,  is loading force,  is inner span,  is thickness of specimen,  is width of specimen and  is notch depth. Three-dimensional modelling of the four-point bending tests of single-crystal iron is carried out. The cross head speed is converted from outer-fiber strain rates utilized by Tanaka et al.[11] according to equation (13) and only a stationary crack is studied. The Young’s modulus and poison’s ratio of iron are 206GPa and 0.29 respectively [11]. Then, the rates of stress intensity factor applied on the four-point bending specimen can be calculated by equation (14). The outer-fiber strain rates and corresponding applied rates of stress intensity factor are listed in table 1. 	Comment by Xiaobo Ren: Who did this work? Reference? 
Tab.1 The calculated applied rates of stress intensity factor from the outer-fiber strain rates of the four point bending tests for single-crystal iron[11].
	
	,MPam0.5

	4.46e-5
	0.2579

	4.46e-4
	2.579

	4.46e-3
	25.79


The computed BDT temperatures under different loading rates hasve been compared with experimental results by Tanaka et al[11] in Fig. 4. It is shown that the computational results of single-crystal iron agree well with experimental results, which indicates that the parameters employed in numerical simulation are reliable. Therefore, the parameters verified will be adopted in the following calculations. These parameters are which are, MPa and.	Comment by Xiaobo Ren: Did you compare calculation based on MBL model or 4 point bend model? A bit confusing. 

     
Fig.4 comparison of computed and experimental relationship between loading rate and brittleresults of brittle-ductile transition temperature of single-crystal iron. The parameters in the model are, MPa, 


Fig.5 Fracture toughness  normalized with  vs. temperature for different loading rates.

4.3. Brittle-to-ductile transition 
The evolution of fracture toughness is plotted against temperature under different loading rates as shown in Fig. 5. The fracture toughness increases slowly over a relative long temperature range, and then sharply increases up to the BDT temperature. Generally, the transition curve shifts to the lower temperature when loading rate decreases, a lower loading rate leads to a smoother transition curve, and a higher toughness is expected for the occurrence of cleavage fracture under lower loading rate at the same temperature. These results are consistent with the observations of Nitzsche et al.[21] and Hartmaier et al. [9]. It is also illustrated in Fig. 5 that BDT temperature decreases as loading rate reducesd, . Hhowever the fracture toughness at the critical BDT temperature under different loading rates is almost the same, which is around. This implies that loading rate only influences the critical BDT temperature, but has no effect on thenot fracture toughness of material at this critical BDT temperature.	Comment by Xiaobo Ren: What will a "smoother transition curve" tell? This sentence is not clear. 	Comment by Xiaobo Ren: Not clear. What is critical BDT temperature? 	Comment by Jianying He: What is the mechanism here?	Comment by Xiaobo Ren: Loading rate with shift the BDT transition curve, this is OK, i.e., the first part of the sentence is OK. But, the second half is difficult to understand.  
The local distributions of the opening stress and stress triaxiality ahead of crack tip for different temperatures under a loading rate MPam0.5s-1 are presented in Fig. 6 at the moment when failure of material occurs. Opening stresses Stress components are normalized by the average yield stress of single-crystal iron MPa [51] and the distance is normalized by  Hereinafter, stress triaxiality  is determined by the ratio of hydrostatic stress  and von Mises stress . Away from the crack tip, the opening stress for all temperatures decreases as shown in Fig. 6 (a). Upon approaching the interface between elastic and viscoplastic region, it even turns to be compressive at higher temperature, e.g. beyond 138 K. A turning point of stress distribution at the interface for each temperature can be observed because of the different property of materials in the two regions. In Fig. 6 (b), a rapid rise of stress triaxiality on the first two nodes can be found at all temperatures. As the temperature increases, however, away from the first two nodes ahead of crack tip, the stress triaxiality for higher temperature decreases gradually. It is also found in Fig. 6 that the decrease of both opening stress and stress triaxiality ahead of crack tip becomes more pronounced at higher temperature. The decrease of opening stress and stress triaxiality ahead of crack tip as temperature increases is the so-called stress relaxation. It is obvious that stress relaxation resulted by plastic deformation due to dislocation motion around crack tip is the reason for the improvement increase of fracture toughness as temperature raised and dictates the BDT as well. Opening stress and triaxiality ahead of crack tip under different loading rate and at the same temperature are presented in Fig. 7 at the moment when failure of material occurs. It is found that stress relaxation occurs more apparently as loading rate decreases. Recalling equation (2)-(4) and (7), at the same temperature, a lower dislocation velocity resulted by the higher loading rate generates a lower smaller plastic deformation, which leads to a slighter less stress relaxation and a lower fracture toughness (see Fig. 5). In short, the sensitivity of BDT on loading rate can be also ascribed to as the stress relaxation resulted by plastic deformation. 	Comment by Xiaobo Ren: Which material property. It must be temperature dependent properties, right? Since for some temperature, this is no drop. 


       
Fig. 6 distribution of (a) opening stress and (b) stress triaxiality ahead of crack front for different temperature under a loading rate MPam0.5s-1 when fracture happens, e.g. .

4.4. Constraint effect on brittle-ductile transition
The -stress is implemented linearly in the time-dependent process according to equation (10), in which the loading rate consists of two parts, the rate of stress intensity factor  and the rate of -stress, see equation (9). The -stress representing the constraint level at the crack tip, and is related to not only the geometry but also to the plastic deformation around the crack tip. Therefore inIn each case with a specific rate of stress intensity factor, there are two scenarios for exploring the influence of the rate of -stress,. oOne is keeping the -stress as a constant value, which is the effective -stress at material failure, e.g. -0.5, -0.25, 0.25and 0.5. This scenario will produce a non-constant. The other scenario is keeping  as a constant value that will produce a non-constant -stress at crack tip at failure. These scenarios to implement rate of -stress are illustrated in Fig. 8.    


              
Fig. 7 distribution of (a) opening stress and (b) stress triaxiality ahead of crack front for different loading rate at  =125.8K when fracture happens, e.g. .


 
Fig. 8 Two scenarios of -stress under a loading rate MPam0.5s-1: (a) a constant -stress, (b) a constant rate of -stress. Solid points represent -stress at material failure and open points represents the rate of -stress.

To analyze how the -stress affects the fracture of material in the transition region, the second scenario is chosen to produce -stresses at crack tip, see Fig. 9(a). It can be found that under the same applied K the stress intensity factor at crack tip with higher -stress is always higher than that with lower -stress. It also can be observed that a higher fracture toughness can be obtained as the -stress decreases. The distribution of von Mises stress for different -stresses is plotted against the distance ahead of crack tip in Fig. 9(b). In the elastic region, higher -stress will result in higher von Mises stress. However, in the viscoplastic region, for each applied K, the von Mises stress ahead of crack tip for low -stress is always higher than that for high -stress, see the zoomed figure inside the Fig. 9(b). For the viscoplastic material, the negative -stress (compressive) generates large shear deformation, which in turn will result in higher von Mises stress. The distribution of equivalent plastic strain ahead of crack tip is presented in Fig. 9(c). It can be found that large equivalent plastic strain occurs for the lower T-stress, which agrees with the results in Fig. 9(b). Although the difference of von Mises stresses between different -stresses is relatively small, the plastic deformation around the elastic region is very sensitive to the -stress, especially at higher . Recalling equation (9), the stress field at crack tip is altered by the second term -stress. Nevertheless, it plays a different role in the elastic and viscoplastic region. Higher -stress leads to a higher von Mises stress in the former, which naturally result in a higher stress intensity factor at crack tip (see Fig. 9(a)). On the contrary, higher -stress generates a lower equivalent stress in viscoplastic region and lower plastic deformation (see Fig. 9(c)). Since higher -stress leads to a higher stress intensity factor at crack tip, under the same failure criterion, e.g., lower applied K is obtained for higher -stress and vice versa.	Comment by Jianying He: Possibility to make it shorter but stronger??


           


Fig. 9 The effect of -stress on (a) stress intensity factor at crack tip, (b) Mises stress distribution ahead of crack tip, (c) the distribution of equivalent plastic strain ahead of crack tip. A loading rate MPam0.5s-1 is adopted, and temperature is 147K.

4.4.1. Effect of constant -stress on BDT
BDT transition curves with and without -stress are presented in Fig.10. In the range of low temperature, e.g. below 118K, the -stress has almost no effect on the BDT. When temperature is higher than 118K, the influence of -stress on BDT becomes significant, higher -stress leads to a lower fracture toughness  and vice versa. A lower -stress results in a smoother BDT curve. It is also observed that a lower critical BDT temperature can be achieved with a lower -stress or a higher -stress leads to a higher . However, the difference of among different levels of -stress is not insignificant, e.g.  between -stress=0.5 and -stress=-0.5 is only 0.45K. Recall the influence of loading rate on BDT shown in Fig. 5, loading rate affects only the critical BDT temperature. Nevertheless, the -stress affects not only the critical BDT temperature but also the fracture toughness at the critical BDT temperature, for example, lower -stress can results in a lower critical BDT temperature and higher fracture toughness at.  	Comment by Xiaobo Ren: What does this indicate?

 
Fig. 10 the effect of -stress on the brittle-to-ductile under a loading rate MPam0.5s-1.

In order to further investigate the effect of -stress on the fracture toughness of single-crystal iron, the results of fracture toughness versus -stress at different temperature are plotted in Fig. 11(a). The results show that the fracture toughness decreases with the increase of -stress at all temperatures. As the temperature increases, the fracture toughness decreases more rapidly with the increase of -stress. When comparing with the fracture toughness of material without -stress, the increase of fracture toughness by negative -stress is always higher than the reduction by positive -stress at each temperature, e.g. the amount of increase by -stress -0.5 is 0.27 at 148K, while the amount of reduction by -stress 0.5 is only 0.18 In addition, an approximate linear relation between -stress and fracture toughness can be observed at each temperature in Fig. 11(a), which also has been found in experimental results of steel reported by Meliani et al.[52] and Pluvinage et al.[33]. However, the slope of the linear relation is gradually increases as temperature increased, which indicates that the effect of -stress on fracture toughness is temperature dependent in the transition region. Therefore, it is supposed proposed that the correlation between fracture toughness, temperature and -stress can be described by a function :function:	Comment by Xiaobo Ren: Too long sentence, hard to understand. 	Comment by Xiaobo Ren: Can you describe how to get this equation? Normalization? 
                                  (15)
where a equals to 1.01; [( 129.8)/11.5]; . In function (15), the first term represents the only temperature-dependent fracture toughness of a reference material without -stress, e.g. , which is obtained by fitting the data of zero -stress in Fig. 10. The second term denotes the effect of role of -stress on fracture toughness, in which the effect of -stress relying on the temperature is incorporated. For a specific temperature, a linear relation between -stress and fracture toughness still can be achieved by the function (15). The BDT of single-crystal iron with different level of -stress calculated by function (15) is presented in Fig. 11(b), and a comparison between calculated results and modelling results shown in Fig. 10 is presented as well. In Fig. 11(b), color map is the calculated BDT curve varying with temperature and -stress in the 3D space, and the pink map with wires is the modelling BDT curve. It can observed that two maps agree well with each other, which can be proved by the relative error of fracture toughness between results by the function (15) and modelling, see Fig. 11(c). It is found that the relative error is very small (absolute value is lower than 3%) except that several points of large -stress is a little bit large, e.g. not more than 5%, see Fig. 11(d). It is observed that large error occurs only at two higher temperatures for -stress of both -0.5 and 0.5. This implies that the function (15) is able to depict the interactive relation of fracture toughness, temperature and -stress. It also implies that a BDT transition of material with -stress can be predicted under a specific loading rate by using such a function once a BDT transition without -stress has obtained and constraint at crack tip is known.	Comment by Xiaobo Ren: a or alpha?	Comment by Xiaobo Ren: We are studying same materials, therefore, T-stress = 0 could be a reference geometry. 	Comment by Xiaobo Ren: Sorry for my limited knowledge, I don't understand  11(b) at all. 
Critical BDT temperature  of single-crystal iron with different -stress can be obtained from Fig. 10 under a loading rate MPam0.5s-1. The effect of -stress on the critical BDT temperature  and the fracture toughness at  is presented in Fig. 12. A linear relation can be achieved between  and -tress as shown in Fig. 12(a), where  is the discrepancy of critical BDT temperature between material with -stress and that without -stress. A similar linear relation  between the reference transition temperature  of 533B steel and the -stress has been reported by Wallin [32]. Capelle et al. [30] also found such a linear relation for API X65 steel between reference transition temperature and effective -stress. This implies that under a specific loading rate a new  of material with a certain level of crack tip constraint can be estimated with aof the reference material without -stress once that constraint at crack tip is known. Furthermore, a linear relation between  and  can be obtained in Fig. 12(b), here,  is the difference of fracture toughness at critical BDT temperature between material with -stress and that without -stress. Then substitute the  in function listed in Fig. 12(a) into the function in Fig. 12(b), a new correlation between the fracture toughness at and -stress is built:

This relation implies that the fracture toughness at  can be estimated with both a measured and corresponding fracture toughness at  of the reference material without -stress when constraint at crack tip has been obtained. Combining function in Fig. 12(b) and function (16) a complete BDT curve of material can be estimated in the whole temperature range once a reference BDT curve without -stress has been achieved:	Comment by Xiaobo Ren: Difficult to understand.

where a, b, c, and d are constant can be obtained by fitting.

                [image: ]
 [image: ]             [image: ]
Fig. 11 the effect of -stress on the fracture toughness of single-crystal iron under a loading rate MPam0.5s-1: (a) at different temperatures, (b) comparison between the modelling results and results calculated by (15), (c) relative error of between the modelling results and results calculated by (15), (d)BDT of material with two higher -stress.

4.4.2. Effect of constant rate of -stress  on BDT	Comment by Xiaobo Ren: You mentioned above that you selcte to investigate one implementation scenario. This part seems not very necessary. 
Several constant rates of -stress  have been implemented in the present model (see Fig. 8(b)) to investigate the influence of constant  on the BDT of single-crystal iron, see Fig. 13. It is observed that a lower  always induces a higher fracture toughness, and that a smoother BDT transition can be obtained for material with a lower. A lower critical BDT temperature is obtained with a lower, and the corresponding fracture toughness at the critical BDT temperature for lower  is always higher. Although the two scenarios of implementation of are different, e.g. constant -stress and constant, the effect of -stress is actually identical as discussed at the beginning of this section. Therefore, when comparing the Fig. 13(a) with Fig. 10, the same trend of the effect of both constant  and constant -stress on BDT is observed. A comparison of results between the two scenarios of implementation of -stress on present model (see Fig. 8) is also presented in Fig. 13 (b). Although BDT of two scenarios of -stress implementation is similar, the influence of constant  on BDT is more significant than that of constant -stress, especially for the negative  and negative -stress. This is because that the -stress produced by the negative  is always much larger than the negative constant -stress, while, the -stress produced by the positive  is comparable to the constant positive -stress, see Fig. 8.


       
Fig. 12 the effect of -stress on (a) critical BDT temperature, (b) fracture toughness at critical BDT temperature of single-crystal iron under a loading rate MPam0.5s-1. Here,; is the critical BDT temperature of material without -stress; ;  is fracture toughness at critical BDT temperature;  is the fracture toughness at critical BDT temperature without -stress.	Comment by Xiaobo Ren: Theta_C is the tempeature when stress intensity factor (fracture toughness) reaches KIc, which is only related to surface energy Gamma_C. What 12(a) shows is that Gamma_C changes with T-stress, i.e., the surface energy changes with constraint, right? I have difficulty to understand this. T-stres should play an role for Gamma_P, plastic deformation/disloacation mobilty. 

4.5. Effective surface energy for cleavage assessment
The modified Griffith criterion written as  can be adopted to assess the cleavage fracture in transition region, where brittle fracture happens with plastic deformation in the vicinity of crack tip. However, it is difficult to directly evaluate the plastic work . According to modified Griffith theory, critical energy release rate  equals to. Then, the estimation of the effective surface energy can be an alternative solution. Consequently, the effective surface energy used for the description of cleavage fracture can be calculated by

where  is calculated from section 4.3 and 4.4 for the material with and without -stress. The evolution of effective surface energy during cleavage fracture of single-crystal iron with temperature is presented in Fig. 14, in which the constraint effect on the effective surface energy at different temperature is also presented. Since there is a quadratic relation between and, when comparing the transition of effective surface energy to the transition of fracture toughness, the change of effective surface energy is very small in lower temperature range, e.g. below 145.5K, but is much larger at higher temperature. Following the same method and procedure introduced in 4.4.1, the complete relation of effective surface energy and -stress in the whole BDT temperature range can be built with a function like (17). 


           
Fig. 13 the effect of rate of -stress  on BDT under a loading rate MPam0.5s-1: (a) comparison between the BDT curves of different  and without -stress, (b) comparison between the BDT curves of a constant  and a constant -stress.

Temperature dependent effective surface energy of steel has been found by Linaza et al.[39] and Martin et al.[40] by converting the measured the fracture stress of specimen to effective surface energy in terms of modified Griffith theory. However, the effective surface energy law obtained from experiment depends on the geometry of specimen, and can not be applied generally in practice. An explicit effective surface energy law has been derived by Burns et al.[41] to estimate the plastic contribution to the energy release rate during the cleavage fracture, which is function of temperature, geometry, crack speed, dislocation density at crack tip etc. This law has successfully adopted to the experimental studies of dynamic fracture on LiF single-crystal. However, since it can not explicitly predict the dislocation multiplication in the process of cleavage fracture, real-time measurement on dislocation density at propagating crack tip is necessary when using such law. The solution to estimate the effective surface energy law in BDT process proposed in present work is capable of integrating many influencing factors, e.g. temperature, loading rate and constraint, and has a potential application for components with any geometry. This temperature and constraint dependent effective surface energy law will benefit for the cleavage fracture criterion in the transition region, such as, using RKR model.

              
Fig. 14 constraint effect on the calculated effective surface energy  under a loading rate of MPam0.5s-1: (a) effective surface energy transition from low temperature to high temperature, (b) normalized effective surface energy vs.-stress.	Comment by Xiaobo Ren: Missing figures. Where is 14(b)?


5. Conclusion
In the present study, a continuum model has been employed to model the BDT behavior of single crystal iron based on dislocation mobility controlled BDT theory. Parametric studies have been carried out and a group of parameters for BDT investigation has been obtained by comparing computational results to experimental results reported in the literature. BDT behavior under different loading rate has been studied. It can be observed that lower loading rate can produce a smoother BDT curve and a lower critical BDT temperature, however loading rate has no effect on the fracture toughness at the critical BDT temperature. 
[bookmark: _GoBack]It is found that the change of the stress distribution ahead of crack tip due to the -stress dictates the fracture toughness of single-crystal iron in the BDT transition region. Lower constraint leads to a higher fracture toughness in the transition region, a smoother transition curve and a lower critical BDT temperature, and also a higher fracture toughness at the critical BDT temperature. A correlation between the fracture toughness and -stress has been found: below critical BDT temperature, the fracture toughness is related to the temperature dependent fracture toughness of a reference material without -stress and the contribution of -stress that  relies on the temperature; at critical BDT temperature, the fracture toughness can be estimated with a linear function of -stress, fracture toughness and critical BDT temperature of a reference material without -stress. Therefore, a complete BDT curve can be predicted by the function (17) createdmodel developed in present study once the amount of constraint and the BDT curve of a reference material without -stress has been acquired.
A solution to estimate the temperature-dependent effective surface energy law in the brittle-to-ductile transition has been studied in present work, which will benefit for the assessment cleavage fracture in the transition region.
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