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fore, it is very important to know the dynamics of the forcing on the system and the response 
of the system to better evaluate choices related to the development of the coastal areas. 
In order to evaluate the forcing, a thorough understanding of the physical phenomenon is 
needed. The processes that happen to the waves while approaching the nearshore, like shoal-
ing, refraction and wave breaking must be assessed in order to accurately predict wave forces 
of the coastline and the coastal structures. 
The breaking process involves many complex parameters and breaking waves may occur at 
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An exact numerical modeling of wave breaking process is still highly challenging due to the 
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Abstract

Several human activities and industries that contribute in shaping the communities

and economies around the world are located in the coastal zone. Therefore, it is

very crucial to understand the behaviour of the coastal system to better evaluate the

design choices related to the treatment of these areas.

Thanks to the rapid technological development in the computational domain, it is

now possible to simulate the evolution of waves numerically to a great accuracy and

evaluate their effects on the structures. In this thesis, the main goal is to numeri-

cally model the evolution and breaking of waves using the open-source CFD model

REEF3D and compare the results to field data obtained with Lidar and ADV sensors.

The novelty of this work lies in modelling a large scale field case with a CFD model

in contrast to shallow water or phase-based models. Moreover, the accuracy of the

results is improved by using wave reconstruction method in the generation of the

incoming wave boundary and the application of non-uniform grids.

The complexity of simulating waves in the field lies in the numerous contributing

variables that can not be controlled in a measurement campaign. The irregularity

of the phases, directions and frequencies of the waves and their evolution on a three

dimensional irregular bathymetry increase the difficulty of the task. Consequently,

some bench-marking simpler cases will be investigated first and will be compared

to laboratory monitored experiments to have confidence in the CFD model and to

understand the underlying physics of the problem.

In the first case, the run-up of a solitary wave on a constant slope is compared to

a laboratory experiment. In the second case, regular waves will be imposed on a

constant slope and the plunging breaking behaviour will be compared to a laboratory

experiment. The third case will investigate the behaviour of irregular waves on an

experimental irregular slope and lastly the field case will be tackled and compared to

field measurements.
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Chapter 1

Introduction

1.1 Motivation

The coastal zone is a major contributor in shaping the communities and the economies

around the world. In fact, around 40% of the population lives within 100 km of the

coastline [35]. Activities and industries close to the coast include: shipping, trading,

fishing and recreation. The ocean however, imposes forces that can hinder these

activities, for instance:

• Propagation of waves in harbours can affect the mooring of vessels and can

cause the snapping of mooring lines, which can damage the ships or increase

the traffic time and eventually negatively impact the economy.

• Sediment transport by waves can cause sedimentation of ports and harbours

basins, thus reducing the required navigation depth for the ships and necessi-

tating dredging.

• Waves exert forces on coastal structures such as breakwaters or wind turbines

close to the coast and can cause their failure if not designed properly.

• Extreme waves and storms can cause erosion of the dunes in coastal areas which

result in the damage of recreational areas and can cause flooding in extreme

cases.

• Long shore transport induced by wave breaking can also contribute to erosion

of beaches.

Therefore, it is very crucial to understand the dynamics of the forcing and the re-

sponse of the system to better evaluate choices related to the development of the

coastal areas.
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Waves undergo several changes to their structure as they approach the coast from

deep water because of the change in bathymetry. The reduction in water depth leads

the waves to reduce in length and increase in height, also known as shoaling. They

also refract so that the wave crests become parallel to the shoreline. This happens as

a result of the change in water depth and thus speed in different locations along the

wave crest. Diffraction of waves occurs when waves meet obstacles or breakwaters

close to harbours. The diffracted wave is a result of the transmission of a part of the

incident energy to the shadow zone behind the obstacle.

In addition to the processes discussed, waves undergo a very important transforma-

tion in the coastal zone, which is breaking. Breaking of waves (described in detail

in section 1.2), lead to the dissipation of wave energy on the beach and is associated

with a lot of dynamic behaviour, turbulence, air entrainment and mixing of sediments.

Moreover, it is the main driving force for the longitudinal transport which can cause

erosion in many locations.

The goal of this thesis is to improve the understanding of the evolution of waves as

they approach the coast and specifically the process of wave breaking and model it

numerically. This will be achieved by performing numerical simulations of the four

following cases:

• Case 1: The run up process of a tsunami wave on a plane slope and comparison

with laboratory measurements.

• Case 2: The behaviour of plunging breaking waves on a plane slope and com-

parison with laboratory measurements.

• Case 3: The evolution of irregular wave breaking on an irregular slope and

comparison with laboratory measurements.

• Case 4: The evolution of irregular waves on natural topography and comparison

with field measurements.
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1.2 Background

Waves are generated in deep waters by wind. When these waves propagate in shal-

lower areas, their structure gets modified by the changes in the bottom. This causes

the crest to sharpen, the trough to be more flat, the waves become too steep and

eventually break as a result of instability.

Since the prediction of wave breaking characteristics, location and forces are very im-

portant, many experimental and theoretical studies have been carried out to identify

the wave kinematics during breaking.

One way to identify these kinematics is by measuring the water particle velocities,

however this was proven to be very difficult in the past because of the lack of accurate

measuring instruments to capture the velocities in the complex breaking environment

characterized by air entertainment and turbulence. Nakagawa [33] mentioned in 1982

that none of the instruments available commercially, such as laser Doppler anemome-

ters, electromagnetic flow meters, hot wires and small propellers, are suitable for such

measurements. Although recently, the velocity field has been measured in laboratory

experiments using the Particle Image Velocimetry (PIV) technology [10].

As a result, studying of breaking waves focused on the evolution of different pa-

rameters that can characterize the type of breaking such as wave heights and wave

steepness at the breaking point [18]. Breaking conditions have been proposed theo-

retically using different finite amplitude wave theories to find the wave steepness and

wave height at the breaking point and have been compared to laboratory experiments

and breaking types have been identified based on these observations.

1.2.1 Breaking conditions

Many conditions were proposed to define when a wave breaks. Based on these con-

ditions, analytical wave theories were used to introduce breaking limits and based

on these limits, parameters such as the wave height Hb, the wave length Lb and the

water depth hb at the breaking point can be formulated.

The main conditions for breaking in the literature are:

1. Rankine [18] proposed that waves break when the wave particle velocity at the

wave crest become larger than the wave celerity.

As it is known, the water particles in the presence of a wave undergo orbital

motion in shallow water (Figure 1.1). When the horizontal velocity of the par-
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ticle under the wave crest increases because of shoaling and exceed the celerity

of the wave itself, the waves break.

Figure 1.1: Orbital motion of water particles under the propagation of the wave in
intermediate to shallow waters

Formulations have been made to translate this criterion into equations describ-

ing the wave height, wave length and water depth at the breaking point using

several wave theories.

Miche (1994) has expressed the breaking limit according to Stokes wave theory

to be:

Hb

Lb
= 0.142tanh(

2πhb
Lb

) (1.1)

where Hb is the wave height at breaking, Lb is the wave length at breaking, hb
is the water depth at breaking point.

Similarly, McCowan formulated an equation based on solitary wave theory and

is more applicable in shallow waters:

γ =
Hb

hb
= 0.78 (1.2)

Where γ is the breaker index. It should be noted that these formulations corre-

spond to waves that break on a horizontal bed. Other empirical formulas have

been proposed from laboratory experiments to be used for sloping beds.

2. Stokes [18] proposed that waves break when the waves become so steep that the

crest make an angle of 120◦ (Figure 1.2).
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Figure 1.2: Stoke’s breaking limit of 120 degree

This condition implies that waves break because of their steepness and not

because of depth induced changes and usually happens in deep waters and is

called white capping [8]. It should be noted that the 120◦ angle condition

corresponds to the McCowan’s criterion for the solitary wave theory.

3. When the wave structure becomes asymmetric such that the wave front surface

becomes vertical.

This condition as well was applied to wave theories describing long waves, how-

ever, the breaking point predicted by these theories depends on the initial input

wave profile and this makes it harder to be applied generally [18]. Neverthe-

less, this condition can be useful when trying to identify wave breaking from

observations of wave profile measurements or time series measurements.

1.2.2 Breaking types

In contrast to the formulations shown in the previous section, a natural seabed is not

horizontal. Battjes (1974) [5] showed that the process of breaking on sloping beds

takes place in various ways depending on the wave steepness and the slope of the

beach according to a parameter called the Iribarren number which is given by:

ξ =
tanα√
H/L

(1.3)

Where α is the angle of the slope. The wave steepness H/L can be defined at the

deep water H0/L0 or at the breaker point Hb/Lb these correspond to two different

versions of the Iribarren number ξ0 and ξb respectively.

He then classified the breaking types according to the Iribarren number based on

laboratory experiments as follows:
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Surging or collapsing if ξ0 > 3.3 or ξb > 2.0

Plunging if 0.5 < ξ0 < 3.3 or 0.4 < ξb < 2.0

Spilling if ξ0 < 0.5 or ξb < 0.4

1. Spilling breakers: They are related to low Iribarren numbers and often occur

along flat beaches, the waves start breaking offshore in a very gradual man-

ner and they dissipate energy as they break so that there is very little energy

reflection.

The spilling breakers are also characterized by the white water foam layer that

appears in front of the wave crest that last for a large distance.

2. Plunging breakers: this type of breakers is characterized by a lot of air entrain-

ment as the crest curls and break over the lower part of the wave creating a lot

of turbulence and as a result a secondary wave is formed and a splash usually

follows. Plunging breakers will be discussed in details in section 1.2.3.

3. Surging breakers: This type of breakers are usually found along steep beaches

for swell waves (low steepness waves). The waves behave like plunging breakers

however before the wave crest can curl, the toe of the wave surges on the beach,

thus preventing the top curling and as a result a huge percentage of the wave

energy is reflected back to sea.

Galvin [18] also defined collapsing breakers which is the transition between

plunging and surging breakers. It should be noted that these values are indica-

tive and the transition between the various breaker types is gradual.

The breaker index (γ) also depends on the breaker type. Since, the breaking processes

require a certain time, waves on steeper slopes (plunging or surging) will breaker

close to the shore in lower water depths which causes the breaker index γ = Hb/hb
to increase from the typical value of 0.78 on horizontal slopes. In contrast to spilling

breakers which is related to mild slopes, waves break offshore at higher water depths.

Typical values of γ for plunging breakers are (0.8-1.2) and for spilling breakers (0.6-

0.8) [8].

6



1.2.3 Wave types

As mentioned in section ??, four cases will be simulated numerically. The incoming

boundary of each of these cases is different due to the different physics. In this section,

theoretical review of the types of waves proposed in each case will be given to provide

the required background needed to analyze the results of the simulations.

Solitary waves

Since 1970s, the solitary wave is frequently used to model the important features of

tsunamis approaching the coast [28] and it is used in case 1 (section 3.1) . A Solitary

wave is a wave which propagates with a constant shape that does not change with

time and have an infinite wave length theoretically. It is characterized by a wave crest

with no trough (Figure 1.3). There is an agreement that a suitable physical model for

Figure 1.3: Schematic of a solitary wave with a wave crest and no wave trough

Tsunamis run-up on coasts is the formalism of a long wave propagating over constant

depth and encountering a sloping beach [40]. For the propagation of long waves, the

parameters: h/L & H/h are of a great importance, where L is the wave length, h

the water depth and H the wave height.

h/L parameter gives an indication of the importance of frequency dispersion, when

the wavelength is large compared to the water depth, the wave celerity only depends
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on the water depth, the frequency dispersion can be neglected and shallow water

equations can be used.

H/h parameter describes the scale of the wave height to the water depth, if H/h << 1

the nonlinear effects can be neglected and simplified linear shallow water equations

can be adequate.

However, when the long waves approach the coast, the wave height increases and the

nonlinear effects cannot be neglected anymore, that is why the full nonlinear shallow

water equations should be used.

Carrier and Greenspan [9] proposed a method to solve the nonlinear shallow water

equations and transform them to a set of linear equations to describe the run-up of

waves on a plane slope by providing the appropriate boundary conditions. Synolakis

[40] simplified the Carrier and Greenspan transformation and applied to the problem

of non-breaking solitary waves propagating in a constant depth on constant slope

plane beaches and generated a formulation for the maximum runup as follows:

Rs

h0
= 2.831

√
cotβ(

H

h0
)5/4 (1.4)

Where, Rs = the maximum wave run up, β = the angle of the slope, h0 = the water

depth at constant depth region, H = the incident solitary wave height at constant

depth region.

In 2001, Li [25] investigated the importance of a high order correction to the solution

of Synolakis as follows:

R

h0
=
Rs

h0
(1 +

Rcr

Rs

) (1.5)

Rcr

Rs

= 0.104 cotβ
H

h0
(1.6)

Where, Rcr/Rs represents the nonlinear correction and Rcr is the difference between

nonlinear and linear run up. It is found that the improvement in accuracy of the

prediction of the maximum run up after the correction is of the order of 10% than

the run-up from Synolakis [25].

Therefore, it can be said, that the long wave run-up according to theory is directly

proportional to the incident solitary wave height and the slope of the beach and

inversely proportional to the constant water depth.
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Plunging breaking waves

Wave breaking is a two-phase flow processes that includes air and water interaction

and involves a transition of irrotational flow into rotational flow resulting in a lot of

turbulence and generation of eddies of different scales. Waves break in the near shore

when the ratio of the wave height to the water depth increases to the point that the

crest turnover and cause breaking of the wave.

As mentioned previously, waves can break in different ways depending on the breaker

parameter ξ which is a function of the wave steepness in deep water H0/L0 and the

slope of the beach m. Plunging breaking waves occur for values of breaker parameter

ranging from 0.5 to 3.3 [11]. Plunging breaker is characterized by large air entertain-

ment. According to Lubin, plunging breaking waves potential for air entertainment

is much greater than other breaker types [27].

Pictures from Miller [31], illustrates how plunging breakers develop and affect the

flow. First, the jet overturns and closes on front of the breaker to form a cavity

and the wave becomes almost vertical. After that, the water body pushed up by the

overturning jet creates a secondary wave [41]. This secondary wave is responsible for

the generation of large scale vortex in front of the first one.The turbulence generated

by these vortices along with the entrained air bubbles penetrate the entire water

depth and is advected and diffused toward the bottom and as a result it significantly

affect the bottom flow and causes damping of wave energy.

Figure 1.4: Schematic of a cnoidal wave

Because of the air entertainment and the eddies through the entire water column,

the turbulent velocity varies in time through the entire water depth, in contrast to

spilling breakers where the turbulent velocity only varies near the trough [26]. There-

fore, the turbulence kinetic energy which is a function of the turbulent velocities is
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carried upward and landward by the mean flow which is directed shorewards. That is

why, waves that develop into plunging breakers tend to build up the beach because of

the landward sediment transport mechanisms caused by the turbulent kinetic energy

advection landwards [41].

Simulation of plunging breaking waves on a constant slope will be carried out in case

2 (section 3.2) and cnoidal waves will be imposed to represent the waves that will

develop afterwards into plunging breaking waves.

Cnoidal waves are type of nonlinear periodic long waves that form a solution to the

Korteweg-de Vries equation. The Korteweg-de Vries (KdV) equation describes the

forward propagation of weakly nonlinear and dispersive long waves [13], for this rea-

son this type of waves are used to model the plunging breaking waves in case 2. The

name Cnoidal is a result that the wave solution is proportional to the square of the

Jacobian elliptic function cn() [16].

Cnoidal waves are characterized by their narrow sharp crests and long flat troughs as

seen in Figure 1.4. In the limit of infinite wavelength, the cnoidal wave will represent

a solitary wave [13].

Irregular waves

The waves in the ocean behave irregularly. Irregularity means that the waves do not

repeat themselves periodically in time and space but random due to the irregularity

of the wind force. To define the parameters of the sea-state statistically, the wa-

ter surface elevation is thought to be the sum of many harmonic components with

different periods, amplitudes, phases and directions interacting with each other in a

complex manner. This can be formulated according to Fourier series as follows:

η =
N∑
n=1

ancos(2πfnt+ αn) (1.7)

where η is the free surface elevation, an, fn, αn are the amplitude, frequency and phase

respectively that belong to each component. This decomposition of a wave signal is

very useful in determining how the energy of the waves is distributed among the dif-

ferent frequencies.

The history of investigations on the mechanics of irregular wave breaking is still

young [18]. This might be due to its complexity, for example a regular wave has a

fixed breaking point while for irregular waves, the waves break at a boarder range

and local extremas do not exist [32].
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Time series analysis is used instead of spectral analysis to study the breaking process.

This is done by defining individual waves in the irregular wave time series by applying

a zero-crossing method and treating these individual waves similarly to a regular wave.

Zero-down crossing which bases the definition of the individual wave on the time the

signal crosses the zero elevation downwards is proven to be more efficient that zero

up crossing in describing waves at breaking point. This may be regarded to the fact

that when waves break they generate small secondary turbulent waves and zero down

crossing method is proven to be more efficient in capturing these waves [18]. After

defining individual waves, breaking parameters can be investigated. Several formulas

were proposed based on experimental studies and it was found that the individual

waves composing the irregular wave breaks more easily (earlier) than a similar regular

wave with the same properties [18].

In cases 3 and 4 (sections 3.3 and 3.4 respectively), Irregular waves will be imposed

in the model to simulate their behaviour and compare it to laboratory and field

measurements.
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Chapter 2

Numerical model

In this chapter, the numerical model used is described. REEF3D [6] is an object ori-

ented C++ open-source CFD model developed at the Department of Civil and Envi-

ronmental Engineering at NTNU. Several complex wave hydrodynamics phenomena

such as wave trapping [24], complex free surface interaction [36], wave transformation

[22] [21], sediment transport [3] [4], forces due to regular and irregular waves [23] [1]

and ship-induced waves [17] have previously been studied using REEF3D.

For studying the behaviour of breaking waves and capturing their evolution, accuracy

play an important role. REEF3D is a CFD model which incorporates high-order dis-

cretization schemes with the level set method to obtain a sharp and accurate solution

for the evolution of the free surface. Moreover, it is a two-phase model which resolves

air and water which is essential in studying breaking waves as air entrainment plays

an important role.

In the following sections, the equations governing REEF3D model are described, along

with discretization schemes and the methods used in solving these equations. In ad-

dition, methods for capturing the free surface, wave generation and absorption in the

numerical tank are presented. For more information about the model, the reader is

referred to [6].

2.1 Governing equation

Navier-Stokes equations are momentum and mass conservation equations which de-

scribe the full behaviour of the flow. In REEF3D, Reynolds-Averaged Naiver-Stokes

equation are used. This means that the Naiver-Stokes equations are averaged in

time and a turbulence model is used to solve the closure problem resulting from the
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Reynolds stress term. Turbulence modelling will be discussed extensively in section

2.2. Since REEF3D is focused on solving problems related to marine and hydraulic

engineering, the flow is described as incompressible and the density can be assumed

to be constant. The final form of the equations can be written as:

∂ui
∂xi

= 0 (2.1)

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+

∂

∂xj
(ν(

∂ui
∂xi

+
∂uj
∂xi

)− uiuj) + gi (2.2)

where: i and j indices refers to the three dimensions, u represents the velocity aver-

aged over time t, x is the spatial scale, p is the pressure, g is the acceleration due to

gravity and uiuj is the Reynolds stress.

The first equation describes the conservation of mass and since the equations are

applied to incompressible flow, the final form represents that the flow is divergence

free.

The second equation is the conservation of momentum in all three directions of the

flow. The first term is the rate of change of velocity with respect to time. The second

term is the convection term. On the right hand side of the equation contains the

pressure gradient and the diffusive term which works on smoothing the gradients and

is characterized by second derivatives, in addition to the Reynolds stress term which

arises from the fluctuations of the turbulent velocity.

2.2 Turbulence modelling

The Reynolds averaged equations are used in REEF3D. These equations introduce the

Reynolds stress term which describes the turbulent stress that causes the fluctuations

in the velocity field. Boussinesq related the Reynolds stress to the velocity gradient

and an eddy viscosity term which gives an indication of the amount of turbulent

mixing according to the following equation:

− uiuj = νt(
∂uj
∂xi

+
∂ui
∂xj

)− 2

3
kδij (2.3)

Therefore, the problem is shifted from calculating the Reynolds stress to finding the

value of the eddy viscosity. This value is modelled in REEF3D using the transport
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equations that describe the eddy viscosity as a function of the turbulent kinetic energy

and the specific turbulent dissipation (k − ω) model.

∂k

∂t
+ uj

∂k

∂xj
=

∂

∂xj
((ν +

νt
σk

)
∂k

∂xj
) + Pk − βkKω (2.4)

∂ω

∂t
+ uj

∂ω

∂xj
=

∂

∂xj
((ν +

νt
σω

)
∂ω

∂xj
) +

ω

k
αPk − βω2 (2.5)

νt = min(
k

ω
,

√
2

3

k

| S |
) (2.6)

where Pk is the turbulent production rate and the closure coefficients have the fol-

lowing values: σk = 2 , σw = 2 , α = 5/9, k = 9/100, β = 3/40. S is the mean

strain rate, which can be large in case of oscillatory motion. The eddy viscosity is

limited by the value of
√

2
3
k
|S| to avoid overproduction of turbulence in flow outside

the boundary layer.

At the free surface however, the large density differences between air and water causes

large strains at the free surface which is not physical. Hence, the dissipation at the

free surface is given by [34]:

ωs =
C
− 1

4
µ

k
k1/2.(

1

y′
+

1

y∗
) (2.7)

Where, cµ = 0.07 and k = 0.4. y′ is the virtual origin of the turbulent length scale

and has a value of 0.007 times the water depth. y∗ is the distance from the nearest

wall to ensure a smooth transition to the wall value of ω.

2.3 The numerical scheme

To solve the Navier-Stokes equation numerically, the continuous domain of the phys-

ical phenomena of the fluid flow needs to be discretized in space and solved for each

time step until the end of the simulation time. To determine a numerical scheme for

this discretization, several properties needs to be taken into account:

1. Convergence: The solution of the numerical scheme must converge to the real

solution of the partial differential equation, and the way to check convergence

of a numerical scheme is by checking its consistency and stability. If the numer-

ical scheme is consistent and stable then its solution will converge to the real

solution.
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• Consistency: this property means that the behaviour of the numerical

scheme is the same as the partial differential equation, a simple way to

check that is by calculating the truncation error. A consistent scheme’s

truncation error will approach zero as ∆t −→ 0.

• Stability: stability of a numerical solution ensures that the solution stays

bounded and does not diverge with time.

2. Accuracy: Means to maintain a solution that does not produce numerical damp-

ing which results in unnphysical damping of the waves. A scheme with high

accuracy ensures that the numerical solution will converge to the real solution.

3. Monotonicity: ensures that the numerical scheme does not introduce numerical

oscillations.

4. Efficiency: the computational model needs to be efficient and fast, and in the

era of parallel computation this can be achieved.

REEF3D uses a finite difference method to solve the partial differential equations.

The finite difference method replaces the continuum representation of the equations

with a set of discrete equations. It is most suitable for regular grids and since REEF3D

uses a Cartesian grid it is very efficient. The Cartesian grid in REEF3D is staggered.

This means that the unknown variables are not located at the same grid points, in-

stead the velocity and the pressure variables are defined at different points. This has

proven to be more efficient in avoiding the odd-even decoupling between velocity and

pressure which is a discretization error that can occur on collocated grids [39]. Meth-

ods for discretization in space and integration in time that are applied in REEF3D

are described in the following sections.

2.4 Space discretization

The requirements mentioned in section 2.3 are satisfied by the implementation of the

fifth-order Weighted Essentially Non-oscillatory Scheme (WENO) in the conservative

finite-difference framework for the convection discretization of the flow velocities [20]

and by the Hamilton-Jacobi version of the WENO scheme for the level set function

φ [38] , more information about the level set function φ is given in section 2.7.

The convection discretization of the flow velocity ũ is obtained at the cell face through

simple interpolation as follows:

ui
∂ui
∂xi
≈ 1

∆x
(ũi+1/2ui+1/2 − ũi−1/2ui−1/2) (2.8)
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where i + 1/2 and i − 1/2 represent the cell faces, and ui+1/2 is reconstructed with

WENO scheme based on the weighted sum of the three ENO stencils:

U±i+1/2 = ω±1 U
1±
i+1/2 + ω±2 U

2±
i+1/2 + ω±3 U

3±
i+1/2 (2.9)

The ± sign indicates the upwind direction. U1 , U2 and U3 represent the three

possible ENO stencils. For upwind direction in the positive i direction, they are:

U1−
i+1/2 =

1

3
ui−2 −

7

6
ui−1 +

11

6
ui

U2−
i+1/2 = −1

6
ui−1 +

5

6
ui +

1

3
ui+1

U3−
i+1/2 =

1

3
ui +

5

6
ui+1 −

1

6
ui+2

(2.10)

The nonlinear weights ω±n are determined for each ENO stencil and calculated based

on smoothness indicators IS [20] . The WENO scheme can handle large gradients

right up to the shock very accurately, In the worst case the accuracy will be of the

third order. However, for a smooth solution, the WENO scheme delivers fifth order

accuracy. In addition to that, the scheme does not smear out gradients and maintain

its sharpness and is conservative.

2.5 Time integration

For the time stepping in REEF3D, the momentum equations and the level set equation

are treated differently than the turbulence model equations.

The total variance diminishing TVD Runge-Kutta scheme is used for the momentum

equations, level set function and all the transport equations except the turbulence

model equations. Example of TVD scheme for the level set function:

φ(1) = φn + ∆tL(φn)

φ(2) =
3

4
φn +

1

4
φ(1) +

1

4
∆tL(φ(1))

φn+1 =
1

3
φn +

2

3
φ(2) +

2

3
∆tL(φ(2))

(2.11)

This explicit scheme provides a third-order temporal accuracy and if the CFL number

is below 1, it shows very good numerical stability, the time step restriction is thus

represented by:
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∆t ≤ 2

(
(
| u |max
dx

+D) +

√
(
| u |max
dx

+D)2 +
4 | Smax |

dx

)−1
(2.12)

With the contribution from the diffusion term D:

D = max(ν + νt).
( 2

(dx)2
+

2

(dy)2
+

2

(dz)2

)
(2.13)

In a RANS model, the magnitude of turbulence expressed through the value of the

eddy viscosity can be large and the condition for the diffusion part can be prohibitively

restrictive and thus D is taken implicitly.

For the turbulence model transport equation (K−ω), the production and dissipation

terms plays a more important role than diffusion and convection, and large source

terms (production and dissipation) result in significantly smaller time steps due to

the CFL criterion. For this reason, the turbulence equations are discretized using the

implicit Euler method.

2.6 Solving the Navier-Stokes equation

After space and time discretization of the Navier-stokes equation, the non-hydrostatic

pressure term must be obtained to fully provide a complete scheme for a numerical

solution. However, a direct solution is not possible due to the involvement of non-

linear terms which make the solution computationally very expensive.

The most common method to solve the pressure problem is by using the Chorin’s

projection method [12]. The idea behind this method is limiting the flow field to be

divergent free. The first step is solving the momentum equation without the pressure

gradient for an intermediate velocity field u∗i :

∂u∗i
∂t

+ unj
∂uni
∂xj

=
∂

∂xj

[
(ν + νt)

(∂uni
∂xj

+
∂unj
∂xi

)]
+ gi (2.14)

However this intermediate velocity will not be divergent free (
∂u∗i
∂xi
6= 0), but will be

used to solve the pressure limiting equation for the creation of a divergent free flow

field:

∂

∂xi

( 1

ρ(φn)

∂pn+1

∂xi

)
=

1

∆t

∂u∗i
∂xi

(2.15)

Equation 2.15 is a Poisson pressure equation which is very hard to solve because it

involves a linear system of equation and the coefficients of the matrix are anisotropic
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and is very computationally demanding. In REEF3D, the Poisson pressure equation

is solved using the iterative BiCGStab algorithm from the HYPRE solver library

which contains high performance preconditioners for solutions of large and sparse

linear systems on parallel computers [15]. This method ensures a fast and scalable

solution to the Poisson equation. After the pressure value is known for the new time

step, the intermediate velocity can be corrected to be divergent free according to the

following equation:

un+1
i = u∗i −

∆t

ρ(φn)

∂pn+1

∂xi
(2.16)

2.7 Free surface

As mentioned before, REEF3D is a two-phase model, resolving air and water. In many

applications, including breaking waves, the interface between these phases is a moving

interface and several factors increase the difficulty of capturing this free surface, these

factors include surface tension effects, density ratios, temperature jumps across the

interface. REEF3D uses the level set method [37] to capture the free surface on a

fixed Eulerian mesh. The level set function gives the closest distance to the interface

Γ by assigning different signs for each phase acorrding to the following formulation :

φ(−→x , t)


> 0 if −→x ∈ phase1
= 0 if −→x ∈ Γ

< 0 if −→x ∈ phase2

When the interfaces evolves and the level set function is transported by the flow, it

can become distorted, so in order to avoid losing of the signed distance property and

to ensure mass conservation, the level set function, re initialization of the set function

is required based on the following scheme [26]:

∂φ

∂t
+ S(φ)

(
| ∂φ
∂xj
| −1

)
= 0 (2.17)

2.8 Wave generation and absorption

Boundary conditions are an essential part of any numerical model and can significantly

affect its results. In REEF3D, several wave theories are implemented, for example

[6]: linear waves, 2nd-order and 5th order Stokes waves, 1st-order and 5th-order

cnoidal waves, 1st-order and 5th order solitary waves, first-order irregular and focused

waves and wave reconstruction method for irregular waves (section 2.8.3). These
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wave theories can be imposed in REEF3D mainly with two methods: Dirichlet and

Relaxation method.

2.8.1 Dirichlet method

Dirichlet method works by imposing a fixed value of velocity (horizontal and vertical)

for each time step at the wave generation boundary. This method is the simplest,

fastest and the first to be used in most models. However, since the free surface is in

constant motion and the flow direction changes periodically the Dirichlet type does

not always deliver waves of the highest quality [6].

2.8.2 Relaxation method

The relaxation method [14] [30] is implemented in REEF3D and works by ramping the

values for the velocities and free surface from the computational values to the values

obtained from the wave theory. This process of ramping will prevent any disturbances

occurring in the model because of the incoming conditions and the relaxation zone

distance is typically of one wave length.

Similarly, at the end boundary the waves are dissipated in the same manner to avoid

reflections that can negatively affect the results. The computational values for the

horizontal and vertical velocities are reduced to zero gradually, the free surface is

reduced to the still water level and the pressure is reduced to the hydrostatic distri-

bution for the still water level. The numerical beach zone which works on gradually

decreasing the values to their still conditions is typically of two wave lengths [19].

2.8.3 Wave reconstruction method

In laboratory or field experiments, Irregular waves are generated based on specific

spectral parameters (Hs, Tp), to simulate a numerical model of the experiment, these

spectral parameters can be input in the model to generate an energy spectrum which

is similar to the energy spectrum of the experiment. This will allow for a comparison

of the evolution of the energy spectra of the numerical and experimental over distance

and time, However a comparison of surface elevation time series for example is not

possible because the waves generated will be random.
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The idea of wave reconstruction method which is applied in cases 3 and 4 (Sections

3.3 and 3.4 respectively) is to use a measured time series of the surface elevation in

the offshore boundary (usually in front of the wave board in laboratory experiments)

and decompose this time series into its Fourier components so the phase, frequency

and amplitude information is known, to be able to generate the exact similar waves

in the numerical tank. This method enables the comparison of free surface numerical

and experimental time series.

Using the Fast Fourier Transformation (FFT) the time series of the free surface near

the wave board can be described as the summation of the Fourier components ac-

cording to:

η(t) =
N∑
k=1

Cke
ikωt

Next, the computed wave amplitude Ak, angular frequency ωk and phase angles εk
are given as input to the numerical model, more information about this method can

be found in [2].
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Chapter 3

Results

This chapter presents the results of the numerical simulations performed with REEF3D.

Comparison with experimental measurements is done for all the four cases and ob-

servations are discussed.

3.1 Case 1: Solitary wave runup

Tsunamis are long water waves of small steepness that are generated by large under-

sea earthquakes at tectonic plate boundaries. When the tectonic plates rise or fall

due to an earthquake, it displaces the water column above it and launches the rolling

waves that will become a tsunami. These long waves increase in height significantly

as they approach the shore as a result of shoaling and can reach heights of over 30.5

meters and can travel as fast as 805 Km/hr [42].

The run-up of these tsunami waves at the shoreline can be very destructive and can

cause severe damage.Therefore, it is important to study these catastrophic waves to

simulate them and think of mitigation or protection plans for their effects.

In the first case, a solitary wave which represents a tsunami wave is modelled on a

plane slope and run up is compared to the experimental results. This will work as

a first step towards understanding the behaviour of the waves as they approach the

coast.
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3.1.1 Experimental set-up

Figure 3.1: Solitary wave run-up experimental set-up: x*=0 starts at the intersection
between the still waterline and the slope, the start of the slope is located at x*=2.08
according to the experiment.

The experiment on solitary wave run-up on plane slopes is performed by Li and

Raichlen [25]. It was performed in a wave tank 15.25 m long, 39.6 m wide and 0.61

m deep. The water depth is kept at 0.2151 m. A plane slope of 1/2.08 is constructed

from anodized aluminum plate and is 12.35 m away from the wave generator. The

experimental set-up is shown in figure 3.1. X∗ = 0 refers to the location of the original

shoreline and values offshore are positive, values onshore of that position, the toe of

the slope is at X∗ = 2.08. The slope was chosen to be steep enough so that the wave

does not break during run up or run down. A wave of height of 0.035 m is generated

with the programmable vertical bulkhead generator driven by a hydraulic cylinder.

The water surface time series was measured at certain locations offshore of the slope

and on the slope using calibrated wave gauges. Moreover, the spatial wave profiles

during the experiment was captured using a high speed Redlake video camera with a

resolution of 480 x 420. The run up on the slope was measured using a run up gauge

which consists of laser and a camera.

The results of the experiments are described in term of the dimensionless parameters:

x∗ =
x

h0
, h∗ =

h

h0
, η∗ =

η

h0
, t∗ = t

√
g/h0 and u∗ =

u√
gh0
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3.1.2 Numerical set-up

Figure 3.2: Solitary wave run-up numerical set-up: grid size = 0.005 m, four numerical
wave gauges are installed along the slope to compare free surface time series

A 2D simulation is chosen for this case, since there are no changes in the bottom in

the longitudinal direction. The numerical wave tank is constructed with length and

height of 18 m and 1.5 m respectively. A grid size of 0.005 m is chosen for a good

capturing of the run up process (Figure 3.2). In the figure, the wave gauge locations

are also shown. They correspond to x∗ = 2.08, 1.15, 0 and −0.69 in the experiment.

At the left boundary, a third-order solitary wave is used to model the tsunami wave

by imposing a Dirichlet boundary condition. Dirichlet boundary condition assigns

appropriate values for the free surface and the velocity in the inflow boundary only,

in this case, a third order solitary wave with amplitude of 0.035 m. At the right

boundary, an active absorption beach is imposed, this generates a wave opposite of

the reflected wave, thus cancelling it out to ensure that the simulation results will

not be affected by any reflection.
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3.1.3 Results

(a) x∗ = 2.08

(b) x∗ = 1.15

(c) x∗ = 0

(d) x∗ = −0.69

Figure 3.3: Time series of free surface elevation for solitary wave run-up at four
locations along the slope

Time series of the dimensionless amplitudes of the free surface are shown in Figure

3.3 for the four wave gauges in the wave tank. REEF3D gives almost identical results

to the experimental data. In Figure 3.3d (x∗ = −0.69), which is onshore from the

position of the original shoreline, it is noticed that the increase in the values of η∗
happen in the numerical simulation few seconds later than in the experiment.This

may be interpreted because of the difference in the wave generation mechanisms of

the experiment and REEF3D which causes this lag, however, the amplitudes are

matching.
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(a) x∗ = 2.08

(b) x∗ = 1.15

(c) x∗ = 0.68

(d) x∗ = 0.22

Figure 3.4: Time series of horizontal velocity for solitary wave run-up at four different
locations along the slope

Figures 3.4 and 3.5 shows the horizontal and vertical velocities respectively at the

locations of the velocity probes in the experiment. The velocity probes were located

at mid depth of each location.

It is noticed that the horizontal velocities increase as the wave arrives and there is

a very good match between numerical and experimental results. However, for the

vertical velocity (w), values of the velocities are almost constant with a zero value.

This can be explained from the fact that the probes are placed in the middle of the

water depth where the vertical velocities are not so much affected by the incoming

waves.
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(a) x∗ = 2.08

(b) x∗ = 1.15

(c) x∗ = 0.68

(d) x∗ = 0.22

Figure 3.5: Time series of vertical velocity for solitary wave run-up at four different
locations along the slope

In addition to the wave amplitude and velocities time series, a spatial view was

obtained from the numerical model to investigate the run-up more closely. In Fig.

3.6, the experimental data is shown as black dots and is compared to REEF3D at

different dimensionless times. There is a very good agreement between the two results

specially at t∗ = 8.2, 10, 2 and 12.2 during the run-up. However, during the rundown

there is a slight mismatch which is not significant.
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(a) t∗ = 8.2

(b) t∗ = 10.2

(c) t∗ = 12.2

(d) t∗ = 14.2

Figure 3.6: Numerical and experimental run-up comparison at four different experi-
mental times (t∗)
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3.2 Case 2: Plunging breaking waves on a constant

slope

Studying plunging breaking waves is important because these type of waves result in

a large amount of energy dissipation and cause large onshore currents which result in

sediment transport. In this section, the experiments by Ting and Kirby [41] plunging

breaking waves on constant plane beaches are simulated in REEF3D. This is another

step towards validating the model for simulating breaking waves and understanding

wave transformations in the near shore region.

3.2.1 Experimental set-up

Figure 3.7: Experimental setup for Ting and Kirby [41]: x = 0 represents the start
of the slope (m = 1 : 35

The wave tank is 40 m long, 0.6 m wide and 1.0 m deep. A uniform mild slope of

1 : 35 is installed using plywood and a cnoidal wave with a height of 0.128 m in the

constant depth region and a wave period of 5.0 seconds is generated from a bulkhead

wave generator. The experimental setup is shown in Figure 3.7 and shows the still

waterlevel of 0.4 m through the entire tank.

According to this setup, the wave steepness in deep water is 0.00328 which makes the

Iribarren number ξ = 0.5 and the wave can be classified as a plunging breaker. Free

surface elevations are measured at several locations after the slope using a capacitance

wave gauge. Moreover, horizontal and vertical velocities were measured using Laser

Doppler anemometer (LDA). The inaccuracies in the velocity measurement because

of the LDA is estimated to be around 0.5 cm/sec.
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The data is taken from the measurement devices after at least 20 minutes to ensure

that the measurements are not affected by the initial conditions and they correspond

to the steady state condition in the wave tank. It is important to note as well that

because of the large entrainment of air in the plunging breakers it is very difficult to

obtain velocity measurements with the LDA [26]. That is why during the experiment,

signal drop out was noticed when the air blocked the laser beams of the LDA. As a

result, some velocity signals were not taken into account in the data analysis.

3.2.2 Numerical set-up

Figure 3.8: Numerical setup for plunging breaking waves: grid size = 0.005 m, the
first 9.8 m represent a relaxation zone for wave generation and is equal to one wave
length, followed by 4 m flat bed

Figure 3.8 shows the numerical set-up used in the simulation. First there 9.8 m the

value of one wave length which is required for the relaxation method to generate the

5th-order cnoidal waves, followed by a 4m flat bed.

The slope starts 13.8 m from the beginning of the wave tank. The right boundary

is at a distance of 40 m from the left boundary where a numerical beach is used to

dissipate the wave energy and bring free surface to the still water level. The simulation

is excuted in 2D because there are no gradients in the transverse Y direction and a

gird of 0.005 m was chosen to allow for better capturing of the behaviour of breaking.

The left boundary is the incoming wave boundary where the relaxation method is

used to generate fifth-order cnoidal waves.
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3.2.3 Results

Using REEF3D, the simulation is carried out and results for the surface elevation η,

horizontal and vertical velocities were obtained.From the comparison of the numerical

and experimental data, the numerical data from the third wave onward are used. This

is done to ensure that the numerical results correspond to the steady state situation

without effects from the wave generation in still water.

Fig. 3.9 shows the time series of the free surface elevation at different locations. There

is a good match between the numerical and experimental results. More results for

several other locations are shown in Figs. 3.13, 3.14, 3.15, 3.16, 3.17.

Figure 3.9: Free surface elevation time series comparison at the main four locations
described in the experiment

The results of the simulation also include the horizontal and vertical velocity u and

w.

In Fig. 3.10, time series of the horizontal velocity are shown at three different lo-

cations: x = 7.295 m a point before breaking of the wave, x = 7.725 m a point at

the location of breaking, x = 8.345 m a location after breaking. In each of these

locations the velocity were measured at two different heights along the water column

(z=0 correspond to the still water level).
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The increase in the horizontal velocity is noticed during breaking and then it reduces

after breaking. Moreover, the deviation of the numerical results from the experi-

mental results increases after breaking due to the complex processes of mixing and

turbulence.

For the vertical velocities (Fig 3.11), the numerical results are slightly higher than

the experimental. This can be a result of an experimental error because of the dif-

ficulties in capturing the velocities with the LDV or can be a result of a numerical

error because of the air phase parameters and the damping of turbulence mechanisms

in the mixing layer between the two phases.
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(a) horizontal velocity time series comparison at x = 7.295m (before
breaking): Top z= - 0.05 m, bottom z= -0.15 m, where z=0 represents
the still water level

(b) horizontal velocity time series comparison at x = 7.725m (during
breaking): Top z= - 0.05 m, bottom z= -0.14 m, where z=0 represents
the still water level

(c) horizontal velocity time series comparison at x = 8.345m (after
breaking): Top z= - 0.05 m, bottom z= -0.12 m, where z=0 represents
the still water level

Figure 3.10: Horizontal velocity time series comparison: REEF3D (red), experimental
(black)
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Figure 3.11: Vertical velocity time series comparison: REEF3D (red), experimental
(black)

In addition to time series data, a spatial snapshot can be obtained from REEF3D

which shows the plunging breaker evolution through time (Figure 3.12). In a) the

crest starts to curl and the jet is about to overturn, b) the jet overturns and hits

the water body. c) a secondary wave is created, which overturns as well. d) a third

wave is formed and the air is entrainment is advected to the bottom.This is totally

comparable with Miller illustrations [31]. It is also noticed the decay in energy which

can be seen from the decrease in the magnitude of the horizontal velocity as the wave

break.
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Figure 3.12: Spatial view of the plunging breaking using REEF3D at four different
times: a) t= 8.04 s, b) t= 8.06 s, c) t= 8.12 s, d) t= 8.16 s
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Figure 3.13: Free surface elevation time series comparison at four locations, (x = 0)
represents the start of the slope

Figure 3.14: Free surface elevation time series comparison at four locations, (x = 0)
represents the start of the slope
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Figure 3.15: Free surface elevation time series comparison at four locations, (x = 0)
represents the start of the slope

Figure 3.16: Free surface elevation time series comparison at four locations, (x = 0)
represents the start of the slope
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Figure 3.17: Free surface elevation time series comparison at four locations, (x = 0)
represents the start of the slope
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3.3 Case 3: Irregular waves on Irregular slope

In this section, irregular waves are generated on an irregular slope in the experiments

of Boers [7] and numerical results are compared with experimental data. This is an

important milestone to verify the ability of REEF3D in simulating laboratory waves

where parameters are accurately monitored and controlled before testing it with field

measurements.

3.3.1 Experimental set-up

Figure 3.18: Experimental setup from Boers 1995 [7]: The waves are generated 5 m
away from the start of the irregular bottom

The experiments of Boers [7] are carried out in the large wave flume at the laboratory

of Delft University of Technology. The wave tank is 40 m length, 0.8 m wide and 1.05

m high. The irregular waves were produced by a piston-type wave board allowing for

a translatory motion. The waves are generated as a cycle of relatively short signals

and this cycle is repeated several times. This method is proven to be effective for

determining turbulent motions from ensemble averaging [7]. At the edges of the wave

tank there is a reflection compensation system that prevents the re-reflection of waves

against the wave board.
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An irregular bed profile is constructed from a fill of sand and a smoothed concrete

top layer. The profile has a breaker bar and a surf zone trough. The still water level

is 0.75 m above the bottom of the flume. Fig 3.18 shows a sketch of the wave tank

and the irregular bed.

Time series of the water surface elevations are obtained using wave gauges which is

sampled at 20 Hz, from this the wave information is obtained. LDVs was also used

to measure the velocities in three directions with a sampling frequency of 100 Hz.

3.3.2 Numerical set-up

A 2D model is used to simulate the Boers experiment since the bed irregularities are

only in the cross-shore direction. The numerical domain is 36.3 m length and 1 m

height, the still water level is kept at 0.75 m. REEF3D allows for irregular geometry

to be simulated, therefore the same beach profile from the experiment was input in

the model.

Figure 3.19: Numerical wave tank of Boers case: grid size = 0.005 m, water depth =
0.75 m

Two wave conditions from the experiment will be simulated numerically in this report.

The first one is a relatively steep wave with a significant wave height Hs = 0.157 m

and a peak period of Tp = 2.05 s. The second is relatively less steep with Hs = 0.103

m significant wave height and Tp = 3.33 s peak period. To allow for the comparison

of time series, the wave reconstruction method which uses a time series that belong

to measurements close to the wave generator is imposed (Section 2.8.3), instead of

simply inputting the spectral parameters above.The right boundary is an active ab-

sorption beach which prevents reflection of incoming waves by imposing a wave in

the opposite direction.

To capture the breaking characteristics accurately, two grid sizes were tested, 0.01 m

and 0.005 m and the difference is highlighted.
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3.3.3 Results

In this section, the numerical results are compared to the experimental results for

both cases of Boers experiment [7]. To better describe the comparison, understand-

ing of the hydrodynamic phenomena and the evolution of the waves temporally and

spatially is necessary. Therefore, in addition to the time series of the free surface

elevation, information about the energy spectrum of the wave at different locations

in the experiment is adopted to describe these changes for both cases.

The energy spectra graphs generated from the numerical simulations have success-

fully captured the frequencies which have the most energy density. In Figs.3.20 and

3.21 it is noticed that as the wave propagate onshore, the energy amount in the short

waves increase due to shoaling and then decrease after breaking. The transformation

of energy density from the super harmonic to the sub harmonic region at the end of

the numerical tank can also be concluded from the figures.

The difference in energy spectra between the numerical and experiment might be due

to the difference in averaging methods used to generate the spectra. It can also be

explained by the size of the time series used to generate the spectrum, as the numeri-

cal model generate a time series in the order of 1 minute while the experimental time

series used can be much longer.

Moreover, spatial snapshot of the waves were obtained from the numerical results of

the steep waves case. In Fig. 3.22, the numerical results confirm the shoaling process

offshore from the breaker bar in a). In b) and c) the waves can see waves breaking

on the bar and on the foreshore respectively.
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Figure 3.20: Evolution of the energy spectra for the less steep waves (Hs = 0.103m ,
Tp = 3.33s)

Figure 3.21: Evolution of the energy spectra for the steep waves (Hs = 0.157m ,
Tp = 2.05s)
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Figure 3.22: Steep waves (Hs = 0.157m , Tp = 2.05s): a) shoaling of irregular waves
b) breaking on the bar c) breaking on the foreshore

Moreover, thanks to the wave reconstruction method, time series of the free surface

from the numerical model can be compared to time series from the experiment. Figs.

3.23 and 3.24 shows this comparison for the steep and mild case respectively. For the

waves with less steepness, there is a very good matching for all the wave gauges along

the profile, However for the case with steep waves, there are some slight differences

and specially further onshore after breaking. one reason might be the reflection of

infra-gravity waves against the offshore boundary.

The Figs. also highlights the difference of using different grid sizes. Breaking process

is very dynamic and involves rapid transformation of wave geometry, that is why

using of the smaller grid dx=0.005 m generated more accurate results by resolving

the flow and the free surface at more points. The amplitudes and the shape of the

wave is better estimated with dx=0.005 m than with dx=0.01 m for both cases.

42



(a) x = 0m

(b) x = 2m

(c) x = 4m

(d) x = 6m

(e) x = 17.5m

(f) x = 21.85

Figure 3.23: Time series of the free surface elevation comparison for the less steep
waves case (Hs = 0.103m , Tp = 3.33s) at six different locations along the irregular
slope
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(a) x = 0m

(b) x = 4m

(c) x = 8m

(d) x = 12m

(e) x = 16m

(f) x = 20

Figure 3.24: Time series of the free surface elevation comparison for the steep waves
case (Hs = 0.157m , Tp = 2.05s) at six different locations along the irregular slope
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3.4 Case 4: Irregular waves on natural topography

Modelling of irregular waves on natural topography beach will be done and compared

with ADV field data obtained from Martins et al. [29].

3.4.1 Experimental set-up

A field campaign was carried out in April 2016 at Saltburn-by-the-Sea on the North

East coast of England to study wave breaking using different methods.

Figure 3.25: Visualization of Saltburn-by-the-Sea beach topography obtained using
total station

The wave climate at Saltburn is bi-modal with a combination of northerly swell with

a peak period of 9.4 and easterly wind-sea waves with a peak period of 6.2 during the

experiments. The bathymetry of the beach was also measured using a total station

and RTK GPS during the experiment, see Fig 3.25.

Three ADVs with a sampling frequency of 16 Hz were placed at three different cross-

shore locations to measure the time evolution of the free surface and the three dimen-

sional velocities, they were placed 0.2 m above the sea bed (Fig 3.26).

LIght Detection And Ranging (LiDAR) scanners are also employed to measure the

water surface to have spatial and temporal information about the evolution of the

waves. The spatial and temporal resolution of the LiDAR device is 0.1 and 25 Hz

respectively. More information about LiDAR scanners and their deployment for ac-

curate capturing of the shape of the individual breaking waves is presented in Martins

et al. [29].
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Figure 3.26: Field experiment visualization: Three ADVs are located at x = 143.8 m,
x = 153.2 m and x = 162.4 m. The water depth at the location of the most offshore
ADV correspond to 2.07 m

The Saltburn beach is characterized as macrotidal, where the tide during the exper-

iment reached a maximum of 5.42 m and a minimum of 3.47 m. Fig 3.27 shows the

tidal range and the time at which the measurments taken from the field are used in

the simulations. Since the simulation time with the CFD lasts for couple of minutes,

the tide and the water depth are assumed constant during this period with values of

1.64 m and 1 m respectively.

3.4.2 Numerical set-up

The simulation of irregular waves on irregular topography to represent the field can be

very challenging due to the many uncontrolled variables that play a role in the field.

Grid resolution study, influence of wave generation mechanisms and introducing a

third horizontal dimension is investigated to arrive at the most accurate representation

of the evolution of the waves in the field. The REEF3D results will be compared to

both ADV and LiDAR measurments.
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Figure 3.27: Tidal range at the Saltburn-by-the-Sea, the waterlevel at the time se-
lected (19:48:20) for comparison with REEF3D correspond to h = 1.64 m

Base scenario

Figure 3.28: Numerical wave tank of base scenario. The dashed lines represent the
locations of the middle and onshore ADVs

This numerical setup is set to form a base scenario for the next upcoming cases. A

2D numerical tank (Figure 3.28) with a grid size of 0.007 m with 64 m length and 3

m in height was constructed with a water depth of 1 m.

A Dirichlet boundary is used to generate the irregular waves. The location of the

most offshore ADV (x = 143.8 m in Fig 3.26) was taken as the start of the wave tank

and the dotted lines at x = 9.45 m and x = 18.65 m are the locations of the middle

and onshore ADVs which the REEF3D results are compared to.
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Grid optimization

Figure 3.29: Non-uniform grid visualization (400 000 cells, minimum grid size = 13.2
mm)

The base scenario simulation consists of four million cells. This requires a lot of com-

putational time and power. For this reason, non uniform grids are used to refine the

mesh in the locations where interesting things happen. This will reduce the computa-

tional time without compensating accuracy. Several grid sizes were investigated and

the effect on the results is monitored. Table 3.1 shows the number of cells and the

minimum grid size of all the simulations done using the non uniform grid option. In

Table 3.1: Non-uniform grid cases
Number of cells Minimum grid size
1.2 million cells 0.007 m
400 000 cells 0.013 m

Fig. 3.29, the mesh resolution is set to increase close to the free surface (z=1 m) to

provide more accuracy in the capturing of the free surface. Also refinement is made

close to the area where breaking is anticipated (x = 10-20 m) and decreases with

distance away from these locations.
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Dirichlet vs Relaxation method

In the base scenario, a Dirichlet type boundary condition was imposed which assigns

a fixed velocity and water level value for each time step at the incoming boundary.

Using the relaxation method, will allow these parameters to be ramped up to their

values gradually and is proven to give more accurate representation of the waves,

however, increases the number of cells and consequently the computational time.

Both types are investigated and the results of the simulations are compared.

2D vs 3D

Waves irregularity in the field is three dimensional. gradients in the longitudinal di-

rection of the bathymetry can play a role in the evolution of the waves. Moreover,

waves of different frequencies, periods and directions interact with each other in a

complex manner.

A 3D numerical tank (Figure 3.30) is constructed with dimensions of 94 m length, 3

m width, 4 m height and a grid size of dx = 0.05 m and results are compared with

the 2D base scenario.

Figure 3.30: Visualization of the bathymetry in the 3D numerical wave tank
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3.4.3 Results

Base scenario

Figure 3.31: Time series of the free surface elevation from REED3D and ADV mea-
surements

Figs 3.31 and 3.32 shows the times series of the free surface elevation for the base sce-

nario and its comparison with ADV and LiDAR measurements respectively. REEF3D

accurately estimates the times at which the waves peak and estimates the evolution

of the amplitudes in a very good manner.

Generally speaking, REEF3D matches better with the LiDAR than with the ADV

measurements. This can be explained from the fact that LiDAR measurements are

more reliable than ADV measurements. The LiDAR device does not interact with

the water surface, in contrast to the ADV which can alter the results. Moreover, the

temporal resolution of the LiDAR is higher than the ADV, with sampling frequency

25 Hz and 16 Hz respectively.
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Figure 3.32: Time series of the free surface elevation from REED3D and LiDAR
measurements
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The situation can be better understood by comparing spatial snapshots of the waves.

A cross-shore profile of one wave is captured every one second and compared to mea-

surements from the LiDAR device (Fig 3.33).

The numerical results correctly estimates the shape of the wave during its evolution

as it propagates towards the shore. Moreover, the time at which changes happen to

the form of the wave corresponds well with the LiDAR measurements.

Figure 3.33: Spatial snapshot of the wave profile comparison every 1 second (starting
from bottom to top)
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Grid optimization

The results of trying different grid size can be considered surprising. In figs 3.34 and

3.35, it is noticed the difference in free surface time series between the simulation

with 4 million cells and the simulation with 400 000 cells is negligible. This can be

returned to the fact that the grid size close to the area of interest is similar to the

base scenario case. Also it is noticed that decreasing the grid size even further (1.2

million cells) does not affect the result.

Thus, it can be concluded that using non-uniform grid with low number of cells can

achieve the same accuracy as using uniform grids with many grid cells which can be

computationally very expensive.

Figure 3.34: Time series of the free surface elevation compared to ADV measurements:
Base scenario (uniform grid) vs non-uniform grids
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Figure 3.35: Time series of the free surface elevation compared to LiDAR measure-
ments: Base scenario (uniform grid) vs non-uniform grids
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Dirichlet vs Relaxation method

Figure 3.36: Time series of the free surface elevation compared to ADV measurements:
Dirichlet vs relaxation method

The results of using the relaxation method in generating the irregular waves did not

have a strong effect on the results for both ADV and LiDAR comparisons. The

relaxation method worked on gradually changing the values of the initial conditions

to the numerical values, and since the numerical values are generated using the wave

reconstruction method which is originally obtained from the measurements. The

process of gradual changing of the values did not have a strong effect.

55



Figure 3.37: Time series of the free surface elevation compared to LiDAR measure-
ments: Dirichlet vs relaxation method
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2D vs 3D

The 3D simulation was also very comparable to the 2D one (Figs 3.38 and 3.39). This

can be explained by the almost constant bathymetry in the transverse direction (Fig

3.30) or because the width of the numerical tank must be taken sufficiently large to

have an effect on the results.

Figure 3.38: Time series of the free surface elevation compared to ADV measurements:
2D vs 3D
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Figure 3.39: Time series of the free surface elevation compared to LiDAR measure-
ments: 2D vs 3D
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The 3D simulation however, allowed for visualization of the 3D breaking with pictures,

an example is shown in Fig 3.40 where the overturning crest is about to break.

Figure 3.40: Spatial view of 3D breaking obtained from REEF3D
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Chapter 4

Outlook

This thesis presented the numerical simulation of four cases to help in understand-

ing the evolution of waves and their breaking behaviour in the coastal zone using

REEF3D.

The first case was relatively simple as it represents the propagating of a regular wave

on a constant slope and the comparison of the numerical results with the experimen-

tal laboratory data. REEF3D results showed a very good matching for both the time

series of the free surface and the run-up.

In the second case, REEF3D ability to capture plunging breaking waves was tested.

Regular waves were imposed on a plane slope and time series results of the free surface

elevation and velocities were found to match very well with laboratory experiments.

REEF3D also provided accurate spatial representation of the shape of the plunging

wave during the breaking process.

In the third case, the wave reconstruction method was used to generate irregular

waves which are identical to a wave signal close to the wave board, thus allowing for

time series comparison of the free surface elevation. Two irregular wave cases were

simulated and different grid sizes were tried to reach the most accurate representation

of the behaviour of the waves on the irregular bottom.

Similarly, wave reconstruction method was used in the fourth case to generate the

irregular waves of the field. Non uniform grids were introduced to allow for faster sim-

ulations without compensating the accuracy of the results. Moreover, the influence

of different wave generation mechanisms and adding a third horizontal dimension is

investigated. Results of the free surface elevation and cross-shore profiles were match-

ing to a very great extent with the LiDAR measurements.
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Predicting the behaviour of waves in the field can be further improved by allowing

the input of more factors that can have impact on the waves for example, wind speed,

waves input from more than one direction. In addition to that, more reliable field data

must be acquired to allow for further improvement of the model. Overall, REEF3D

has proved to be an efficient tool in dealing with complex coastal engineering problems

and capturing the waves evolution in the surf zone.
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