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approaches	presented	in	the	related	work	of	Preoțiuc-Pietro	et	al.	(2015)	and	Balasuriya	
et	al.	(2016).	

5.1.2	Pre-Processing	in	Scikit-Learn	
During	 the	 extraction	 of	 features,	 which	 is	 described	 further	 in	 section	 5.2,	 the	 Scikit-
learn	 library	was	used.	 	 In	 the	process	of	making	 feature	vectors,	 some	pre-processing	
steps	 were	 incorporated	 in	 the	 implementations	 and	 are	 thus	 presented	 in	 this	 sub-
section.	 The	 incorporated	 pre-processing	 steps	 included	 lowercasing	 and	 removal	 (i.e.,	
ignoring)	of	non-alphanumeric	characters	and	stopwords.		

Scikit-learn’s	 components	 for	 feature	 vector	 creation	 automatically	 treated	 all	
punctuation	 as	 token	 separators,	which	 for	 instance	 caused	 hashtags	 to	 be	 considered	
normal	words	and	terms	like	«pro-ana»	to	be	regarded	as	two	separate	words:	«pro»	and	
«ana».	All	 characters	were	 also	 converted	 to	 lower	 case	before	 tokenisation	by	default.	
Since	hashtags	 are	 case	 insensitive,	 some	users	 choose	 to	write	 abbreviations	 and	 0irst	
letters	in	capital	letters,	while	others	write	all	hashtags	in	lowercase.	Also	0irst	words	of	
tweets	 tend	 to	 begin	with	 upper	 case.	 By	 lowercasing,	 and	 thus	 treating	 all	 letters	 the	
same	way,	 it	 is	 ensured	 that	 equal	 hashtags	 and	words	 get	 treated	 as	 the	 same	 token.	
Moreover,	 it	 decreases	 the	 term	 space.	The	process	 of	 lowercasing	will	 also	 incorrectly	
merge	different	terms	that	happens	to	have	the	same	spelling.	However,	it	 is	reasonable	
to	assume	that	this	would	only	affect	a	small	portion	of	the	data.		

As	 described	 in	 section	 2.2.4,	 stop	words	 are	 commonly	 used	words	 that	 are	 removed	
from	text	in	natural	language	processing.	The	high-level	vectorising	components	in	Scikit-
learn	let	the	encoder	specify	a	stop	word	list	in	order	for	the	vectoriser	to	overlook	these	
terms	during	the	feature	extraction.	For	the	purpose	of	this	work,	words	from	the	NLTK	
English	stop	word	list	and	words	that	were	used	to	0ind	users	during	the	data	collection	
phase	 were	 excluded	 for	 the	 sake	 of	 preventing	 any	 bias	 created	 by	 this	 collection	
method.	The	complete	list	of	stop	words	used	in	this	thesis	is	to	be	found	in	appendix	C.1.	

5.2	Feature	Extraction	
Successful	automatic	classi0ication	relies	on	having	vector	representations	of	features	for	
the	 data	 set	 objects,	 and	 the	 performance	 depends	 on	 choosing	 features	 that	 are	
informative	and	differentiating.	 In	order	 to	do	so,	domain	knowledge	 is	valuable.	Based	
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on	 the	 data	 analysis	 presented	 in	 the	 previous	 chapter,	 and	 the	 features	 used	 by	 the	
related	work	presented	in	section	3.3.3,	 0ive	groups	of	 features	were	extracted	from	the	
data:	 Unigrams	 and	 bigrams	 from	 tweets,	 emoji	 features	 from	 tweets,	 unigrams	 and	
bigrams	from	biographies	and	character	n-grams	from	usernames	and	display	names.		

5.2.1	Feature	extraction	in	Scikit-learn	
The	 Scikit-learn	 module	 feature_extraction.text 	 contains	 multiple	 tools	 for	
conversion	 of	 raw	 textual	 document	 collections	 to	 numerical	 feature	 matrices.	 This	
includes	 the	 TfidfVectorizer 	 class,	 which	 implements	 tokenisation,	 occurrence	
counting	and	Term	frequency-Inverse	document	frequency	weighting,	as	well	as	the	pre-
processing	steps	aforementioned.	To	elaborate,	the	TfidfVectorizer	0irst	tokenises	the	
documents,	 learns	 the	 vocabulary	 of	 the	 complete	 collection	 and	 calculates	 the	 inverse	
document	 frequency	 weights.	 Each	 document	 in	 the	 collection	 is	 then	 encoded	 as	 an	
array	 with	 the	 weighted	 frequencies	 of	 each	 term	 occurrence	 for	 the	 purpose	 of	
generating	a	clean	and	numeric	input	for	the	machine	learning	algorithms.		

Scikit-learn	also	lets	the	encoder	specify	a	lower	and	upper	boundary	for	the	vocabulary	
size,	a	custom	stop	word	list,	whether	the	extracted	features	should	be	made	out	of	words	
or	characters,	and	what	range	of	n	to	consider	during	n-gram	extractions.		
		
In	 this	work,	 the	TfidfVectorizer,	 along	with	 the	stop	word	 list	described	 in	section	
5.1.2,	 was	 employed	 to	 extract	 all	 features.	 Unless	 otherwise	 speci0ied,	 the	 default	
parameters	were	used.	

5.2.2	Feature	groups	
With	the	 interest	of	comparing	the	performance	of	models	trained	on	different	types	of	
features	from	the	Twitter	users,	0ive	feature	groups	were	established:	

- Unigram	 features	 from	 tweets:	 	 This	 group	 included,	 as	 the	 name	 suggests,	 single	
words	 (i.e.,	 unigrams)	 from	 the	 combined	 tweet	 text,	 including	 the	 internet/Twitter	
functionality	placeholders,	i.e.,	MENTION,	URL	and	RT.	Emojis	were	not	included	in	this	
group.		
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- Bigram	features	from	tweets:	Similar	to	the	unigram	features,	but	with	bigrams.	This	
was	 achieved	 by	 changing	 the	 ngram_range	 parameter	 of	 the	 TfidfVectorizer 	 to	
(2,2).	

- Emoji	 features	 from	 tweets:	 The	 emoji	 features	 consisted	 of	 the	 unigram	 emoji	
placeholders	from	tweets.	The	extraction	of	emoji	features	was	achieved	by	specifying	
a	0ixed	vocabulary,	consisting	of	the	emoji	placeholder	tags,	to	the	TfidfVectorizer.	

- Biography	features:	This	group	included	unigrams	and	bigrams	from	the	biographies	
of	 the	Twitter	users.	Achieved	by	adjusting	 the	ngram_range	parameter	 to	 (1,2).	The	
bigram	features	included	both	MENTION,	URL,	and	all	of	the	emoji	placeholders.		

- Name	 features:	 	 By	 adjusting	 the	 analyser	 parameter	 of	 the	 TfidfVectorizer 	 to	
‘char’	 instead	of	 ‘word’,	and	the	ngram_range	parameter	to	(3,	15),	character	n-grams	
of	 length	 3	 and	 up	 to	 15	 characters	 (maximum	 length	 of	 username)	were	 extracted	
from	the	users’	display	names	and	usernames.		

The	decision	of	 choosing	and	assembling	 the	 features	 in	 this	 fashion	was	motivated	by	
the	 results	of	 the	data	analyses,	 and	 the	desire	 for	 comparing	 the	 feature	 types	against	
each	 other.	 The	 results	 from	 the	 study	 of	 characteristics,	 presented	 in	 section	 4.7,	
indicated	large	differences	in	the	usage	of	speci0ic	words	related	to	eating	disorders	and	
related	 topics.	 Unigram	 and	 bigram	 features	 from	 the	 collection	 of	 tweets	 and	
biographies	 were	 extracted	 in	 order	 to	 capture	 such	 textual	 information.	 Emojis	 were	
kept	in	a	separate	group	as	it	was	considered	interesting	to	measure	their	differentiating	
abilities	on	their	own.	The	data	analyses	also	showed	a	great	difference	in	the	amount	of	
users	 including	 ED	 references	 in	 their	 usernames	 or	 display	 names,	 particularly	
references	to	body	image.	As	usernames	are	required	not	to	contain	spaces,	character	n-
grams,	rather	than	word	n-grams,	were	extracted.	

5.3	ClassiIiers	
This	 work	 explored	 using	 four	 different	 classi0ication	 models;	 a	 Naïve	 Bayes	 model,	 a	
linear	 Support	 Vector	Machine,	 a	 Random	 Forest	 and	 a	 Logistic	 regression	model.	 The	
models	 were	 chosen	 on	 the	 basis	 of	 their	 reputation	 of	 performing	 well	 over	 textual	
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features,	and	their	popularity	among	the	studies	presented	as	related	work	(see	section	
3.3.4).		

These	 models	 also	 produce	 interpretable	 results,	 which	 give	 the	 opportunity	 to	 draw	
lines	 between	 the	 data	 analyses,	 prior	 content	 analyses	 of	 pro-ED	 content	 from	 the	
related	work,	and	the	features	considered	most	informative	by	the	classi0ication	models.		

The	experiments	presented	in	the	next	chapter	employed	the	following	implementations:	

- NB:	Naïve	Bayes	(sklearn.naive_bayes.MultinomialNB)	
- SVM:	Linear	kernel	Support	Vector	Classi0ication:	(sklearn.svm.LinearSVC)	
- RF:	Random	Forest	(sklearn.ensemble.RandomForestClassifier)	
- LR:	Logistic	Regression	(sklearn.linear_model.LogisticRegression)	

All	models	used	default	parameters	unless	otherwise	stated.	

Scikit-Learn	 also	 offers	 a	 collective	 voting	 classi0ier	 (sklearn.ensemble.Voting-
Classifier),	VC,	which	was	used	towards	the	end	of	the	experiments	to	wrap	the	best	
models	and	average	their	predictions.
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6.	Experiments	&	Results	

This	 chapter	 presents	 the	 experiments	 conducted	 to	 2ind	 an	 ef2icient	 approach	 to	
classi2ication	of	Twitter	users	with	respect	to	pro-ED	membership.		

In	the	process	of	designing	a	text	classi2ication	system,	a	variety	of	different	combinations	
of	 pre-processing	 methods,	 feature	 types,	 and	 machine	 learning	 approaches	 could	 be	
explored,	as	well	as	extensive	experimentation	with	parameters.	However,	due	to	limited	
time,	 this	 work	 decided	 to	 employ	 well-known	 pre-processing	 steps	 and	 machine	
learning	 algorithms,	 and	 focus	 primarily	 on	 exploring	 the	 different	 feature	 groups’	
predictiveness	and	contribution	to	solving	the	classi2ication	problem	at	hand.	

6.1	Experimental	Setups	
Chapter	 5	 described	 the	 process	 of	 extracting	 features	 and	 presented	 four	 machine	
learning	algorithms.	The	following	sections	present	the	procedure	of	experimenting	with	
aforementioned	 features	groups	and	 learning	algorithms	on	 the	 training	data	 set.	First,	
for	 the	 sake	 of	 evaluating	 the	 feature	 groups’	 informativeness,	 each	 group	 was	 used	
separately	 to	 train	 four	 different	 classi2ication	 models:	 a	 Naïve	 Bayes	 model	 (NB),	 a	
Support	Vector	Machine	 (SVM),	a	Random	Forest	 (RF)	and	a	Logistic	Regression	model	
(LR).	 Vocabularies	 of	 different	 size	 were	 examined	 for	 most	 of	 the	 feature	 groups.	
Predictive	 features	 within	 each	 group	 were	 investigated	 by	 studying	 the	 weight	
coef2icients	of	the	Support	Vector	Machine.		

As	 this	 chapter	 later	will	 show,	 all	 feature	 groups	managed	 to	 classify	 users	with	 good	
performance	 scores	 and	 were	 thus	 considered	 relevant	 in	 the	 continuation	 of	 the	
experiments.	The	different	learning	algorithms	were	then	trained	on	a	combination	of	all	
feature	groups	with	equal	weighting.	Each	feature	group’s	contribution	was	assessed	by	
conducting	a	feature	ablation	study,	and	its	result	was	used	to	decide	on	a	new	weighting	
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of	 the	 features	 for	 the	 2inal	 training	of	models.	The	 2inal	models,	along	with	a	collective	
voting	model,	were	2inally	tested	on	the	unseen	test	data.		

6.2	Interpretation	of	Results	
To	evaluate	classi2iers	there	are	multiple	metrics	that	could	be	used,	some	of	which	were	
introduced	 in	 section	 2.1.5.	 For	 the	 following	 experiments	 with	 machine	 learning	
methods	 and	 informativeness	 of	 feature	 groups,	 the	 results	 were	 evaluated	 by	
considering	the	classi2iers’	precision,	recall	and	F1-scores.	In	this	thesis,	the	three	metrics	
are	 reported	 for	 the	 ‘pro-ED’	 and	 ‘non	 pro-ED’	 class	 separately	 because	 of	 the	 class	
imbalance	in	this	work’s	data	set.		

The	distribution	of	users	 in	 the	data	 set,	 as	discussed	 in	 section	4.4,	did	not	accurately	
re2lect	 the	 user	 population	 on	 Twitter.	 In	 the	 data	 sets	 used	 to	 train	 and	 test	 the	
classi2iers,	 the	 proportion	 of	 pro-ED	 users	 was	 approximately	 one-third.	 However,	 in	
reality	the	pro-ED	communities	are	small	and	their	members	make	up	a	tiny	fraction	of	
the	millions	of	users	on	Twitter.	Consequently,	 the	 results	needed	 to	be	examined	with	
this	caveat	in	mind,	acknowledging	that	in	particular	the	falsely	classi2ications	of	pro-ED	
users	were	expected	to	be	larger	for	the	actual	population	compared	to	this	work’s	data	
set.	Moreover,	 if	 the	purpose	of	 the	 classi2ication	were	 restriction	policies,	 a	high	 false-
positive	 rate	 on	 the	 pro-ED	 class	would	 penalise	 outsiders.	 Although	 the	magnitude	 is	
unknown,	and	not	possible	to	estimate	without	further	research,	low	false	positive	rates	
on	the	pro-ED	classi2ication	was	emphasised.	

Overall,	the	ideal	classi2ier	was	considered	to	be	one	scoring	great	on	precision,	while	still	
obtaining	a	high	recall	and	F1-score	on	the	pro-ED	class.	The	scores	of	 the	 ‘non	pro-ED’	
classi2ication	were	also	taken	into	account;	however,	it	was	reasonable	to	expect	that	this	
classi2ication	problem	would	overall	yield	better	performance	scores.		

6.3	Feature	study	
Features	 are	 meant	 to	 represent	 aspects	 of	 the	 data	 objects	 that	 are	 relevant	 to	 the	
classi2ication	 problem.	 Based	 on	 the	 observed	 differences	 from	 the	 data	 analyses	 and	
related	work,	 section	5.2.2	presented	groups	of	observable	 features	expected	 to	 inform	
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the	 classi2iers	 about	 the	 unobservable	 class	 label.	 However,	 the	 chosen	 feature	 groups	
would	 not	 all	 necessarily	 help	 the	 models	 to	 make	 better	 predictions.	 The	 following	
experiments	2irst	address	each	feature	group’s	informativeness	by	training	the	models	on	
each	feature	group	on	its	own,	and	then	its	contribution	when	used	in	combination	with	
other	 feature	 groups.	 In	 all	 of	 the	 experiments	 each	 of	 the	 four	 machine	 learning	
algorithms	was	used	to	train	a	model.	

In	 addition	 to	 reporting	 the	 2indings	 from	 each	 of	 the	 four	 models’	 predictions,	 the	
following	sub-sections	also	present	the	top	most	informative	features	within	each	feature	
group	according	to	the	weight	coef2icients	for	the	linear	Support	Vector	Machine.	Unlike	
some	of	the	implementations	available	in	the	Scikit-learn	library	that	act	as	black	boxes,	
LinearSVC	 lets	 the	encoder	access	 the	 coef2icients	of	 the	weight	vector.	As	explained	 in	
the	background	chapter,	 a	 support	vector	machine	creates	a	hyperplane	 for	 the	sake	of	
separating	 the	 data	 points	 belonging	 to	 each	 of	 the	 two	 classes.	 By	 studying	 the	
coordinates	 of	 the	 weight	 vector	 orthogonal	 to	 the	 optimal	 hyperplane,	 information	
regarding	class	(direction)	and	impact	(relative	size)	is	accessible	(Guyon,	2003).		

Due	to	 time	constraints	and	the	 fact	 that	support	vector	machines	often	scored	best	on	
performance	 in	 the	 related	work,	 this	 study	 decided	 to	 only	 focus	 on	 the	 SVM	 feature	
weights	in	order	to	measure	the	single	features’	informativeness.	Nevertheless,	studying	
the	 top	 features	 for	 one	 of	 the	 models	 makes	 the	 magic	 behind	 the	 predictions	 more	
transparent	and	gives	the	ability	to	compare	the	top	features	to	the	previously	conducted	
analyses	and	2indings	of	related	work.		

6.3.1	Unigrams	from	tweet	text	
Each	of	the	four	machine	learning	algorithms	described	in	section	5.3	was	used	to	build	a	
model	 trained	 on	 unigram	 features	 from	 the	 user’s	 tweets.	 In	 order	 to	 2ind	 a	 suitable	
vocabulary	size,	 i.e.,	number	of	unigrams	to	consider,	 four	different	maximum	limits	 for	
the	 vocabulary	 size	 were	 explored;	 2000,	 10,000,	 20,000	 and	 no	 limit	 (i.e.,	 the	 total	
number	of	unique	terms).	The	results,	presented	in	full	in	appendix	C,	showed	that	using	
a	vocabulary	size	of	20,000	yielded	the	best	performance	score	for	most	of	the	models.		

Table	6.1	presents	the	average	scores	of	the	four	models,	each	trained	on	a	tf-idf	weighted	
vocabulary	 of	 20,000	 unigrams	 from	 tweets,	 evaluated	 under	 a	 5-fold	 cross	 validation	
scheme.		
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Table	6.1:	Classi2ication	results	based	on	5-fold	cross-validation	

The	table	shows	that	all	models	yielded	strikingly	strong	performance	scores.	With	this	
level	 of	 certainty,	 it	 was	 necessary	 to	 investigate	 what	 features	 the	 predictions	 were	
based	on	 to	make	sure	 the	classi2iers	did	not	have	access	 to	 information	 they	were	not	
supposed	 to	 have.	 Tables	 6.2	 and	 6.3	 present	 the	 words	 with	 the	 highest	 and	 lowest	
weight	coef2icients	for	the	SVM	model,	and	provide	useful	insight	into	what	unigrams	this	
classi2ier	used	to	make	its	class	predictions.	Positive	weights	contribute	to	a	positive	pro-
ED	classi2ication	and	vice	versa.		

Most	of	 the	 top	 features	 seemed	very	 reasonable	 and	many	of	 them	have	already	been	
addressed	 in	previous	parts	of	 this	 thesis,	 including	«skinny»,	«ana»	and	«collarbones».	
«Skinnynewyear»	 is	 referencing	 a	 pro-ED	 event,	 and	 the	 «edprobs»	 (Eating	 Disorder	
problems)	unigram	is	a	popular	hashtag	for	tweets	addressing	relatable	situations	among	
people	with	eating	disorder	and	has	been	shown	popular	 in	a	prior	content	analysis	of	
pro-ED	 communities	 (Bert	 et	 al.	 2016).	More	 surprising	 is	 perhaps	 the	more	 common	
«‘ll»(will),	«‘till»(until),	«someday»	and	«bad».	As	the	2irst	three	are	related	to	future,	one	
could	 hypothesise	 that	 their	 differentiation	 ability	 is	 related	 to	 the	 articulation	 of	 the	
transformation	to	a	future	thinner	self,	presented	as	a	relevant	feature	of	pro-ana	pro2iles	
in	Bates’	study	of	self-descriptions	in	the	pro-ana	community	(Bates,	2015).		

Besides	 the	 word	 «recovery»,	 most	 of	 the	 unigrams	 with	 negative	 weighting	 do	 not	
explicitly	reference	eating	disorders	or	related	topics.	

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

20,000	
unigram	
features	
from	
tweets

NB 0.923 0.994 0.957 0.997 0.958 0.977

SVM 0.982 0.974 0.978 0.987 0.991 0.989

RF 0.986 0.966 0.976 0.983 0.993 0.988

LR 0.981 0.974 0.977 0.987 0.990 0.989
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Table	6.2:	Unigrams	with	highest	weights		 			Table	6.3:	Unigrams	with	lowest	weights	

6.3.2	Bigrams	from	tweet	text	
Following	 the	 same	 procedure	 as	 described	 for	 the	 unigram	 feature	 group,	 the	 bigram	
features	from	tweets	were	explored.	As	presented	in	appendix	C,	using	a	maximum	limit	
of	10,000	bigrams	in	the	tf-idf	weighted	vocabulary	gave	the	best	performance	scores	on	
a	whole.	Table	6.4	presents	the	classi2ication	results	on	the	training	data	set	with	5-fold	
cross-validation.	 As	 with	 unigrams,	 the	 classi2iers	 scored	 overall	 remarkably	 well,	
although	slightly	worse	than	the	classi2iers	trained	on	unigrams.	

Table	6.4:	Classi2ication	results	based	on	5-fold	cross-validation	

Table	6.5	and	6.6	display	the	ranked	bigram	features	according	to	the	weight	coef2icient	
for	the	SVM	model.	Similar	to	the	unigram	features,	most	of	 top	discriminating	features	

Weight		
coefPicient	 Feature Weight		

coefPicient	 Feature

0.1404 skinny -0.1445 thankyou

0.1134 ana -0.0706 yall

0.0996 skinnynewyear -0.0683 god

0.0981 edprobs -0.0676 doesnt

0.0980 ll -0.0651 newpro2ilepic

0.0966 collarbones -0.0650 things

0.0963 till -0.0640 hours

0.0838 thread -0.0620 photography

0.0832 someday -0.0583 world

0.0824 bad −0.0583 recovery

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

10,000	
bigram	
features	
from	
tweets

NB 0.959 0.971 0.965 0.985 0.979 0.982

SVM 0.985 0.963 0.974 0.981 0.993 0.987

RF 0.980 0.953 0.966 0.976 0.990 0.983

LR 0.984 0.918 0.950 0.960 0.992 0.976
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for	the	pro-ED	class	were	related	to	weight	loss,	body	shape	and	eating	disorders,	while	
the	 features	 predicting	 the	 non	 pro-ED	 class	 were	more	 general.	 Note	 that	 stopwords	
have	been	removed,	such	that	«cup	of	coffee»	has	been	converted	to	«cup	coffee»,	etc.	

Table	6.5:	Bigrams	with	highest	weights	 	 				Table	6.6:	Bigrams	with	lowest	weights	

6.3.3	Emojis	
For	 the	 experiments	with	 emoji	 features,	 different	 vocabulary	 sizes	were	 not	 explored	
and	 all	 possible	 emojis	 (n	 =	 1248)	were	 taken	 into	 account	 during	 the	 training	 of	 the	
classi2iers.	 The	 prediction	 results,	measured	with	 5-fold	 cross	 validation,	 are	 shown	 in	
table	 6.7.	 The	 classi2iers	 trained	 solely	 on	 emoji	 unigram	 placeholders	 from	 tweets	
achieved	lower	scores	than	the	classi2iers	trained	on	unigram	or	bigram	features.		

Table	6.7:	Classi2ication	results	based	on	5-fold	cross-validation	

Weight		
coefPicient	 Feature Weight		

coefPicient	 Feature

2.7765 lose	weight -1.0537 happy	birthday

2.2288 im	fat -0.8813 recovery	URL

2.2035 ed	twitter -0.8745 mention	thankyou

2.2010 fat	RT -0.8496 mention	happy

2.0403 fat	fat -0.6629 mention	new

1.8845 MENTION	want -0.6471 youre	kind

1.8238 hourly	URL -0.6396 URL	happy

1.8146 weight	RT -0.6242 social	media

1.7854 skinny	URL -0.6131 newpro2ilepic	URL

1.6890 MENTION	im -0.5537 cup	coffee

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

1248		
emoji	
features	
from	
tweets

NB 0.911 0.734 0.813 0.877 0.963 0.918

SVM 0.871 0.806 0.837 0.905 0.939 0.922

RF 0.877 0.694 0.775 0.859 0.951 0.903

LR 0.882 0.771 0.823 0.890 0.948 0.918

�70



6.	Experiments	&	Results

	 							Table	6.8:	Emoji	features	with	highest	weight	coef2icients. 												1

	
	

	
	
	
	
	
	
	
	

	 								Table	6.9:	Emoji	features	with	lowest	weight	coef2icients.	

	

	
	

	
	
	
	
	
	
	

			Twemoji	Graphics	are	licensed	under	CC-BY	4.0:	(See	image	references)	1

					https://creativecommons.org/licenses/by/4.0/
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Weight		
coefPicient	 Feature Emoji

-2.2376 rolf

-2.1901 smilingfacewithsunglasses

-2.0771 downpointingbackhandindex

-2.0422 basketballandhoop

-2.0325 dogface

-2.0242 facepalm

-2.0195 books

-2.0194 rightpointingbackhandindex

-1.8760 snake

-1.7724 birthdaycake						

Weight		
coefPicient	 Feature Emoji

2.7230 pistol

2.3033 pensiveface

2.0306 pigface

1.8308 spoutingwhale

1.7339 happypersonraisingonehand

1.7188 confoundedface

1.7172 ribbon

1.7127 pig

1.6863 bikini

1.5797 whale

https://creativecommons.org/licenses/by/4.0/
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In	 the	 ranking	of	 the	most	 informative	 single	 features	 for	 the	SVM	model,	presented	 in	
tables	6.8	and	6.9 ,	most	of	the	features	have	already	been	addressed	in	the	discussion	of	2

emojis	in	the	analyses	of	data	characteristics	in	chapter	4	(see	section	4.7.2).	

6.3.4	Biographies	
The	study	of	biography	 features	 followed	 the	 same	procedure	as	 the	above	mentioned;	
however,	both	unigrams	and	bigrams	were	considered	possible	 features,	and	 instead	of	
using	the	tweets	as	data	source,	the	features	were	extracted	from	the	users’	biographies.	
The	 study	 of	 different	 vocabulary	 sizes	 are	 once	 again	 presented	 in	 appendix	 C.	 As	
vocabularies	 of	 size	 2000	 and	 10,000	 provided	 comparable	 results,	 the	 former	 was	
chosen	in	order	to	limit	the	number	of	dimensions.	Table	6.10	displays	the	results	of	the	
classi2iers	 trained	 on	 biography	 features	 on	 the	 training	 data	 set	 with	 5-fold	 cross-
validation.		

Compared	to	the	models	trained	on	unigram	and	bigram	features	from	tweet	text,	these	
models	 scored	 lower	 in	 terms	 of	 performance.	 However,	 it	 is	 worth	 noticing	 the	 large	
difference	 in	 amounts	 of	 data	 these	models	 predictions	 are	 based	 on.	 Each	 user	 in	 the	
data	set	has	one	biography,	consisting	of	somewhere	between	0(NULL)	to	160	characters.	
On	the	other	hand,	the	average	user	in	the	data	set	has	1500	tweets,	with	each	potentially	
reaching	up	to	280	characters.		

Table	6.10:	Classi2ication	results	based	on	5-fold	cross-validation	

Most	 of	 the	 highest	 ranked	 features	 in	 terms	 of	 informativeness,	 see	 tables	 6.11,	were	
familiar	and	already	touched	upon	in	previous	parts	of	the	thesis.	As	presented	in	section	
4.7.6,	references	to	body	weight	in	biographies	are	a	differentiating	characteristic	of	pro-

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

2000	
unigram	&	
bigram	
features	
from	bios

NB 0.934 0.715 0.810 0.870 0.974 0.919

SVM 0.880 0.745 0.807 0.880 0.948 0.913

RF 0.846 0.718 0.777 0.866 0.933 0.899

LR 0.928 0.660 0.772 0.849 0.974 0.907

			The	EMOJI	pre2ix	is	removed	from	the	feature	names	in	order	to	make	them	easier	to	read.	2
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ED	pro2iles	on	Twitter.	This	is	supported	by	the	weight	coef2icients	to	the	support	vector	
machine	model	as	the	highest	ranked	features	 includes	both	«cw»	(current	weight)	and	
«gw»	(goal	weight).	References	to	body	shape,	such	as	«skinny»	and	«fat»,	are	also	found.	
The	«tw»	(«trigger	warning»)	unigram	was	often	used	to	warn	other	users	against	one’s	
own	content.	

Interestingly,	 table	 6.12	 shows	 that	 the	 placeholders	 for	 URLs	 and	 user	 mentions	 are	
ranked	 highest	 on	 informativeness	 for	 the	 negative	 class,	 i.e.,	 ‘non	 pro-ED’,	 in	 the	 SVM	
model.	As	users	often	tend	to	include	other	Twitter	accounts	they	are	associated	with	in	
their	biography,	e.g.,	«Journalist	at	@BBCWorld»,	or	similarly,	links	to	other	social	media	
accounts	 or	 home	 pages,	 it	 could	 appear	 that	 these	 placeholders’	 informativeness	 is	
related	to	the	fact	that	many	pro-ED	users	are	anonymous.	Another	reason	could	be	that	
the	 ‘non	 pro-ED’	 class	 includes	more	 organisations,	 brands	 and	 companies	 that	maybe	
are	 more	 likely	 to	 include	 links	 to	 home-pages,	 or	 related	 Twitter	 pro2iles,	 in	 their	
biographies.		

The	only	bigram	feature	in	the	top	informative	features	was	«recovering	anorexia»	for	the	
non	pro-ED	class.		

Table	6.11:	Bio’	features	with	highest	weights		 			Table	6.12:	Bio’	features	with	lowest	weights	

Weight		
coefPicient	 Feature Weight		

coefPicient	 Feature

2.7913 cw -1.5465 URL			

2.5922 avi -1.3793 MENTION

2.5431 skinny -1.2647 recovering	anorexia	

2.4791 ana -1.2164 make	

2.3647 gw -1.2083 blessed

2.2301 fat -1.1776 fresh

1.8059 pro -1.0818 positivity

1.7248 anymore -1.0114 lover			

1.7143 tw -0.9726 news			

1.6404 ed -0.959 kids			
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6.3.5	Names	
As	 explained	 in	 section	 5.2,	 the	 name	 feature	 group	 consisted	 of	 character	n-grams	 of	
length	3	up	 to	15,	derived	 from	 the	users’	usernames	and	display	names.	A	vocabulary	
size	 of	 10,000	 character	 n-grams	 yielded	 the	 best	 result	 after	 cross-validation,	 as	
presented	in	table	6.13.	As	with	the	biography	and	emoji	features,	the	results	are	overall	
lower	than	the	results	from	the	models	trained	on	unigram	and	bigram	features.	

Table	6.13:	Classi2ication	results	based	on	5-fold	cross-validation	

Table	6.14:	Highest	weighted	name	features																Table	6.15:	Lowest	weighted	name	features	

Similar	 to	 the	 experiments	 presented	 above,	 the	 features	 with	 the	 highest	 and	 lowest	
weight	 coef2icients	 for	 the	 SVM	 are	 presented	 in	 the	 tables	 6.14	 and	 6.15.	 The	 data	
analyses	in	chapter	4	showed	large	differences	in	the	amount	of	body	image	references	in	

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

10,000	
char	n-
grams	
features	
from	
names	

NB 0.936 0.623 0.748 0.836 0.978 0.902

SVM 0.910 0.741 0.817 0.879 0.963 0.919

RF 0.881 0.705 0.783 0.863 0.951 0.905

LR 0.958 0.557 0.704 0.814 0.988 0.892

Weight		
coefPicient	 Feature Weight		

coefPicient	 Feature

3.8810 ana 1.2256 ian

3.1775 thin -1.1541 mmy

2.7817 hin -1.1305 ede

2.7535 fat -1.0976 bri

2.4240 thi -1.0508 hing

2.3434 skin -1.0024 nut

2.1880 nny -1.0019 fav

2.0870 ski -0.9891 jen

2.0617 bone -0.9840 thing

1.9254 lbs -0.9542 cha

�74



6.	Experiments	&	Results

user	and	display	names,	and	these	are	re2lected	in	the	list	of	informative	features	for	the	
classi2ication.	 Besides	 the	 character	 sequences;	 «ana»,	 «bone»,	 «fat»,	 «thin»	 and	 «lbs»,	
which	are	all	clearly	related	to	body	image	and	eating	disorders,	the	remaining	n-grams	
could	 all	 be	 considered	 part	 of	 such	 references,	 as	 «thi»,	 «hin»	 make	 up	 «thin»,	 and	
«skin»,	«ski»,	«nny»	similarly	constitute	the	word	«skinny».	

6.4	Combining	feature	groups	
The	 2indings	 from	 the	 last	 section’s	 experiments	 demonstrated	 that	 all	 of	 the	 feature	
groups	scored	well	on	performance.	As	a	result,	it	was	decided	to	include	all	of	them	in	a	
combination	approach	where	each	of	the	four	machine	learning	algorithms	was	used	to	
train	a	model	on	a	combination	of	all	the	feature	groups	with	equal	weights.	The	results	
on	the	training	data	set	with	5-fold	cross-validation	are	presented	in	table	6.16.	

Table	6.16:	Classi2ication	results	based	on	5-fold	cross-validation	

The	 performance	 scores	 for	 these	models	 were	 overall	 higher	 than	 any	 of	 the	models	
trained	 on	 single	 feature	 groups.	 The	 differences	 were	 not	 big;	 however,	 this	 is	 to	 be	
expected	with	this	high	level	of	accuracy.	

In	hope	of	 improving	 the	scores	even	 further,	 the	contribution	 from	each	 feature	group	
was	calculated	in	order	to	weight	each	feature	group	according	to	their	in2luence	on	the	
performance.	 The	 contribution	 from	 each	 feature	 group	 was	 assessed	 using	 a	 feature	
ablation	study,	where	each	group	was	removed	from	the	total	feature	collection,	one	at	a	
time,	with	equal	weighting	among	the	remaining	feature	groups.	

Figure	6.1	and	6.2	show	the	contribution	from	each	feature	group	for	the	classi2ication	of	
pro-ED	and	non	pro-ED	users,	respectively.		

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

Unigram	+	
Bigram	+	
Emoji	+	
Bio	+	
Name

NB 0.921 0.995 0.956 0.997 0.957 0.976

SVM 0.982 0.978 0.980 0.989 0.991 0.990

RF 0.988 0.966 0.977 0.983 0.994 0.988

LR 0.985 0.976 0.980 0.988 0.992 0.990
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Figure	6.1:	Contribution	to	the	F1-score	of	each	of	the	four	models	for	the	pro-ED	class	

Figure	6.2:		Contribution	to	the	F1-score	of	each	of	the	four	models	for	the	non	pro-ED	class	
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The	 contribution	 is	 measured	 as	 the	 negative	 change	 in	 average	 F1-score	 when	 the	
feature	group	is	left	out.	E.g.,	the	average	F1-score	of	the	logistic	regression	model	trained	
on	all	 features	except	 the	 ‘unigrams	 from	tweets’	 feature	group	dropped	approximately	
0.06	 compared	 to	 the	 F1-score	 of	 the	 same	 model	 trained	 on	 all	 feature	 groups.	 The	
unigram	 feature	 group’s	 contribution	 is	 therefore	 illustrated	 as	 positive	 6	 for	 the	 LR	
model	in	the	diagram	for	the	pro-ED	class	(2igure	6.1).	

Overall,	 the	 changes	 in	 average	 F1-score	 were	 clearly	 largest	 for	 the	 unigram	 feature	
group;	however,	 the	 changes	were	moderate	and	no	 feature	groups	could	be	 said	 to	be	
crucial	 in	 the	 identi2ication	of	pro-ED	users,	as	all	models	 trained	on	all	 feature	groups	
except	unigrams	still	achieved	an	F1-score	of	at	least	0.90.	

Each	of	 the	 four	 learning	algorithms	was	then	used	to	train	models	on	the	collection	of	
feature	 groups	 again,	 this	 time	weighted	 according	 to	 their	 found	 contribution	 for	 the	
given	algorithm.	In	cases	where	the	inclusion	of	features	contributed	negative	to	the	F1-
score,	 the	 feature	 group	 was	 simply	 ignored.	 Table	 6.17	 displays	 the	 results	 of	
classi2ication	 after	 employing	 the	 found	 weighting	 scheme.	 The	 results	 did	 increase	
slightly	for	the	NB,	RF	and	LR	approaches.	

Table	6.17:	Classi2ication	results	based	on	5-fold	cross-validation	

These	 four	models	were	 2inally	combined	using	a	voting	classi2ier,	VC,	 in	order	 to	wrap	
the	models	and	average	the	predictions	of	the	sub-models.	As	presented	in	table	6.18,	the	
approach	improved	the	performance	score	even	further.		

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

Weighted	
Unigram	+	
Bigram	+	
Emoji	+	
Bio	+	
Name

NB 0.924 0.994 0.958 0.997 0.958 0.977

SVM 0.984 0.974 0.979 0.987 0.992 0.989

RF 0.988 0.971 0.980 0.985 0.994 0.990

LR 0.985 0.976 0.981 0.988 0.993 0.990
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Table	6.18:	Classi2ication	results	based	on	5-fold	cross-validation	

This	 combination	model	 achieved	 an	 extremely	 high	 precision,	 and	 had	 only	 20	 false-
positives	 (Figure	 6.3).	 Out	 of	 the	 false-positives,	 12	 were	 originally	 annotated	 as	
unrelated	 and	 8	were	 annotated	 as	 pro-recovery.	 Considering	 the	 fact	 that	 there	were	
almost	6	times	more	unrelated	users	than	pro-recovery	users	in	the	training	dataset,	this	
suggests	that	the	classi2ier	had	more	dif2iculties	in	differentiating	the	pro-recovery	users	
from	pro-ED,	than	from	the	unrelated	ones.	

Figure	6.3:	Confusion	matrix	for	the	voting	classi2ier	based	on	5-fold	cross-validation	

6.5	Test	set	results	
In	order	to	evaluate	the	classi2iers’	ability	to	detect	pro-ED	users	in	a	set	of	unseen	users,	
the	 four	 models	 trained	 on	 weighted	 combinations	 of	 features	 group,	 and	 the	 voting	
classi2ier	(combination	of	these	four)	were	tested	on	a	set	of	1376	unseen	users	(3.10%	
of	 the	 test	 users	were	 removed	 in	 the	 high-level	 2iltering	 process).	 The	 test	 data	went	
through	the	same	pre-processing	steps	and	used	the	same	text	representation.		

Table	 6.19	 presents	 the	 precision,	 recall	 and	 F1-score	 for	 the	 2ive	 systems.	 Overall,	
compared	 to	 the	 results	 from	 cross-validation	 on	 the	 training	 set,	 the	 classi2iers	
maintained	 their	 remarkably	 good	 performance,	 with	 a	 slightly	 higher	 precision	 and	

Features Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

Weighted	
feature	
groups

VC 0.989 0.977 0.983 0.988 0.994 0.991
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lower	F1-score.	For	the	combination	model,	only	four	users	were	falsely	identi2ied	as	pro-
ED,	out	of	which	two	were	originally	annotated	as	pro-recovery.	

Table	6.19:	Classi2ication	results	on	unseen	test	data	

Figure	6.4:	Confusion	matrix	for	the	voting	classi2ier	on	the	test	set	

Feature Model
Pro-ED Non	pro-ED

Precision Recall F1-score Precision Recall F1-score

Weighted	
feature	
groups

NB 0.924 0.973 0.948 0.987 0.961 0.974

SVM 0.991 0.969 0.980 0.985 0.996 0.990

RF 0.991 0.935 0.962 0.970 0.996 0.982

LR 0.984 0.962 0.973 0.982 0.992 0.987

VC 0.991 0.969 0.980 0.985 0.996 0.990
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7.	Discussion	&	Conclusion	

This	chapter	evaluates	to	what	degree	the	goal	of	this	study	has	been	accomplished,	and	
addresses	the	research	questions	formulated	in	the	:irst	chapter.	It	also	discusses	ethical	
consideration	 related	 to	 this	 study’s	 line	of	work,	 limitations	and	recommendations	 for	
future	work.		

7.1	Evaluation	of	results	
The	preceding	chapter	presented	the	results	from	training	different	machine	learners	on	
single,	 and	 combinations	 of,	 feature	 groups	 for	 the	 purpose	 of	 detecting	 pro-ED	 users.	
The	 :inal	 evaluations	 on	 unseen	 test	 data	 supported	 the	 remarkably	 high	 performance	
scores	observed	using	cross-validations	on	the	training	set	in	the	prior	experiments.	The	
highest	precision	and	F1-scores	were	achieved	using	either	a	support	vector	machine,	or	a	
combination	approach,	 trained	on	weighted	 feature	groups	with	emphasis	on	unigrams	
from	tweets.		

The	weight	coef:icients	for	the	support	vector	machines	demonstrated	that	the	top	most	
discriminating	features	within	each	feature	group	were	usually	related	to	body	image	or	
weight.	The	word	«skinny»,	or	fragments	of	it,	were	among	the	top	ten	most	predictable	
features	 for	 all	 groups,	 except	 emoji.	 As	 shown	 in	 section	 4.7.6,	 there	 were	 large	
differences	 in	 the	amount	of	 references	 to	eating	disorders,	or	 related	 topics,	 in	 tweets	
written	by	users	belonging	to	each	of	the	two	classes.	21.59%	of	the	tweets	from	pro-ED	
users	included	a	word	from	this	study’s	de:ined	reference	codebook .	By	aggregating	and	1

adjusting	 for	 the	 class	 imbalance,	 the	 same	 static	 for	 non	 pro-ED	 users	 were	 3.04%.	
Moreover,	references	to	community	events	and	body	concepts,	such	as	«thigh	gap»,	were	
hardly	ever	mentioned	in	tweets	from	users	outside	the	pro-ED	community.	As	each	user	
in	 the	 data	 set	 included	 on	 average	 about	 1500	 tweets,	 these	 differences	 were	 likely	

	Not	all	of	these	words	were	considered	features	since	they	were	used	in	the	data	collection.1
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constituting	an	essential	part	of	 the	classi:iers’	ability	 to	predict	pro-ED	af:iliation	with	
such	high	accuracies.		

Although	much	attention	was	given	to	the	approaches	combining	learning	algorithms	and	
weighted	feature	groups,	it	is	worth	pointing	out	that	some	of	the	single	models	trained	
on	 single	 feature	 groups,	 such	 as	 a	 linear	 SVM	 trained	 on	 tweet	 unigram	 features,	
produced	good	and	comparable	results.	

7.2	Evaluation	of	Research	Questions	
The	 goal	 of	 this	 thesis	 was	 to	 construct	 a	 system	 for	 detection	 of	 pro-eating	 disorder	
users	on	the	microblogging	site	Twitter.	In	order	to	reach	the	stated	goal,	three	research	
questions	 were	 formulated.	 This	 section	 will	 address	 each	 questions	 and	 present	 the	
main	:indings.		

RQ1:		 How	 is	 the	 Twitter	 platform	 used	 by	members	 of	 pro-ED	 communities,	 and	what	
	 criteria	should	be	used	in	annotation	of	such	users?		

As	the	research	related	to	pro-eating	disorder	communities	on	Twitter	turned	out	to	be	
limited,	 literature	 regarding	 the	 pro-ED	 phenomenon	 on	 social	 media	 in	 general	 was	
reviewed.	Most	 studies,	 across	 social	media	platforms,	 reported	similar	observations	of	
how	pro-ED	members	employ	speci:ic	community	hashtags,	such	as	#proana,	and	clear	
lines	were	drawn	between	thinspiration	and	the	online	pro-eating	disorder	communities.	
Some	of	these	hashtags	and	terms	were	later	used	in	searches	during	the	collection	of	the	
data	 set.	 Arseniev-Koehler	 et	 al.	 (2016)	 presented	 criteria	 to	 evaluate	 whether	 tweets	
displayed	 a	 positive	 pro-ED	 attitude,	 and	 these	were	 used	 to	 formulate	 the	 annotation	
guidelines	used	in	this	study.		

RQ2:	 What	does	previous	research	establish	as	useful	methods	and	features	for		
	 classiCication	of	user	generated,	textual	data	with	respect	to	mental	health	or	online	
	 subcultures?	

With	 regard	 to	 the	 second	 research	 question,	 most	 related	 studies	 reported	 the	 best	
achievement	 in	 performance	 by	 training	 classi:iers	 on	 unigram	 features	 from	 tweets,	
which	this	work’s	experimental	results	support.		
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Support	vector	machines	were	the	most	employed	machine	learning	algorithms	used	in	
the	 collection	of	 related	work,	 and	did	 indeed	perform	best	on	 the	 test	data	 set	 in	 this	
study;	 however,	 the	 improvement	 over	 the	 alternative	 models	 was,	 for	 the	 most	 part,	
quite	small.		

RQ3:	 What	characterises	the	tweets	and	proCile	information	of	users	taking	part	in		
	 pro-ED	communities	on	Twitter?	

Both	 the	 study	 of	 characteristics	 in	 chapter	 4	 and	 the	 SVM	 weight	 coef:icients	 reveal	
differentiating	traits	in	both	tweets	and	pro:ile	information	of	the	users	labelled	as	pro-
ED.	 This	 work	 found	 that	 tweets	 written	 by	 pro-ED	 users	 included	 URLs	 and	 user	
mentions	to	a	considerably	lesser	degree	than	the	tweets	written	by	users	annotated	as	
either	 unrelated	 or	 pro-recovery.	 Differences	 in	 usage	 of	 certain	 emojis	 were	 also	
con:irmed.	 By	 designing	 a	 codebook	 of	 words	 related	 to	 eating	 disorders	 and	 similar	
topics,	 inspired	 by	 the	 approach	 of	 Arseniev-Koehler	 et	 al.	 (2016),	 tweets	 and	 pro:ile	
information	were	checked	for	use	of	codebook	words.	21.59%	of	the	tweets	from	pro-ED	
users	included	a	word	from	this	codebook,	compared	to	3.04%	of	tweets	written	by	a	non	
pro-ED	 user.	 The	 results	 also	 demonstrated	 that	 tweets	written	 by	 pro-recovery	 users	
included	explicit	references	to	eating	disorders,	such	as	«eating	disorder»	or	«anorexia»,	
more	than	three	times	more	often	than	the	pro-ED	tweets.		

In	the	data	found	at	user-level,	 the	biggest	differences	between	pro-ED	and	non	pro-ED	
users	 were	 shown	 in	 the	 amount	 of	 weight	 references	 in	 the	 pro:ile	 biographies	 and	
references	 to	 body	 images	 in	 names.	 48.27%	 of	 the	 pro-ED	 bios	 included	 a	 weight	
reference,	as	opposed	 to	0.58%	of	 the	non	pro-ED	biographies	 in	 the	dataset.	For	body	
image	 references	 in	display-	 and	usernames	 the	percentages	were	 respectively	43.17%	
against	0.08%.	

RQ4:	 What	methods	and	 features	are	useful	 for	 the	classiCication	of	pro-eating	disorder	
	 users	on	Twitter.		

All	 four	machine	 learning	 algorithms	 that	were	 used	 in	 the	 experiments	 achieved	 high	
performance	 scores;	 however,	 the	 Naïve	 Bayes	 approach	 had	 a	 tendency	 to	 score	 less	
accurately	than	the	other	three,	especially	for	the	approaches	where	the	features	groups	
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were	combined.	The	voting	classi:ier	scored	best	on	the	experiment	evaluated	with	cross-
validation	on	training	data;	however,	it	lost	its	superiority	when	applied	to	the	test	data	
set.	 Out	 of	 the	 :ive	 models,	 the	 SVM	was	 the	 only	 model	 to	 maintain	 its	 performance	
scores	on	the	unseen	test	data.		

The	 study	 of	 feature	 groups	 found	 that	 unigram	 and	 bigram	 features	 extracted	 from	
tweets	 caused	 the	 highest	 performance	 scores.	 In	 combinations	with	 the	 other	 feature	
groups,	 unigrams	 had	 the	 highest	 contribution	 according	 to	 the	 ablation	 study.	 For	
classi:iers	 trained	 on	 single	 features	 groups,	 the	 features	 extracted	 from	 pro:ile	
information	resulted	in	less	precise	classi:iers	than	those	trained	on	unigram	and	bigram	
features	extracted	from	tweets.		

7.3	Ethical	Considerations		
Digitalisation	 has	 changed	 the	 way	 information	 can	 be	 analysed,	 and	 along	 with	 the	
availability	 of	 social	media	 data,	 it	 brings	 a	 variety	 of	 research	 opportunities,	 but	 also	
some	 ethical	 concerns.	 As	 Conway	 &	 O’Connor	 (2016)	 state:	 «…simply	 because	 social	
media	 is	 public,	 and	 in	 some	 cases	 freely	 available,	 it	 does	 not	 follow	 that	 it	 is	 always	
ethically	 appropriate	 to	 use	 it	 for	 any	 research	 purpose,	 particularly	 in	 relation	 to	
sensitive	 domains	 such	 as	mental	 health».	 Inference	 on	 potentially	 stigmatising	 labels,	
such	as	mental	illnesses,	drug	abuse,	etc.,	at	user-level	should	always	be	conducted	with	
caution.	

In	particular,	the	moral	guidelines	regarding	exploitation	of	user	data	and	consent,	in	the	
age	of	social	media,	are	blurry.	Most	of	the	pro-ED	user	data	employed	in	this	study	came	
from	users	self-identifying	as	pro-eating	disorder.	However,	some	users	were	annotated	
as	 pro-ED	 despite	 stating	 otherwise.	 The	 fact	 that	 these	 users	 might	 oppose	 to	 being	
classi:ied	as	pro-ED	 raises	 the	question	of	whether	 it	 is	 ethically	 :lawed	 to	utilise	 their	
data	as	examples	of	something	they	do	not	self-identify	as,	without	them	knowing.	This	
work	 considered	 it	 fair	 to	 interpret	 the	 act	 of	 sharing	 thinspiration,	 pro-ED	 events	 or	
desires	for	extreme	weight	loss	as	a	con:irmation	of	af:iliation	with	some	sort	of	pro-ED	
community.		
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As	touched	upon	in	the	introductory	chapter,	moderation	of	pro-eating	disorder	content	
is	a	debated	topic.	Some	claim	the	communities	contribute	to	eating	disorders,	and	argue	
that	the	social	media	platforms	should	censor	them,	or	have	a	legal	obligation	to	do	so.	On	
the	other	hand,	people	argue	that	moderation	threatens	the	freedom	of	speech.	The	full	
impact	 of	 pro-ED	 content,	 and	whether	 the	 communities	 represent	 a	 serious	 threat	 to	
vulnerable	people	on	social	media,	is	not	known.	Still,	Twitter’s	young	demographic	and	
the	nature	of	the	content	gives	many	people	enough	reasons	to	worry.		

As	opposed	to	other	unwanted	content	in	social	media,	such	as	pornography	or	spam,	the	
pro-ED	 content	 does	 not	 originate	 from	 money-making	 industries,	 but	 often	 from	
adolescents	 suffering	disordered	eating.	Besides	moderation,	detection	of	pro-ED	users	
could	 provide	 opportunities	 to	 reach	 and	 advice	 individuals	 with	 eating	 disorders,	 or	
those	heading	down	a	dangerous	path,	to	seek	help.	It	is	outside	the	scope	of	this	project	
to	 draw	 conclusions	 on	 how	 to	 best	 handle	 the	 pro-ED	 related	 issues	 in	 today’s	 social	
media,	but	 the	author	hopes	 this	 line	of	work	could	open	up	possibilities	 for	designing	
good	solutions	for	both	the	pro-ED	users	and	the	general	public.	

7.4	Future	work	and	Limitations	of	the	study	
This	study	has	some	limitations	with	regard	to	the	data	set.	First,	the	pro-ED	users	were	
found	mostly	 through	 searches	 on	well-known	 pro-ED	 hashtags,	 such	 as	 #proana.	 The	
returned	tweets	and	users	were	then	assessed	against	 the	 inclusion	criteria	of	having	a	
positive	 pro-ED	 attitude.	 Thus,	most	 of	 the	 users	 labeled	 as	 pro-ED	 had	 at	 some	 point	
employed	an	explicit	pro-ED	hashtag.	This	methods	 fail	 to	 capture	users	who	meet	 the	
inclusion	 criteria,	 without	 ever	 employing	 these	 very	 pro-ED-speci:ic	 tokens.	 Although	
the	 search	words	were	overlooked	during	 the	 training	of	 the	 classi:iers,	 it	 is	 likely	 that	
these	 users	 are	 more	 dedicated	 to	 the	 pro-ED	 community,	 which	 might	 amplify	 their	
differences	to	the	non	pro-ED	users.		

While	 the	 control	 set	 of	 unrelated	 users	 was	 diverse	 and	 included	 organisations,	
companies	and	people	of	different	age,	background	and	gender,	 the	set	of	pro-ED	users	
was	more	likely	to	consist	of	teenage	girls	as	they	tend	to	represent	the	main	clientele	of	
pro-eating	 disorder	 communities	 (Boniel-Nissim	&	 Latzer,	 2016,	 p.161;	 Giles,	 2006).	 A	
demographically	 matched	 control	 set,	 as	 seen	 used	 in	 the	 CLPsych	 shared	 task	
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(Coppersmith	 et	 al.	 2015),	 could	 have	 given	 a	 more	 precise	 picture	 of	 the	 classi:iers’	
ability	to	capture	the	users’	af:inities	to	pro-ED	communities.	

These	concerns	could	be	solved	in	further	work	by	employing	a	different	data	collection	
scheme,	 and	 estimate	 the	 age	 and	 gender	 of	 the	 pro-ED	 users	 in	 order	 to	 construct	 a	
demographically	matched	control	set.	Future	studies	could	also	work	towards	detection	
of	 tweets	 containing	 pro-ED	 content,	 as	 opposed	 to	 users.	 Although	 this	 will	 cause	
substantially	 less	 data	 to	 base	 the	 predictions	 on,	 the	 found	 differences	 between	 the	
classes	presented	in	this	thesis	give	reason	to	believe	an	ef:icient	classi:ication	at	tweet	
level	is	achievable.		

Another	 interesting	 approach	 would	 be	 to	 consider	 the	 users	 who	 are	 following	 the	
«explicit»	pro-ED	users	on	Twitter,	as	perhaps	these	users	are	less	outspoken	about	the	
pro-ED	 communities,	 while	 still	 sharing	many	 similarities.	 As	 eating	 disorders	 carry	 a	
social	stigma,	further	research	should	honour	privacy	and	evaluate	the	ethical	challenges	
that	arise	as	the	classi:ication	target	differentiates	further	from	the	user’s	own	perception	
of	self.	
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Appendix	A:		Pro-Eating	Disorder	

This	chapter	 includes	explanations	of	pro-ED	related	hashtags	and	 terms	referred	 to	 in	
this	 thesis.	 Table	 A.1	 contains	 words	 related	 to	 body	 weight	 and	 eating	 disorders	 in	
general,	while	table	A.2	presents	hashtags	and	terms	used	by	the	pro-ED	communities.		

Table	A.1:	Medical	terms	and	Diagnoses	

Table	A.2:	Explanations	of	Pro-ED	terms	and	phrases	

Term/Phrase: Explanation:

Anorexia	Nervosa	
(Anorexia)

Anorexia	 nervosa	 is	 an	 eating	 disorder	 characterised	 by	 weight	
loss,	 and	 for	 many,	 a	 distorted	 body	 image	 (National	 Eating	
Disorders	Association,	2018).

Bulimia	Nervosa	(Bulimia) Bulimia	 nervosa	 is	 an	 eating	 disorder	 characterised	 by	 cycles	 of	
binging	 and	 compensatory	behaviours	 (National	Eating	Disorders	
Association,	2018).

BMI Body	Mass	Index	(BMI)	is	an	index	of	weight-for-height,	commonly	
used	 to	 classify	 underweight,	 overweight	 and	 obesity	 in	 adults	
(World	Health	Organization,	2018).

ED Short	for	Eating	Disorders.

EDNOS Eating	 Disorders	 Not	 Otherwise	 SpeciPied	 is	 the	 former	 name	 of	
OSFED	(National	Eating	Disorders	Association,	2018).

OSFED Other	SpeciPied	Feeding	or	Eating	Disorder	 is	a	category	of	eating	
disorders	that	do	not	meet	the	criteria	for	any	other	speciPic	eating	
disorder	diagnosis	(National	Eating	Disorders	Association,	2018).

Term/Phrase: Explanation:

ABCDiet Extreme	diet.

Ana Ana	 can	 reference	 both	 the	 disorder	Anorexia	 nervosa	 and	 the	 pro-
ana	community.	Often	seen	personiPied.

Ana	buddy/Ana	coach Members	 of	 the	pro-ana	 community	 encouraging	 each	other	 to	 lose	
weight.
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BikiniBridge Having	a	space	between	bikini	bottom	and	the	lower	abdomen,	when	
bikini	bottoms	are	suspended	between	the	two	protruding	hip	bones.

Binge Episode	of	uncontrollable	eating.

Bonespo	/	
Bonespiration

Sub-type	 of	 thinspiration.	 Promoting	 the	 desirability	 of	 a	 skeletal	
appearance	(Johnson,	2015).

CalorieApril Pro-ED	event.

CW Current	weight.

GW Goal	weight.

Laxies Short	for	laxatives.

LW Lowest	(achieved)	weight.

Mia Mia	can	reference	both	the	eating	disorder,	Bulimia	nervosa,	and	the	
pro-mia	community.	Often	seen	personiPied.

Meanspo Mean	or	strict	content	intended	to	promote	weight	loss.

Pro-ana Pro-Anorexia	(pro-eating	disorder	community).

Pro-mia Pro-Bulimia	(pro-eating	disorder	community).

Pro-Eating	Disorder	/		
Pro-ED

Pro-eating	 disorder	 refers	 to	 online	 communities	 endorsing	
engagement	with	disordered	eating.

ProjectThin Extreme	diet.

Purge To	rid	of	whatever	is	impure	or	undesirable,	often	used	in	the	pro-ed	
communities	 to	 references	 a	 compensatory	 behaviour	 such	 as	 self-
induced	vomiting,	extreme	exercise	or	misuse	of	laxatives.	

Reversethinspo Used	to	describe	photos	or	content	that	does	not	fulPil	the	criteria	of	
«thinspiration».	

RG/Russian	Gymnast Extreme	diet.

Skinnyforsummer Pro-ED	event.

Skinny4Xmas/
Skinny4Christmas

Pro-ED	event.

Skinny4NewYear Pro-ED	event.

Thigh	gap Having	a	space	between	the	inner	thighs	while	standing	upright.	

Thinspo	/	Thinspiration Content	 (words	 and	 images)	 intended	 to	 promote	 weight	 loss	
(Johnson,	2015).

UGW Ultimate	Goal	Weight.

Wannarexic Wannarexic	 is	 used	 in	 Pro-ED	 communities	 to	 describe	 individuals	
faking	engagement	in	ED	behaviour	(Arseniev-Koehler	et	al.	2016).
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Appendix	B:		Data	

B.1	Data	Collection	
In	the	process	of	gathering	data,	the	Tweepy 	library	was	used.	Tweepy	is	an	open-source	1

wrapper	 which	 provides	 easy	 access	 to	 the	 Twitter	 API	 (section	 2.5.1)	 for	 the	
programming	language	Python,	and	is	licensed	under	the	MIT	license .	2

The	user-scraper	code	was	based	on	the	following	two	Github	codes:	
• https://gist.github.com/yanofsky/5436496	
• https://gist.github.com/macloo/5c69cdf5294fa97eb41d6ad950233cee	

B.2	Keywords	for	Data	Collection	
In	the	process	of	collecting	data	for	the	purpose	of	this	study	the	following	sampling	tag	
words	were	used	in	searches	on	Twitter.		

Table	B.1:	Sampling	tag	words	

Domain: keywords

Pro-ED #anabuddy,	 #anacoach,	 #bonespiration,	 #bonespo,	 #calorieapril	 #meanspo,	
#reversethinspo,	 #proana,	 #proed,	 #promia,	 #skinny4xmas,	 #skinny4-
christmas,	#thinspiration,	#thinspo,	#ugw

Pro-Recovery 	#BeatED,	#EatingDisorderRecovery,	Eating	Disorder	Recovery,	#EDRecovery,	
#RecoveryWarriors,	#effyourbeautystandards,	#bodypositivity

Unrelated #AcademyAwards,	#Arsenal,	#Audi,	#Avengers,	#Baseball,	#Bernie,	#Biology,	
#Brexit,	Business	Insider,	Casey	Neighstat	#ball,	#christmas,	#college,	#coke,	
DIY,	 #Eid,	 #Eurovision,	 #fact,	 #fashion,	 #Pitness,	 #funny,	 #FreePalestine,	
Hadoop,	#health,	Jimmy	Fallon,	John	Lewis,	Legend	of	Zelda,	#life,	#lol,	#love,	
Mona	 Lisa,	 Museum	 of	 Modern	 Art,	 National	 Geographic,	 #namaste	 ,	 NFL,	
#nutrition,	pegida,	PyeongChang,	Snapchat,	Stand	up	to	Cancer,	Taylor	Swift,	
The	Breakfast	Club,	#today,	Trump,	video,	#vlog,	weed,	#wedding,	youtube

	Tweepy	Documentation:	1

			http://docs.tweepy.org/en/v3.5.0/index.html

	MIT	License:	2

			https://opensource.org/licenses/MIT
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B.3	Part-of-Speech		
The	 following	 list	 contains	 all	 tags	 with	 corresponding	 part	 of	 speech,	 in	 alphabetical	
order	 (Taylor,	 Marcus	 &	 Santorini,	 2003,	 page:	 8).	 Figure	 B.1	 displays	 the	 complete	
histogram	over	 average	number	of	 each	part-of-speech-tag	 in	 all	 tweets	 in	 the	 training	
data	set.		

CC	 Coordinating	conjunction	 	 PP$		 Possessive	pronoun		
CD		 Cardinal	number	 	 	 RB		 Adverb		
DT	 Determiner	 	 	 	 RBR		 Adverb,	comparative	
EX	 Existential	there		 	 	 RBS		 Adverb,	superlative		
FW	 Foreign	word	 	 	 	 RP		 Particle		
IN		 Preposition	 	 	 	 SYM		 Symbol	
JJ		 Adjective		 	 	 	 TO	 inPinitival	to	
JJR		 Adjective,	comparative		 	 	 UH	 Interjection	
JJS		 Adjective,	superlative		 	 	 VB	 Verb,	base	form	
LS		 List	item	marker		 	 	 VBD	 Verb,	past	tense	
MD		 Modal		 	 	 	 	 VBG	 Verb,	gerund/present	participle	
NN		 Noun,	singular	or	mass		 	 	 VBN	 Verb,	past	participle	
NNS		 Noun,	plural	 	 	 	 VBP	 Verb,	non-3rd	person	singular	present	
NNP		 Proper	noun,	singular		 	 	 VBZ	 Verb,	3rd	person	singular	present	
NNPS		 Proper	noun,	plural		 	 	 WDT	 Wh-determiner	
PDT		 Predeterminer		 	 	 	 WP		 Wh-pronoun	
POS		 Possessive	ending	 	 	 WP$	 Possessive	wh-pronoun	
PRP		 Personal	pronoun	 	 	 WRB	 Wh-adverb	

Figure	B.1:	Complete	histogram	over	POS-tags 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B.4	Most	Popular	Locations:	
In	the	study	of	 locations,	presented	in	section	4.8.3,	 the	 location	Pield	of	all	 the	users	 in	
the	training	data	set	was	examined.	Table	B.2	presents	the	top	15	locations	used	by	the	
highest	percentages	of	users.	

Table	B.2	:	Popular	locations		

		Location Total Pro-ED Pro-Recovery Unrelated

		NULL 35.4	% 52.5	% 18.2	% 28.4	%

			USA 3,42	% 1,73	% 3,86	% 4,37	%
			England 3,20	% 1,41	% 6,43	% 3,64	%
			CA 2,98	% 0,54	% 7,72	% 3,50	%
			London 2,38	% 1,03	% 2,09	% 3,27	%
			NY 1,99	% 0,27	% 4,34	% 2,57	%
			Los	Angeles 1,94	% 0,16	% 2,57	% 2,90	%
			UK 1,61	% 0,43	% 2,25	% 2,20	%
			New	York 1,56	% 0,38	% 3,70	% 1,83	%
			United	Stated 1,45	% 2,06	% 1,29	% 1,10	%

			United	Kingdom 1,43	% 1,46	% 2,09	% 1,27	%
			Canada 1,26	% 1,03	% 2,25	% 1,20	%
			India 0,80	% 0,05	% 0,80	% 1,27	%

			California 0,77	% 0,22	% 0,96	% 1,07	%
			Hell 0,79	% 2,22	% 0,00	% 0,07	%
			Australia 0,66	% 0,43	% 1,93	% 0,53	%
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Appendix	C:	Architecture	

C.1	Stop	Words	
Table	C.1	contains	all	stopwords	used	during	the	pre-processing	step.	

Table	C.1:	Stop	words	

Words	
from	
NLTK’s	
English		
stop	
words

all,	 six,	 less,	 being,	 indeed,	 over,	 move,	 anyway,	 Pifty,	 four,	 not,	 own,	 through,	
yourselves,	 go,	where,	mill,	 only,	 Pind,	 before,	 one,	whose,	 system,	 how,	 somewhere,	
with,	 thick,	 show,	 had,	 enough,	 should,	 to,	 must,	 whom,	 seeming,	 under,	 ours,	 has,	
might,	thereafter,	latterly,	do,	them,	his,	around,	than,	get,	very,	de,	none,	cannot,	every,	
whether,	they,	front,	during,	thus,	now,	him,	nor,	name,	several,	hereafter,	always,	who,	
cry,	 whither,	 this,	 someone,	 either,	 each,	 become,	 thereupon,	 sometime,	 side,	 two,	
therein,	 twelve,	 because,	 often,	 ten,	 our,	 eg,	 some,	 back,	 up,	 namely,	 towards,	 are,	
further,	 beyond,	 ourselves,	 yet,	 out,	 even,	 will,	 what,	 still,	 for,	 bottom,	 mine,	 since,	
please,	forty,	per,	its,	everything,	behind,	un,	above,	between,	it,	neither,	seemed,	ever,	
across,	 she,	 somehow,	 be,	 we,	 full,	 never,	 sixty,	 however,	 here,	 otherwise,	 were,	
whereupon,	 nowhere,	 although,	 found,	 alone,	 re,	 along,	 Pifteen,	 by,	 both,	 about,	 last,	
would,	anything,	via,	many,	could,	thence,	put,	against,	keep,	etc,	amount,	became,	ltd,	
hence,	 onto,	 or,	 con,	 among,	 already,	 co,	 afterwards,	 formerly,	 within,	 seems,	 into,	
others,	while,	whatever,	except,	down,	hers,	everyone,	done,	 least,	another,	whoever,	
moreover,	couldnt,	 throughout,	anyhow,	yourself,	 three,	 from,	her,	 few,	 together,	 top,	
there,	 due,	 been,	 next,	 anyone,	 eleven,	 much,	 call,	 therefore,	 interest,	 then,	 thru,	
themselves,	hundred,	was,	 sincere,	 empty,	more,	himself,	 elsewhere,	mostly,	on,	 Pire,	
am,	becoming,	hereby,	amongst,	else,	part,	everywhere,	too,	herself,	former,	those,	he,	
me,	 myself,	 made,	 twenty,	 these,	 bill,	 cant,	 us,	 until,	 besides,	 nevertheless,	 below,	
anywhere,	nine,	can,	of,	your,	toward,	my,	something,	and,	whereafter,	whenever,	give,	
almost,	 wherever,	 is,	 describe,	 beforehand,	 herein,	 an,	 as,	 itself,	 at,	 have,	 in,	 seem,	
whence,	 ie,	 any,	 Pill,	 again,	 hasnt,	 inc,	 thereby,	 thin,	 no,	 perhaps,	 latter,	 meanwhile,	
when,	 detail,	 same,	 wherein,	 beside,	 also,	 that,	 other,	 take,	 which,	 becomes,	 you,	 if,	
nobody,	 see,	 though,	 may,	 after,	 upon,	 most,	 hereupon,	 eight,	 but,	 serious,	 nothing,	
such,	why,	 a,	 off,	whereby,	 third,	 i,	whole,	 noone,	 sometimes,	well,	 amoungst,	 yours,	
their,	rather,	without,	so,	Pive,	the,	Pirst,	whereas,	once

Words	
used	in	
searches	
for	users

academyawards,	 arsenal,	 audi,	 avengers,	 baseball,	 bernie,	 biology,	 brexit,	 business	
insider,	casey	neighstat	ball,	christmas,	college,	coke,	diy,	eid,	eurovision,	fact,	fashion,	
Pitness,	funny,	freepalestine,	hadoop,	health,	jimmy	fallon,	john	lewis,	legend	of	zelda,	
life,	 lol,	 love,	mona	 lisa,	museum	of	modern	 art,	 national	 geographic,	 namaste	 ,	 nPl,	
nutrition,	 pegida,	 pyeongchang,	 snapchat,	 stand	 up	 to	 cancer,	 taylor	 swift,	 the	
breakfast	 club,	 today,	 trump,	 video,	 vlog,	 weed,	 wedding,	 youtube,	 anabuddy,	
anacoach,	 bonespiration,	 calorieapril,	 bonespo,	 meanspo,	 reversethinspo,	 proana,	
proed,	 promia,	 skinny4xmas,	 skinny4christmas,	 thinspiration,	 thinspo,	 ugw,	 beatED,	
eatingdisorderrecovery,	 eating	 disorder	 recovery,	 edrecovery,	 recoverywarriors,	
effyourbeautystandards,	bodypositivity
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C.2	Vocabulary	size	
Scikit-Learn	 lets	 the	 encoder	 dePine	 a	maximum	 limit	 of	 the	 size	 of	 the	 tPidf-weighted	
vocabulary	 in	 its	 tfidfVectorizer 	 class	 by	 adjusting	 the	 max_features 	 parameter.		
When	the	parameter	is	changed	from	None	(default)	to	m,	the	tfidfVectorizer	builds	a	
vocabulary	that	only	considers	the	top	m	features,	according	to	the	term	frequency	across	
the	document	collection.		

For	 the	 sake	of	 Pinding	an	appropriate	number	of	 features	 to	 extract	 from	each	 feature	
group,	this	study	examined	four	different	sizes	of	vocabularies	per	feature	group ;	2000,	3

10,000,	20,000	and	unlimited	(max_features = None).	For	each	size	of	vocabulary,	the	
average	precision,	recall	and	F1-score	for	all	machine	learners	trained	on	the	given	type	of	
feature	were	examined,	with	emphasis	on	the	F1-score.	The	following	sections	present	the	
results	from	each	feature	group.		

In	 cases	 where	 different	 vocabulary	 sizes	 yielded	 similar	 results,	 the	 smallest	 size	 of	
vocabulary	 was	 always	 preferred	 in	 order	 to	 reduce	 the	 number	 of	 dimensions	 to	
consider.		

C.2.1	Unigram	Features	from	Tweets:	
Table	C.2	presents	the	average	scores	of	the	four	models,	each	trained	on	a	tf-idf	weighted	
vocabulary	of	unigrams	from	tweets,	evaluated	under	a	5-fold	cross	validation	scheme.			

The	results	demonstrated	that	a	maximum	limit	of	20,000	and	no	limit	(None)	generated	
the	 best	 results.	 Considering	 the	 large	 difference	 in	 term	 space	 between	 these	 two	
options,	this	work	concluded	that	the	vocabulary	of	20,000	was	the	better	choice.		

	With	the	exception	of	emoji	features.3
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Table	C.2:	Unigram	vocabulary	size	

Feature Model
Pro-ED Not	Pro-ED

Precision Recall F1-score Precision Recall F1-score

2000	
Unigrams

NB 0.923 0.985 0.953 0.992 0.958 0.975

SVM 0.973 0.972 0.973 0.986 0.986 0.986

RF 0.973 0.972 0.973 0.986 0.986 0.986

LR 0.977 0.976 0.976 0.988 0.988 0.988

10,000	
Unigrams

NB 0.919 0.994 0.955 0.997 0.956 0.976

SVM 0.978 0.972 0.975 0.986 0.989 0.987

RF 0.986 0.963 0.974 0.981 0.993 0.987

LR 0.977 0.975 0.976 0.987 0.988 0.988

20,000	
Unigrams

NB 0.923 0.994 0.957 0.997 0.958 0.977

SVM 0.982 0.974 0.978 0.987 0.991 0.989

RF 0.986 0.966 0.976 0.983 0.993 0.988

LR 0.981 0.974 0.977 0.987 0.990 0.989

1,087,181	
Unigrams	
(no	limit)

NB 0.931 0.994 0.962 0.997 0.963 0.979

SVM 0.983 0.974 0.978 0.987 0.991 0.989

RF 0.976 0.935 0.955 0.968 0.988 0.978

LR 0.982 0.976 0.979 0.988 0.991 0.989
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C.2.2	Bigram	Features	from	Tweets:	
Table	C.3	presents	the	average	scores	of	the	four	models,	each	trained	on	a	tf-idf	weighted	
vocabulary	of	bigrams	from	tweets,	evaluated	under	a	5-fold	cross	validation	scheme.		
The	 results	 demonstrated	 that	 a	 maximum	 limit	 of	 10,000	 and	 20,000	 generated	
comparable	 results.	 This	work	 concluded	 that	 the	 vocabulary	 of	 10,000	was	 the	better	
choice,	as	it	reduced	the	number	of	dimensions.		

Table	C.3:	Bigram	vocabulary	size	

Feature Model
Pro-ED Not	Pro-ED

Precision Recall F1-score Precision Recall F1-score

2000	
Bigrams

NB 0.959 0.952 0.955 0.976 0.979 0.977

SVM 0.985 0.949 0.967 0.975 0.993 0.984

RF 0.981 0.938 0.959 0.969 0.991 0.980

LR 0.969 0.895 0.931 0.949 0.985 0.967

10,000	
Bigrams

NB 0.959 0.971 0.965 0.985 0.979 0.982

SVM 0.985 0.963 0.974 0.981 0.993 0.987

RF 0.980 0.953 0.966 0.976 0.990 0.983

LR 0.984 0.918 0.950 0.960 0.992 0.976

20,000	
Bigrams

NB 0.962 0.972 0.967 0.986 0.980 0.983

SVM 0.984 0.965 0.974 0.982 0.992 0.987

RF 0.979 0.946 0.962 0.973 0.990 0.981

LR 0.984 0.918 0.950 0.959 0.993 0.976

16,091,600	
Bigrams	
(no	limit)

NB 0.994 0.946 0.969 0.973 0.997 0.985

SVM 0.991 0.948 0.969 0.974 0.996 0.985

RF 0.973 0.888 0.929 0.946 0.987 0.966

LR 0.983 0.887 0.932 0.945 0.992 0.968
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C.2.3	Unigram	and	Bigram	Features	from	Biographies:	
Table	C.4	presents	the	average	scores	of	the	four	models,	each	trained	on	a	tf-idf	weighted	
vocabulary	of	unigrams	and	bigrams	extracted	from	biographies,	evaluated	under	a	5-fold	
cross	validation	scheme.	

Table	C.4:	Biography	features	vocabulary	size	

Feature Model
Pro-ED Not	Pro-ED

Precision Recall F1-score Precision Recall F1-score

2000	
Unigrams	
and	

Bigrams	
from	

Biographies

NB 0.914 0.747 0.823 0.882 0.964 0.921

SVM 0.882 0.755 0.813 0.884 0.948 0.915

RF 0.875 0.713 0.786 0.866 0.948 0.905

LR 0.932 0.686 0.791 0.859 0.975 0.913

10,000	
Unigram	
and	

Bigrams	
from	

Biographies

NB 0.941 0.733 0.824 0.878 0.977 0.924

SVM 0.895 0.754 0.819 0.884 0.955 0.918

RF 0.879 0.709 0.785 0.865 0.950 0.906

LR 0.934 0.674 0.783 0.855 0.976 0.911

20,000	
Unigram	
and	

Bigrams	
from	

Biographies

NB 0.940 0.701 0.803 0.865 0.977 0.918

SVM 0.882 0.751 0.811 0.882 0.949 0.914

RF 0.839 0.715 0.772 0.865 0.930 0.896

LR 0.928 0.654 0.767 0.847 0.974 0.906

44,502	
Unigram	
and	

Bigrams	
from	

Biographies
(no	limit)

NB 0.951 0.675 0.790 0.856 0.982 0.915

SVM 0.885 0.754 0.814 0.883 0.950 0.916

RF 0.800 0.744 0.771 0.874 0.905 0.889

LR 0.924 0.649 0.762 0.845 0.973 0.904
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C.2.4	Character	n-gram	Features	from	Names:	
Table	C.5	presents	the	average	scores	of	the	four	models,	each	trained	on	a	tf-idf	weighted	
vocabulary	of	character	n-grams	of	length	3	to	15,	extracted	from	usernames	and	display	
names,	evaluated	under	a	5-fold	cross	validation	scheme.	

Table	C.5:	Name	features	vocabulary	size	

Feature Model
Pro-ED Not	Pro-ED

Precision Recall F1-score Precision Recall F1-score

2000	
Character		
n-grams	
from	
Names

NB 0.915 0.582 0.711 0.820 0.972 0.890

SVM 0.865 0.714 0.782 0.866 0.943 0.903

RF 0.850 0.688 0.760 0.855 0.938 0.895

LR 0.927 0.602 0.730 0.828 0.976 0.896

10,000	
Character		
n-grams	
from	
Names

NB 0.928 0.647 0.762 0.844 0.974 0.905

SVM 0.902 0.743 0.815 0.880 0.959 0.918

RF 0.876 0.714 0.787 0.867 0.949 0.906

LR 0.958 0.580 0.723 0.822 0.987 0.897

20,000	
Character		
n-grams	
from	
Names

NB 0.936 0.623 0.748 0.836 0.978 0.902

SVM 0.910 0.741 0.817 0.879 0.963 0.919

RF 0.881 0.705 0.783 0.863 0.951 0.905

LR 0.958 0.557 0.704 0.814 0.988 0.892

211,380	
Character		
n-grams	
from	
Names	
(no	limit)

NB 0.956 0.499 0.656 0.795 0.988 0.881

SVM 0.907 0.731 0.809 0.875 0.962 0.916

RF 0.845 0.682 0.755 0.852 0.936 0.892

LR 0.951 0.455 0.615 0.781 0.988 0.872
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