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Preface

This thesis is submitted in partial fulfilment of the requirements for the degree of Philosophiae Doctor
(PhD) at the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway. The
work was carried out in association with the NTNU Centre of Excellence (SFF, Norwegian: Senter for
fremragende forskning) for Autonomous Marine Operations and Systems (AMOS), which is funded
through the Research Council of Norway through the SFF funding scheme, Project number 223254 —
NTNU AMOS.

The PhD work has been carried out at the Department of Marine Technology (IMT) at NTNU. The main
supervisor was Professor Ingrid B. Utne. Professor Ingrid Schjelberg was co-supervising from the
beginning of the PhD period. Professor Ali Mosleh from the B. John Garrick Institute of the Risk
Sciences at the University of California in Los Angeles (UCLA), Henry Samueli School of Engineering
and Applied Science was appointed as co-supervisor in February 2018. During spring 2017, research

was carried out with Professor Mosleh at the B. John Garrick Institute of the Risk Sciences at UCLA.

This thesis targets readers across several fields, and the foremost are designers, risk analysts, and
operators of autonomous systems being used in a marine setting. This is not an exclusive audience since
the principles and findings in this thesis may apply to other autonomous systems, highly automated
systems, or parts of these. The presented results may influence the future perspective that is taken during

design and operation of such systems.

When I started my PhD research in August 2014, I had completed my master studies at the IMT at
NTNU. In my master thesis, I focused on risk and reliability assessment of remotely operated vehicles
and autonomous underwater vehicles. During the course of my PhD work, it became apparent that the
marine and maritime industry is undergoing a significant change by developing autonomous vessels and
ships. This trend is reflected in this dissertation since the first studies focused on underwater vehicles.
During the second half of the research period, the general challenges associated with the operation of

autonomous ships and vessels were addressed.

Trondheim, October 2018
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Summary

Autonomous marine systems (AMSs) are of increasing interest for the marine and maritime industries.
AMSs are engineered, computer-controlled systems that take (to some degree) decisions independent of
their human operators. Different types of AMSs can be differentiated, for example, maritime
autonomous surface ships (MASSs), autonomous underwater vehicles (AUVs), or unmanned surface
vehicles (USVs). AMSs reduce the operational cost, the risk with respect to personnel, and the energy
consumption in comparison to their conventional equivalents. AUVs are already in use and MASSs are
expected to be in operation before 2020 (Kongsberg Maritime, 2017). To accept these systems, the
public and authorities require that they are safe and do not have higher levels of risk than conventional

systems (Danish Maritime Authority, 2018).

The objective of this thesis is to present risk analysis and risk modelling approaches for AMSs. These
risk models and risk modelling approaches assist in demonstrating that AMSs are as safe as required
and provide decision support during the design and operation of AMSs. This thesis addresses three
issues: (i) Identification of risk-influencing factors for AMSs, (ii) presentation of risk analysis and risk
modelling approaches for AMSs, and (iii) description of a risk monitoring approach for the operation of

AMSs.

Risk assessments are used to analyse and evaluate the level of risk through risk models and suggest
improvement measures to reduce the level of risk if necessary (Rausand, 2011). In this thesis, current
risk models and approaches have been reviewed to evaluate their applicability for AMSs. AMSs have
recently received more attention with respect to their development and design. Only a few risk modelling
approaches exist for AMSs. It was found that software and the human operators are not considered in

sufficient detail in current risk models for AMSs.

A process to incorporate the risk contribution from software into risk analysis is presented in this thesis.
The process relies on the functional decomposition of software, identification of failure modes for the
functions, and assessment of the effect of the failure modes on the software output through failure mode
propagation. The functional level of software is defined. In addition, a functional failure mode taxonomy
for software is developed from the literature. This is necessary since the current taxonomies are not
coherent with respect to their level of system application, for example, the overall system level or

functional level.



The identified effects on the software output are related to the effect on the external interfaces of the
software, for example, human operators, other software systems, or actuators. These effects can be

included in risk models, such as fault trees, event trees, or Bayesian belief networks (BBN).

This thesis also addresses the interaction between the human operators and the AMSs in risk analysis.
First, the necessity to consider these interactions is highlighted in a risk management framework for
AUVs. The framework identifies two phases of risk management where the human operators need to be

considered; this is during risk analysis and during the identification of risk-mitigating measures.

Second, a risk model using a BBN for assessing human-autonomy collaboration (HAC) performance is
presented. This BBN combines factors related to the human operators and AMSs that influence HAC
performance. The most important factors are the human operators’ experience, human operators’
training, and workload. The influence of the human operators on the collaborative performance is
mediated by the level of autonomy of the AMSs. Autonomous function reliability and the situational
awareness capabilities of the AMSs are the most influential factors on HAC performance pertaining to

AMSs.

This thesis also presents a process for developing safety indicators for the operation of AMSs. Safety
indicators can be used to monitor the level of safety during the operation of AMSs. To prevent the
occurrence of accidents, the proposed process allows the development of an indicator system that
enables the human operators to assess whether the level of risk of operation is increasing. The indicators
address subsystems and aspects of the organisation that allow the identification of organisational and

technical weaknesses that may lead to an accident if not controlled.

Software governs the AMSs and controls most of the AMSs during operation. The software needs to be
safe and reliable. The human operators have a supervisory role and need to act when AMSs are not
capable of coping with the situation any longer. The risk modelling processes, approaches, and aspects
that are described in this thesis address the need to ensure and demonstrate that AMSs are safe with
respect to relevant human, technical, and organisational factors. Therefore, the implications from the
risk-influencing factors identified for HAC are important for the design of human-machine interfaces
and control systems to keep the human operators aware of the situation and enable them to act when

required.
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Thesis Structure

This thesis is written in the form of a collection of articles. The first part presents an introduction to the
research questions, research objectives, and a summary of the research executed to address these. Part II
contains the publications that form the basis of this thesis. The articles present the methods, results,

discussions, and conclusions in detail. Part III lists all previously completed theses at IMT.

Part I is structured as follows. Section 1 introduces the topic of AMSs and the challenges with respect
to risk and safety of these. Furthermore, Section 1.1 states the research question and the research
objectives underlying the research work. Section 1.2 summarizes the delimitations of the conducted

research.

Section 2 presents the theoretical background for the research work, defining risk and associated
concepts. In addition, this section gives an overview on the state-of-the-art risk assessment and analysis

for AMSs and software systems.

Section 3 summarizes the research methodology. It answers the questions: How the research presented

in the articles was approached and how the research in the articles is related.

Section 4 describes how the conducted research addresses the research objectives and research
questions. It gives an overview on the methods, results, and discussion of the contribution of the articles

included in this thesis.

Section 5 concludes the executed research, highlighting the implications and contributions for academic
research and for the industry. Section 5.3 gives an overview on research areas that should be addressed

in the future.
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1 Introduction

The marine environment is harsh and vast. Operating on the seas is demanding for seafarers and
operators of equipment for marine operations. The exposure to this environment is considered to be one
of the most dangerous to work in, resulting in several thousand accidents with multiple fatalities each
year (Allianz Global Corporate & Speciality, 2018). High costs are associated with damages to the
environment and loss of assets resulting from marine accidents (ibid.). Most of these accidents are
attributed to human error (ibid.). Manning ships with a sufficient number of personnel is expensive, and

accommodation areas for the crew use space that could be used for transporting cargo and payload.

In addition, the world is facing the challenge of global warming, fuelled by the emissions of greenhouse
gases, such as carbon dioxide, sulphur oxides, and nitrous oxides. The global maritime shipping industry
is responsible for 2.5% of all global greenhouse gas emissions, with a predicted increase of 50% to
250% until 2050 (European Commission, 2018). This creates additional pressure on the maritime
industry, which is supposed to reduce these emissions and use more environmentally sustainable

technologies.

Autonomous systems, such as self-driving cars and self-controlled flying drones, are being developed
and prototypes are in use. Similarly, autonomous marine systems (AMSs) are being developed to reduce
the exposure of personnel to the environment. These will reduce the risk for crew and operators and will
allow different operational concepts, such as slow steaming, to save money and reduce the emissions of
shipping. AMSs are expected to reduce risk and cost with respect to personnel significantly. Especially
for long-lasting science missions, synergy effects from the deployment of AMSs are to be expected,

increasing the operational range and capabilities. Figure 1 summarizes the different types of AMSs.

Autonomous ships, so-called maritime autonomous surface ships (MASSs; Redseth and Nordahl, 2017)
are considered the future of maritime transportation. Especially for transport in coastal areas, they are
expected to reduce the amount of trucks on roads and thereby improve the regional traffic and economic
situations. The first MASSs are expected to operate soon in coastal shipping in the fjords of Norway
(Kongsberg Maritime, 2017). Autonomous ferries (DNV-GL, 2018) and offshore supply vessels
(Kongsberg Maritime, 2016) are to be expected in operation soon. Several projects aim at developing

concepts for MASSs and establishing a base for standardisation, for example, ReVolt (DNV-GL, 2015;



1 Introduction

Tvete, 2015), Maritime Unmanned Navigation through Intelligence in Networks (MUNIN, 2012), or
Advanced Autonomous Waterborne Applications (AAWA, 2016).

Autonomous marine
systems

(AMSs)

Autonomous surface

Underwater vehicles .
vehicles

Autonomous Maritime .
. : Unmanned . Unmanned surface
Sllb[ﬂ aries . . autonomous Surface N .
(not further : underwater vehicles ships : vehicles
described) : (UUVs) (MASS) (USVs)

Remotely operated Autonomous

vehicles underwater vehicles
(ROVs) (AUVs)

Figure 1 Types and classifications of autonomous marine systems, adapted and extended from Redseth and
Nordahl (2017). The dotted box marks the systems that were investigated in this thesis.

Unmanned surface vehicles (USVs) are small vessels (2—15 m length and 1.5-10 t weight; Bertram,
2008) that are remotely controlled. They are used for surveys of the oceans and do not transport goods
or people. Concepts of MASSs and USVs have received increased attention in recent years due to the
technical feasibility. The first prototypes are in use (Manley, 2008; Yan et al., 2010; Bertram, 2008,
2016). The Trondheimsfjord in Norway became one of the first test areas for MASSs and USVs
(Norwegian Maritime Authority, 2016).

Underwater vehicles, especially unmanned underwater vehicles (UUVs), are commonly used AMSs.
Autonomous underwater vehicles (AUVs) and remotely operated vehicles (ROVs) make up this
category. AUVs have existed for several decades and are characterised through their capability to survey
the subsea ocean environment on a larger scale than with divers or submarines. AUVs are used, for
example, for mapping the seafloor, inspecting pipelines, or measuring sea water properties of the water
column (Yuh et al., 2011). AUVs do not need input from human operators under normal operation
conditions. AUVs operate in conditions similar to missions in space, with little prior knowledge and

high uncertainty (Harris et al., 2016).



1.1 Research Questions and Objectives

ROVs are underwater robots, which are normally controlled by human operators through a tethered
connection to a surface vessel to land-based human operators (Christ and Wernli, 2007) or a subsea
garage. ROVs with more autonomous functionalities are developed. ROVs will become so-called
autonomous ROVs (AROVs). AROVs will be used in underwater intervention, maintenance, and repair
operations to reduce operational cost. Large parts of an operation should be carried out by AROVs
without human operators intervening (Hegde et al., 2015; Hegde, 2018). Hence, AUVs and AROVs will
be more difficult to differentiate in the future. Manned autonomous submarines have not been discussed
yet but might be relevant in the future, for example, as tourist attractions. Hence, these systems are not

further discussed.

AMS must be safe and reliable to be accepted by the regulatory bodies and the public (Nautilus
Federation, 2018; Earthy and Liitzhoft, 2018). The public may demand that AMSs have a better safety
performance than conventional ships. For this purpose, it is necessary to demonstrate that these systems
will not lead to an increased level of risk, in particular, with respect to the loss of life, damage to the

environment, or damage to assets (Wrdbel et al., 2017; Utne et al., 2017).

A risk-based approach was recommended to be part of the future international legislation for MASSs
(Danish Maritime Authority, 2018). Lloyd's Register (2016) requires that a risk-based design approach
is used for the development of MASSs (called cyber-enabled ships by Lloyd’s Register). For operation
of MASS:s in the Trondheimsfjord in Norway, actors need to demonstrate that the risk was assessed and

evaluated as reasonably low (Norwegian Maritime Authority, 2016).

This thesis addresses risk modelling and risk analysis of AMSs. The next section defines the research

questions and objectives that underlie this thesis.

1.1 Research Questions and Objectives

The study by the Nautilus Federation (2018) shows that a high scepticism towards risk assessments for
MASSs is to be expected. In general, risk assessments of new technological systems are difficult since
there has been no experience with these systems and hence no data for evaluation are available. In
addition, complex system interactions are to be expected for AMSs due to the technical complexity of

the system operating in the marine environment (Harris et al., 2016; Utne et al., 2017).

There are three main challenges with respect to the risk assessment of complex AMSs. First, inclusion

of software in risk assessment of technological systems is difficult (Mosleh, 2014). The software that is
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used in autonomous ships could introduce significant risks for the company operating AMSs (Earthy
and Liitzhoft, 2018).

The second challenge lies in assessing the role of the human operators, who will supervise the AMS and
intervene if necessary. Different levels of autonomy (LoA) influence the collaborative performance of
the human operators with the AMSs (Cummings, 2014). This interaction needs to be included in risk

assessments to fully address the associated implications (Utne et al., 2017; Earthy and Liitzhoft, 2018).

The third challenge with respect to risk assessment of AMSs arises from the dynamic marine
environment. The weather, sea state, and environment are changing continuously. The AMS will
encounter different traffic situations and interact with different marine stakeholders. The changes in
environmental, technical, and organisational conditions occur more frequent than updates of risk
assessments (Knegtering and Pasman, 2013). Hence, tools are necessary to monitor the level of risk of
AMSs’ operations. Therefore, risk monitoring of AMS operation is an important aspect to ensure safe

operation.

This thesis addresses this challenge of analysing and modelling the risk of AMSs. It attempts to answer
the overall research question, how to model and analyse the risk of autonomous marine systems, and
contribute to safe operation of AMSs by answering three research questions. The first research question
aims at the identification of risk analysis needs for AMSs. Based on the first research question, two

research objectives have been formulated.

Overall Research Question:

How to model and analyse the risk of autonomous marine systems?

Research Question 1 (RQ1):
Are current risk assessment methods and models able to assess the level of

risk of autonomous marine systems?

The first research objective (RO1) aims at identifying and assessing risk-influencing factors (RIFs) that
will actually influence the level of risk of AMSs. The RIFs are related to how AMSs are different from

conventional maritime and marine systems, such as ships or submarines.
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With the input from RO, the second research objective (RO2) aims at identifying whether the current
models and methods are suitable for the assessment and modelling of the level of risk of AMS:s. If they
are suitable, it is possible to also identify the shortcomings of these models or the necessary

modifications to these models.

Research Objective 1 (RO1):
Derive risk-influencing factors that need to be included in risk assessments for

autonomous marine systems.

Research Objective 2 (RO2):
Review current risk assessment methods for marine systems and assess their

applicability to autonomous marine systems.

The second research question investigates how software and the interaction between the AMS and the
human operators affect the operation of AMSs. To visualise and collect the information, which is

obtained through RO1 and RO2, risk models are developed in research objective 3 (RO3).

Research Question 2 (RQ2):
How do software and human interaction with the system contribute to the

level of risk of autonomous marine systems?

Research Objective 3 (RO3):
Develop models for the assessment of the influence of software and human

operators on the risk level of the operation of autonomous marine systems.

With the risk models at hand, one question arises for the operation of AMSs, research question 3 (RQ3),
which addresses how the level of risk can be monitored. As a way to answer the research question,
research objective 4 (RO4) was formulated, which uses the collected information from the other research

objectives.

Research Question 3 (RQ3):
How can the level of risk of autonomous marine systems be monitored

during operation with respect to their specific system requirements?
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Research Objective 4 (RO4):
Develop a risk monitoring approach based on safety indicators for autonomous

marine systems.

1.2 Delimitations

There are several types of AMSs and concepts. To limit the extent of the research, the focus in this thesis
is on MASSs and AUVs. MASSs are still under development or in the concept stage. Unlike
conventional ships, insufficient data are available for MASSs. Hence, quantification of models is

difficult. The work in this thesis is mainly qualitative in nature.

For quantitative examples related to AUVs, the data and experience from the Applied Underwater
Robotics Laboratory (AUR Lab) at NTNU and data from the literature have been used. The MASS
concepts that are described in this thesis were developed based on available information in the literature.
Future AMSs might be operated differently than described in this thesis. AUVs and MASSs are different
concepts, and the application of results obtained from the analysis of AUVs must be considered with
care when being transferred to other AMSs. However, the results are assumed to be generally valid, and

the transfer of knowledge is assumed to be possible.

AROVs are used in the case study in Articles 2 and 3. A decision-support system is analysed that was
developed for AROVs. A similar system may be envisioned for MASS or AUV operation. Other results
may be transferred to the case of operation of AROVs.

Occupational risk and the hazards for personnel working in the maritime environment are not covered
in this thesis. The thesis aims at addressing major accidents that will lead to loss of the AMSs or to
severe damage to assets, the environment, or people. Interaction of third-party individuals that find a
lost AMS may also lead to damage to their health (Stokey et al., 1999). However, this aspect is not

further considered.

In general, the results described in Section 4 may apply to other autonomous systems, such as other
AMSs, autonomous cars, autonomous aircrafts, or autonomous spacecraft. The application and transfer
of results should be executed with care, and adaption may be necessary to fit the context of operation of

these systems.
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This section summarises the background for this thesis. It addresses risk assessment, risk modelling,
and sets these in the context of AMSs. This section also summarises previous work on risk analysis of
AMSs, how software has been included in risk analysis, and provides a brief introduction on safety

indicators for safety monitoring.

Risk may be interpreted in different ways (Aven, 2012). Hence, the risk concept that is used throughout
this thesis must be clarified. Risk is the effect of uncertainty on objectives (International Organization
for Standardization (ISO), 2009). It can be further refined as a combination of the consequences of an
event and the associated likelihood of the event (ISO, 2009). The measure of likelihood may be
probability or frequency. Risk may therefore be defined as the combined answer to (i) what can go
wrong, (ii) how likely is it that it will happen, and (iii) if it does happen, what are the consequences?
(Kaplan and Garrick, 1981).

Risk assessment is the process to find answers to these questions. It consist of risk identification, risk
analysis, and risk evaluation (ISO, 2009). Risk analysis is the process to comprehend the nature of risk
and to determine the level of risk (ISO, 2009). A source of danger that may cause harm to an asset
(Rausand, 2011) is called a hazard. Reviewing hazards may identify sources of potential harm to the
system, which gives input to risk analysis. A RIF is an aspect (event or condition) of a system or an

activity that affects the risk level of this system or activity (Qien, 2001b).

Risk management of an organisation comprises the coordinated activities to direct and control an
organisation with regard to risk (ISO, 2009). The set of components that provide the foundations and
organisational arrangements for designing, implementing, monitoring, reviewing and continually
improving risk management throughout the organisation (ISO, 2009) form the risk management

framework.

The aim of risk management is to reduce the risk associated with an activity to an acceptable level. For
this purpose, risk-mitigating measures are identified based on the findings in the risk analysis and
evaluation process. Risk-mitigating measures, or so-called barriers (Sklet, 2006),may be, among others,
engineering solutions that modify or enhance the design of a system, procedures, or specialised training

for human operators.
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With these concepts defined, the risk associated with the operation of AMSs can be identified and
assessed. For MASSs, risk analysis attempts to find the likelihood of events, such as collision, allision,
grounding, or stranding and the assessment of the severity of the associated consequences, such as
damage to people, damage of the MASS, damage to other ships and infrastructure, pollution of the
environment, loss of cargo, or damage to cargo (Kretschmann, Redseth, Tjora, et al., 2015). Fire, loss
of hull integrity, and loss of stability are also system hazards that may be a result of the aforementioned
events (ibid.). Collision and grounding of a conventional vessel is the largest contributor to the level of
risk of conventional maritime shipping (Pedersen, 2010). The risk spectrum for MASSs might change
compared to conventional ships (Wrobel et al., 2016).

For AUVs, the hazards and the associated consequences are different. An AUV may, among others,
collide with fixed structures, the seafloor, vessels, and other swimming objects; lose integrity or power;
or stop actuating. This may lead to the loss of the vehicle, damage to equipment, damage to other assets,
or loss of data (Manley, 2007; Utne and Schjelberg, 2014; Brito and Griffiths, 2016a). In most cases,

these consequences are related to monetary loss.

2.1 Autonomous Marine Systems and Related Concepts

Autonomy is the ability of a system to make its own decisions and to adapt to the circumstances to
achieve the overall goal of the system. This is achieved without additional decisions or input from
supervising agents, such as human operators or other systems (Vagia et al., 2016). Autonomy and
automation are often used interchangeable (ibid.). However, these two concepts are not the same.
Automation means that a task that has been executed formerly by a human is executed by a technical
system instead. An autonomous system is automated. However, an automated system is not necessarily
autonomous. The concept of autonomy goes further than simply substituting human operators with a
technological system. Several more dimensions need to be considered (cf. Huang, 2007; Insaurralde and

Lane, 2012; Kaber, 2017), when defining the autonomy of a system.

Levels of automation, often called LoAs, refer to the degree of automation. This implies a certain degree
of independent decision making to achieve an overall mission goal from operators for a higher LoA
(ibid.). This thesis focuses on autonomy. An autonomous system that is capable of changing the LoA

according to the circumstances is designed with adaptive autonomy (Sheridan, 2011).

Scales that are often used to describe the LoA were presented by Sheridan and Verplank (1978) and
Endsley and Kaber (1999). More detailed reviews of LoA scales can be found in the work by Insaurralde
and Lane (2012), or Vagia et al. (2016). Redseth and Nordahl (2017) presented LoA scales for
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continuously manned and periodically or completely unmanned MASSs. Utne et al. (2017) presented
LoAs that address generally autonomous systems but are well suited for AMSs. This scale is described
in Table 2.

Table 2 Levels of autonomy developed specifically for autonomous marine systems, adapted from Utne et al.

(2017).
LoA Type of operation  Description
1 Automatic The AMS operates automatically; the human operators give high-level mission
operation (remote plans and control each phase. Mission and environmental data are presented
control) through a human-machine interface (HMI) to the human operators.
2 Management by The AMS makes recommendations to the human operators, suggesting mission
consent or process-related actions for specific functions. The AMS prompts the human

operators for decision or information at critical or important mission points. Such
an AMS may have a limited bandwidth for communication due to the distance to
the operational base. The AMS may also act independently from the human
operators for a period of time if delegated to do so.

3 Semi-autonomous The AMS takes its own decisions when the required reaction time for human
operation or operators is too short. The human operators have the possibility to change certain
management by parameters and cancel or redirect certain actions within a certain time frame. The
consent human operators are specifically alerted and called upon just for certain

exceptions and decisions.

4 Highly autonomous  The AMS carries out a mission or a process without input from human operators.
operation It can plan and re-plan its actions to achieve the mission or execute the process.
The human operators may gain information on the progress, but the AMS

operates independently and intelligently in an often unstructured environment.

Redseth and Nordahl (2017) showed that unmanned is not the same as autonomous. A MASS may still
be manned, while the bridge is unmanned part of the time. An unmanned ship may be remotely
controlled (e.g., an USV), which may be located in LoA 1 of the scale. It is expected that different
MASS concepts will emerge, addressing different LoAs and using different operational concepts,

depending on the application of the MASS (Redseth and Burmeister, 2015).

Three main concepts are currently differentiated for MASSs, (i) low manned vessels with a partly
unattended bridge (Bertram, 2016; Radseth and Nordahl, 2017), (ii) a swarm of MASSs supervised by
one manned ship, also called master-slave (Bertram, 2016), and (iii) MASSs supervised by shore control
centres (SCCs; Radseth et al., 2014; Radseth and Nordahl, 2017). A MASS with low manning (i) is an
intermediate solution to unmanned autonomous vessels during the transition period (Bertram, 2016;

Kongsberg Maritime, 2017). The crew on board a vessel is then reduced in comparison to conventional

shipping.
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AUVs are currently located in LoA 2 and LoA 3 of the scale presented above. They are pre-programmed
and will execute their mission only with limited input from the human operators. ROVs are typically
found in LoA 1, whereas AROV's may be found in LoA 2 and LoA 3 (Hegde et al., 2018). Current ships
employ advanced technological systems, such as complex automation and dynamic positioning (DP)
systems (Utne et al., 2017; Earthy and Liitzh6ft, 2018). The DP system aboard a vessel is used to keep
a vessel on a certain position on the sea within a small allowable tolerance. It enables a vessel to
manoeuvre very precisely and hence may be an important part of a MASS (AAWA, 2016; Bureau
Veritas, 2017).

2.2 Risk Assessment of Autonomous Marine Systems
2.2.1 Autonomous Underwater Vehicles and Autonomous Remotely Operated Vehicles

Risk assessment and modelling of AUVs and AROVss were presented to some extent in the literature.
These use operational data. Few risk assessments for MASSs are available and only for conceptual
MASSs. Hence, this subsection summarises the available literature on AUVs and AROVs first. The

literature on MASSs and advanced technological ships is summarised in the latter part of this section.

Griffiths and Brito (2008) presented a risk management approach for AUVs used in Polar Regions. The
approach was based on an expert assessment of the RIFs that affect the risk of operation. Risk was
defined as the loss of an AUV in combination with the probability of loss. They developed a Bayesian
belief network (BBN) that includes RIFs related to the environmental conditions, the vessel from which

the operation is conducted, and the ability of the AUV to operate in these conditions.

Brito and Griffiths (2009) used an expert’s judgement on the fault logs of an AUV to assess the mission
risk of polar expeditions. The risk estimation was used to justify the mission executions, which would
not have been conducted without the risk assessment. Hence, they argued that risk management is a
suitable tool to make decisions related to AUV missions. Brito et al. (2010) demonstrated how this

knowledge may be transferred and used in risk management and decision making for polar missions.

Griffiths et al. (2009) used expert elicitation on the fault logs of two REMUS 100 AUVs. The elicitation
assessed the probability of loss, depending on the length of the operation, for different scenarios. The

results may be used to limit the mission length based on the acceptable risk level.

Utne and Schjelberg (2014) described a systematic risk assessment approach for AUVs. The process
followed the generic risk management standard described by the International Organization for

Standardization in ISO 31000 (2009). Along with the process, they identified and developed potential
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hazardous events and a hazard taxonomy for AUV operations in the categories of natural events,
technical events, human behaviour events, and malicious events. The hazard taxonomy may be
considered when conducting a risk assessment for AUVs. They described how safety systems for AUVs
may be developed and guided by the standard for functional safety electrical/electronic/programmable

electronic safety-related systems, under IEC 61508 (2010).

Brito and Griffiths (2016a) summarised risk management of AUVs and how this may assist in
operational decision making. They highlighted that different stakeholders may have a different
perspective on the risk of AUVs that must be addressed, for example, the owner of the AUVs may focus
on the loss of the system, while the users may define risk through the unavailability of the AUVs.

Brito and Griffiths (2016b) extended their previous work by including more detailed RIFs in their BBN.
These are RIFs, such as underwater obstacles, surface conditions, ice coverage, and vessel recovery
effectiveness. They demonstrated how the model may be used to assess the risk retrospectively and to
predict the risk of a mission using encountered and expected conditions, respectively. They (ibid.) also
showed how performing missions may be used to update the probabilities in the BBN to refine the risk

estimates with operational experience.

Harris et al. (2016) addressed the challenges of risk assessment of AUVs. They reviewed methods that
are used to assess the risk of operating AUVs. As predictive tools, they listed failure mode and effects
analysis (FMEA), fault tree analysis (FTA), and event tree analysis (ETA). The lack of reliability data
for components may be overcome by simulation approaches, expert predictions, data recording, and
consequent data updating. They (ibid.) addressed the challenge of operating multiple vehicles and
vehicle types together. They recommended addressing the different levels of the system, for example,
the subsystem, vehicle, or multiple vehicles, to identify the risk contributors through a bottom-up

approach.

Hegde et al. (2016) developed a safety indicator approach for AROVs. The indicators measure time to
collision, mean time to collision, and mean impact energy. These indicators are associated with RIFs,
namely, acceleration, distance to target, vehicle velocity, and drag. The mission may be divided into

different phases to estimate the level of risk during these different phases and provide decision support.

Brito and Griffiths (2018) demonstrated how, similar to the processes presented in their earlier research,
the effect of risk mitigation measures and fault removal attempts on the mission risk can be assessed

through expert elicitation.
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Hegde et al. (2018) presented a BBN for assessing the probability of preliminary aborting an AROV
mission. They included mainly technical nodes, representing the subsystems involved in the operation,
the subsea environment, and organisational nodes, such as LoA, human supervisor state and training,
and other operational parameters. They used expert judgement with industry professionals for the

quantification of the network. The BBN provides decision support to human AROV operators.

2.2.2 Maritime Autonomous Surface Ships and Advanced Ships

Only a few publications focus on MASSs. Radseth and Tjora (2014) and Redseth and Burmeister (2015)
presented their approaches to assess the risk of MASSs in an early development phase as part of the
MUNIN project. They highlighted that such an assessment should be conducted before the system
requirements are defined. The process should give input to the requirements. Initial scenarios were used

to identify hazards, develop risk-mitigating measures, and verify the design.

Reodseth and Burmeister (2015) listed hazards for MASSs that need the most attention: interaction with
other ships, errors in detection and classification of obstacles, breakdown of propulsion, the behaviour
of the MASSs in heavy weather, and issues related to cyber security and piracy. They reasoned that
human operators, located in a SCC, may communicate with other traffic participants or identify objects

through a screen, to solve hazardous situations.

Kretschmann, Redseth, Tjora, et al. (2015) and Kretschmann, Redseth, Sage Fuller, et al. (2015)
presented the qualitative and quantitative evaluation, respectively, of the MUNIN project, including a
risk assessment. For the qualitative evaluation, they conducted a hazard identification, which named,
among others, human error in operation and maintenance, foundering in heavy weather, and cyber
security issues as the most important hazards. The quantitative risk analysis was based on the results by

Jensen (2015).

Jensen (2015) used ETA and FTA to assess the level of risk of the MUNIN concept cargo ship during a
voyage. For the assessment of the initiating events (i.e., possible collision encounter and groundings)
automatic identification system data were used. The ETA and FTA contained mainly events that are
related to the environment and technical failures. Software and human operators’ failures were

incorporated with a low level of detain in the risk model.

The AAWA (2016) report summarised, among others, safety and security related considerations of the
AAWA project. The authors highlighted some issues that need attention with respect to their
contribution to the level of risk of MASS operation:
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e Reliability of safety critical equipment;

e Validation of safety related information and communication equipment, and software;
¢ Reliability of mechanical equipment (i.e., maintenance);

e Remote operation and monitoring of the MASS by human operators;

e Security aspects, such as cyber security;

e Management of emergencies with remotely located human operators.

Li et al. (2016) presented their experimental and simulation results on the roll behaviour of an USV.
The knowledge gained through these tests provided input on the risk analysis of USVs in heavy sea and
adverse weather. For this particular USV design, the safe regions of operation could be identified. These

may be included in the control system of USVs to operate them safely in adverse sea states.

Wrébel et al. (2016) presented their results for the hazard analysis of MASSs. They used a BBN to

structure their findings in four groups:

e Navigation, which may lead to grounding or collision;
o Engineering (steering, propulsion, and electrical power);
o Stability and associated considerations;

e Miscellaneous (e.g., fire, piracy, and communication).

These groups are influenced by root causes, which were summarised as maintenance regime, sensor

performance, control algorithms, external information, and alerting (of human operators on shore).

Utne et al. (2017) addressed risk management of manned and unmanned AMSs, with different LoAs.
The article highlighted the RIFs that affect the risk of MASSs, which are grouped in mission/operation,
environment, and system. In mission/operation and system, they mentioned human fatigue, human
absence from the control room, human-operator intoxication, and human-operator training and
experience. They recommended developing risk models that provide online decision support,

incorporating the identified RIFs to ensure safe operation.

Wrébel et al. (2017) conducted a what-if analysis to assess the effect of introducing autonomy to ships
in the maritime industry. MASSs may contribute to the reduction of the frequency of collisions and
groundings. The main challenge was considered the remoteness of the human operators, which has the
benefit that the risk to personnel is reduced. However, this remoteness implies that, in case of an
accident, the human operators cannot take a recovering role. The uncertainty with respect to the
operational conditions was highlighted. The results were preliminary, and more knowledge about the

operational conditions and hazards that affect MASSs is needed.
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Rokseth et al. (2016, 2017) used the system-theoretic process analysis (STPA) and FMEA to identify,
analyse and develop verification goals for the DP system of ships. The use of the FMEA and STPA
together revealed hazards that would be overlooked using just one of these methods. Consequently,
hazard and risk analysis were improved, which may lead to improved verification goals and may

improve systems.

Ait Allal et al. (2017) presented their considerations for safe and reliable communication architectures
for MASSs for different areas with different communication infrastructures. The research emphasised
that there should be a failsafe strategy, in case the primary communication line to the SCC or other

marine participants is not available.

Earthy and Liitzhoft (2018) summarised the challenges of MASSs and advanced ships with respect to
demonstrating safety and compliance with regulations. They highlighted that it is necessary to
demonstrate that it is safe to reduce the manning level. An important aspect for this demonstration is the
assessment of the interaction between operators and the crew with the MASS or advanced ship. Risk

assessments and the included factors depend highly on the concept of use and the concept of the ship.

Valdez Banda and Kannos (2018) analysed the hazards for an autonomous city ferry project in Finland
through STPA with the input from different stakeholders and experts. They identify 15 hazards, which
may if not controlled lead to accidents, such as collision, grounding, or passengers being involved in

accidents. One of the focus areas is software failures of artificial intelligence.

Wrobel et al. (2018) developed a safety control structure model for MASSs. They analysed it with the
STPA to identify possible scenarios in which control structures may become inadequate. The analysis
highlighted its preliminary status, addressing the uncertainty with respect to the design of MASSs.
Technical issues have been identified as the factor contributing most to safety-related issues, followed

by the interaction between SCC and the regulatory framework it needs to act under.

Human operators are relevant during the remote control of MASSs. Otherwise, they play a minor role
as contributors to the risk of the MASS operation (ibid.). However, they may take a supervisory role
and may need to take (limited possible) actions in case of a technical failure. The environment does not
pose a hazard since MASSs must be able to cope with the circumstances (ibid.). Safety control functions
need to be implemented on different levels of the whole MASS system, ranging from the regulatory

framework over organisational issues to the technical solution of the MASS itself.
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From the presented literature, it can be seen that the risk contribution from the operation software is
very important. However, only a few publications assess or address the risk contribution from the
software system in an AMS. None attempted a detailed analysis or presented methods to attempt such a
venture. In addition, the risk contribution from the interaction of human operators with the AMS may
affect the level of risk significantly. However, this has not been addressed in the literature in detail. The
next subsection summarises approaches to analyse the contribution of software to the level of risk of a

system or an operation.

2.3 Software Contribution to the Level of Risk

Software is and will be an important part of AMSs. Software is found in sensors, control systems,
guidance and navigation systems, and monitoring systems. Remote control and supervision will be
accomplished through human-machine interfaces (HMI) on shore or on board the vessel. Software fails
mainly due to design error, and unlike hardware systems, the failure rate of software is not time
dependent (Chu et al., 2009). No attempts were made so far to include the software contribution in the
risk level in risk assessments of AMSs. Hence, this section summarises the findings from other types of

systems’ analyses.

The reliability of software is of high concern, and many models for software reliability exist. For
examples of references and models, see Chu et al. (2010), Yamada (2014), or the recommended practices
on software reliability (Institute of Electrical and Electronics Engineers (IEEE), 2016). However,
software that works reliably does not need to work safely and may contribute under certain
circumstances to the level of risk (Garrett and Apostolakis, 1999). Therefore, software reliability

methods are only applicable to a limited extent to assess the contribution to the risk level.

Software FMEA has been in use for many years, but no formal process has been developed (Ozarin,
2003). Several publications described software FMEA, for example, Ristord and Esmenjaud (2002),
Huang et al. (2009), Stadler and Seidl (2013), Park et al. (2014), and Prasanna et al. (2014). Li et al.

(2003) and Li (2004) developed a failure mode taxonomy for software focusing on the functions.

The Organization for Economic Co-operation and Development (OECD, 2014) presented a taxonomy
for hardware and software failure modes. The taxonomy builds on research by Li et al. (2003); Li (2004);
Li et al. (2005), Authen et al. (2010), Authen and Holmberg (2012, 2013), and Holmberg et al. (2012),
among others. One challenge with the variety of taxonomies of software failure modes is the

inconsistency in the system level of application. Only OECD (2014) attempted to clearly state the system
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2 Theoretical Background

levels that are addressed, for example, the overall system level, division level, instrumentation and

control unit level, and instrumentation and control categories.

Garrett et al. (1995) and Guarro et al. (1996) developed the dynamic flowgraph methodology (DFM) to
assess the dependability and safety of software systems in two steps: (i) build the model for the software
system and (ii) analyse the model to build fault trees (FT). A DFM model is a directed graph with
functional relations (the causality network) and conditions that trigger functional relations (conditional
network). The software system is considered a flow of information that is manipulated by different

software functions.

Several extensions have been developed for the DFM, such as those by Al-Dabbagh (2009) and Al-
Dabbagh and Lu (2010), who developed reusable models to describe networked control systems.
Aldemir et al. (2009) and Aldemir et al. (2010) use Markov cell mapping in combination with DFM.
The process is capable of capturing system behaviour dynamically, discovering event sequences that

otherwise would not have been found.

The US National Aeronautics and Space Administration (NASA) implemented DFM in their context-
based software risk assessment methodology (CSRM), which is used to identify, analyse, and mitigate
risks associated with space missions (Stamatelatos et al., 2011; Guarro et al., 2013). For simple software
systems, NASA suggested using simple logic models (e.g., FTA). For complex software systems that
depend on timing, NASA suggested using DFM.

Hewett and Seker (2005) assessed the contribution of embedded software systems similar to DFM.

Decision tables represent the software behaviour. Timed FTs are built through backwards reasoning.

Li et al. (2003) and Li (2004) used the developed software failure mode taxonomy to implement
identified failure modes in FTA and event sequence diagrams. Only selected failure modes were

implemented in the analysis, not differentiating the levels of software decomposition.

Wei (2006) and Wei et al. (2010) built on the failure modes by Li et al. (2003) and Li (2004) and
described the propagation behaviour through a software system for these failure modes. This behaviour
is used to simulate the software behaviour in the case of software failure and to implement the resulting

relevant events in risk analysis.

Zhu (2005) and Zhu et al. (2007) included software failures in dynamic risk assessment, building on the
work by Wei (2006). Software failures are injected in a dynamic risk analysis model and the simulation

reacts to these failures. The resulting software behaviour is implemented in dynamic FTs.
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2.4 Risk Monitoring and Safety Indicators

Leveson (2004) and Leveson et al. (2012) described STPA. In the process, a model of the system is built
and assessed from a control perspective to identify hazards that arise through insufficient control.
Abdulkhaleq and Wagner (2015) and Abdulkhaleq et al. (2015) extended the STPA for automated model
checking of critical software applications, identifying potential hazardous situations from a software

model and verifying that the control actions are safe.

Most of the described methods require that the software system is fully specified or even exists. The
AMSs, especially MASSs, are conceptual, the information on the software may be limited due to an
early development stage or proprietary reasons. Hence, approaches are needed that enable risk analysts
to identify software-related failure events that may influence the level of risk and include these in risk

assessment.

2.4 Risk Monitoring and Safety Indicators

Industries, which are associated with a high level of risk, such as the chemical process industry or the
oil and gas industry, monitor the risk with indicators on different organisational levels, for example, an
industrial level (e.g., Vinnem, 2010), at a company level (e.g., Reiman and Pietikainen, 2012), or at a
single plant or unit of operation (e.g., Skogdalen et al., 2011; Hassan and Khan, 2012; @ien, 2013).
These indicators are specific to the level of organisation and have only limited applicability for other

levels.

Risk and safety indicators are not the same and have different implications. Risk indicators are founded
on a risk-based approach, such as a risk model (Qien et al., 2011), for example, @ien (2001a) or Yien
(2001b). A risk indicator is the measurable variable of a RIF. Safety indicators, on the other hand,
represent how safe a system presently is, for example, through event indicators, barrier indicators,
activity indicators, and programmatic indicators (@ien, 2013). A safety indicator may be defined as a
measurable or operational variable that can be used to describe the level of safety of operation (adapted
from the definition of an indicator by @ien, 2001b). A thorough review of safety indicators was
presented by Swuste et al. (2016), who discussed other definitions that are in use in the scientific

community and in different industries.

Occupational safety indicators and process safety indicators are the two main types of safety indicators
in use. The first type of indicators may not apply to AMSs since they refer to the wellbeing of personnel
and accidents related to personnel. In many cases of AMS operation, personnel will be working away
from the AMS. Early warning indicators provide information on the performance of barriers, which can

prevent a potential incident (Jien, 2008). Outcome indicators measure the occurrence of undesired
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events, reflecting actual operational safety performance (International Atomic Energy Agency (IAEA),
2000). For AMSs, such undesired events could be the loss of position, navigational errors, or

misinterpretation of sensor data.

Reodseth et al. (2014) described a performance monitoring approach for the MUNIN project. They did
not address the safety indicator directly. However, they suggested indicators in the categories of
functional condition index, functional status index, technical status index, and technical condition index.
These indicators aim at highlighting different conditions of the MASSs. Some of the identified
indicators could be described as safety indicators, such as high traffic density, reduced manoeuvrability,

or reduced redundancy capabilities.

Only one publication addressed risk monitoring or AMSs. This indicates that more work is necessary to

develop approaches for risk and safety monitoring of AMSs.
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3 Research Approach

3.1 Research Methodology

Research can be categorised into two types, basic research and applied research (Roll-Hansen, 2009).
Basic research attempts to manage and increase knowledge that is generally valid. Applied research can
be understood as the intersection between science and politics. It is dedicated to solving a practical
problem by applying general knowledge (ibid.). Both types are not mutually exclusive, and basic
research can solve a practical problem. The research that is described in this doctoral thesis can be
classified primarily as applied research. Knowledge is applied to solve the challenges associated with

risk analysis of AMSs. To achieve this goal, some knowledge had to be developed.

Three main types of research methodology can be differentiated: qualitative, quantitative, and mixed
methods (Creswell, 2014). Qualitative research uses an inductive approach to analyse and interpret data.
It aims at understanding a particular topic and extending it to a general context. Quantitative research
uses measurable variables to analyse relationships and support outlined theories. This is an inductive
approach since theories might be rejected, and other explanations can be found through the analysis
(ibid.).

Mixed research approaches combine qualitative and quantitative methods to analyse a research problem
in more detail and provide a more complete understanding. These concepts are not as clearly
distinguishable as the definition suggests. The research approaches always have an overlap and share

common aspects (Creswell, 2014).

In addition to the research methodology types mentioned above, Kothari (2004) named several other
research types. Some of these are briefly described. Descriptive research is defining and describing the
state of a system or an object to document its state and circumstances. Analytical research analyses a

system by examining system variables and exploring the research topic in this way.

The thought process that aims to develop and formulate theories and concepts drives conceptual
research. Empirically driven research uses data analysis to establish and formulate theories and
information. Inferential research builds on knowledge in a database to derive characteristics and

relationships. Experimental research executes more control on data since data are obtained directly in
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3 Research Approach

specifically designed experiments. A simulation approach to research derives data from an artificial

environment (i.e., a numerical model; ibid.).

The articles included in this thesis fall into different categories of the research methodology types. Table
3 summarizes the research methodology types that can be found in the articles enclosed in this thesis.
As stated earlier, the research is predominantly applied research. Hence, basic and applied research types

are not listed.

Table 3 Research types found in the articles enclosed in this thesis.

Research type Article1 Article2 Article3 Article4 Article5 Article 6

Qualitative

Quantitative

Mixed

Descriptive

Analytical

Conceptual Yes Yes Yes Yes Yes Yes
Empirical No No No No No No
Inferential Yes Yes Yes Yes Yes Yes
Experimental No No Yes No No Yes
Simulation No No No No ) No

Article 1 presents a literature review and hence is qualitative. The research is inferential for the same
reasons. The research is also conceptual since the analysis relies on the conceptual description of
MASSs. The research in Article 1 is descriptive and analytical, describing the state-of-the-art MASSs
and analysing existing risk models for ships with respect to their applicability to MASSs.

Article 2 merges failure mode taxonomies for software functions in a comprehensive failure mode
taxonomy. The work is qualitative and is based on the description of the derived taxonomy and case
study. The article infers knowledge from early publications using conceptual considerations and

descriptions.

Article 3 uses the failure mode taxonomy from Article 2 and describes the propagation behaviour of the
failure modes through a software system. This makes it descriptive and qualitative research. The
findings are inferred from the reviewed literature. The failure modes and their propagation behaviour

are embedded in a risk assessment process that is demonstrated on a conceptual case study.

Article 4 develops a BBN for assessing the collaborative performance of human operators and AMSs
(i.e., AUVs). The article presents mixed research since most of the information is gathered qualitatively.

However, quantification is attempted. The model is useable across different systems and types of
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3.2 Research Work Process

operation. For this purpose, the research is both descriptive, describing the case study object, and
analytical, for building the model. The model is generated through inferential research from the literature

in similar areas of research.

Article 5 presents a safety indicator development approach for AMS and demonstrates its applicability.
The development of the safety indicator approach is qualitative. Quantitative results are presented for
the case study. Therefore, it is a mixed research article. For the same reasons, the article is descriptive
with respect to the safety indicator process and is analytical with respect to the case study applying the
safety indicators. The process in the article is conceptual and has not been applied empirically. The case
study is inferential since all data are gained from existing documentation, and no additional experiments

or simulations were carried out.

Article 6 presents a risk management framework, which is exemplified by a quantitative case study. The
article uses qualitative and quantitative methods. The article is analytical since it presents a risk analysis.
This analysis is conceptual. Data are gained through literature and expert judgement, which makes the

article both inferential and experimental.

3.2 Research Work Process

The PhD project and the resulting research can be divided into three phases (i.e., familiarisation,
addressing research objectives, and summarising research). Figure 2 summarizes the activities during
the doctoral research project phases. Arrows indicate iterations and connections between different
activities within each phase. The interaction between individual activities of different phases are not

depicted for better readability.

The first phase was a familiarisation phase. The research questions were defined initially. These formed
the basis for identifying suitable courses that were taken to fulfil NTNU’s requirements for attaining a
PhD degree. Four courses were selected, which covered different aspects of risk modelling and

management.

Concurrently with the courses, the literature was reviewed and summarised. The knowledge from the
courses was applied together with the findings from the summarized literature and developed into
Article 6. This was not a linear process. Several iterations of the literature review, summarising results

and refining research questions and objectives, were conducted.

In the second phase, the research questions and objectives were addressed specifically. Research needs

were identified through the objectives. These were addressed through the development and adaption of
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3 Research Approach

methods and processes for the specific research objectives. The research findings were summarised in
research articles, which were submitted to scientific journals. These are Articles 1 through 5. In addition,

the participation in conferences and workshops provided input to the research activities.

Phase 1: Phase 2: Phase 3:

ce e . Addressing research . .
Familiarisation .o Summarising research
objectives

Definition of
research
questions

Identification
of research
needs
Participation in
PhD courses Developing and
adapting
models and
Initial literature methods
review

Summary of
research results

Writing journal
articles

Updating
literature
review

Summary of

initial results R ST

seminars and

A conferences
Writing

conference
articles

Figure 2 Work process followed in the course of the doctoral studies.

The third phase concludes the PhD research project by summarising the work in this thesis. For that
purpose, the conducted research was reviewed and evaluated against the research objectives and

questions. The literature review was updated and forms the background and state of the art in this thesis.
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4 Results and Contributions

This section summarises the contributions from the articles to the research objectives. Figure 3 depicts
the relationship between the research questions, research objectives, and articles. Most articles address
several of the research objectives. Only Article 5 addresses RO4. Findings from the research objectives
that are used to address other research objectives are represented through broken lines. Findings from

ROI1 are used in addressing RO2, RO3, and RO4. Findings from RO3 are used in RO4.

Overall research
question:
How to model and analyse
the risk of autonomous
marine systems?

RQ3:
How can the level of
risk of autonomous
marine systems be
monitored during
operation with respect to
their specific system
requirements?,

RQ2:
How do software and
human interaction with
the system contribute to
the level of risk of
autonomous marine
systems?

RQI:
Are current risk models
able to assess the level
of risk of autonomous
marine systems?

RO3: Develop models for
the assessment of the
influence of software and
human operators on the
level of risk of the
operation of autonomous

RO1: Derive
risk-influencing factors
that need to be included

in risk assessments for
autonomous marine

RO4: Develop a risk
monitoring approach
based on safety
indicators for
autonomous marine

RO2: Review current risk
assessment methods for
marine systems and
assess their applicability
to autonomous marine

systems. systems. marine systems. systems.
Article 1: Article 4: Article 6: Article 2: Article 3: Article 5:
Assessing ship A risk model for A risk management Incorporating The risk contribution Safety
risk model autonomous framework for software failure in from software in performance
applicability to underwater vehicle unmanned underwater risk analysis — Part 1: probabilistic risk monitoring of
marine operation focusing on vehicles focusing on Software functional assessment — Part 2: autonomous
autonomous human- autonomy human and failure mode Risk modeling process marine
surface ships collaboration organizational factors classification and case study systems

Figure 3 Research questions and objectives in relation to the articles included in this thesis. Broken lines
represent knowledge gained through one research objective that is used further for other research objectives.

4.1 Contribution to Research Objective 1

The first research objective is to derive RIFs that need to be included in risk assessments for AMSs.

This objective is addressed mainly through Articles 1, 4, and 6.
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4 Results and Contributions

Article 1 uses nine criteria to assess current ship risk models for their applicability to MASSs. These
criteria represent considerations and RIFs that highlight the main differences between operation of

MASSs and conventional ships. The criteria are derived through a systems engineering process.

For the identification of the criteria, the operation of conventional vessels and MASSs are described and
compared. Through a need analysis, requirements for MASSs are identified. The requirements are used
to formulate nine criteria that represent considerations that need to be included in risk models for

MASSs. These are summarised in Table 4.

Table 4 Criteria that summarise the risk-influencing factors that need to be considered in a maritime autonomous
surface ship risk model. Reproduced from Thieme et al. (2018).

# Criteria

Cl1 Inclusion of software and control algorithm performance

C2 Inclusion of human-machine interfaces and ergonomic considerations

C3 Inclusion of communication between vessels and shore base

C4 Inclusion of communication between human operators

(68 Inclusion of aspects of maintenance and reliability of system performance

C6 Inclusion of functional redundancy

C7 Consideration of different operational modes and change of level of autonomy

C8 Inclusion of communication between human operators and other marine participants
C9 Consideration of different crew levels

The most significant difference and the most challenging aspect of risk assessment of MASSs, compared
to conventional ships, is the software system that controls the MASSs. The performance of the software

and algorithms needs to be included as contributing to the level of risk of MASS operation (C1).

All monitoring, controlling, and most of the communication will be executed through HMI.
Communication and HMI refer to Criteria 2, 3, 4, and 8. Since MASSs may be unmanned, the
maintenance policy and the implications on the system reliability need to be considered for MASSs
(C5). Different operational concepts should be considered for modelling the risk of MASSs during a
voyage (i.e., C7 and C9).

Functional redundancy needs to be considered (cf. Criterion 6). A MASS may have different systems
that fulfil the same function, or a function carried out autonomously may be also carried out by human
operators. These different circumstances need to be reflected in a risk model. Although the human
operators may be removed from the ship and may supervise it remotely, they might need to take control
of the MASS, communicate with each other to solve a situation, communicate with other stakeholders

through a remote connection, or take other actions.
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4.1 Contribution to Research Objective 1

Article 6 highlights the need to include human operator-related RIFs in risk assessment of UUVs. In the
case study on an AUV, the human operator actions are modelled through the standardised plant analysis
risk model human reliability analysis (SPAR-H; Gertman et al., 2005; Whaley et al., 2011). The
SPAR-H method considers performance-shaping factors for the assessment of human error probability.
These are available time, stress, stressors, experience, training, complexity, ergonomics, procedures,

fitness for duty, and work processes.

These performance-shaping factors are relevant for the operation of AMSs; therefore, this method was
chosen. However, the assessment of human reliability with the SPAR-H method does not completely
capture important RIFs, such as the LoA. Hence, a more detailed analysis of RIFs related to the human

operators that are relevant for the operation of AMSs is conducted.

Article 4 presents the findings from this analysis. The article identifies the RIFs that are relevant for
human-autonomy collaboration (HAC), which is defined as the joint performance of the human operator
and the autonomous system during a mission of an AUV, its deployment, or its retrieval. A literature
study on risk assessment of autonomous and highly automated systems and on RIFs that may influence

HAC forms the background for the RIFs.

Table 5 summarizes the identified RIFs. The RIFs that influence the HAC performance can be
summarised as human-operator-related RIFs, mission-dependent RIFs, and technical RIFs. Relevant
human-operator-related RIFs include, among others, communication, operators’ experience and
training, and trust. Mission-dependent RIFs are, for example, mission duration and number of vehicles
per operator. Technical RIFs depend on the type of AMS, for example, etiquette, false alarm rate,
reliability of autonomous functions, and time delay of transmission. The interaction between the RIFs is

further described and discussed in Section 4.3.2, where the RIFs are included in a BBN.
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4 Results and Contributions

Table 5 Identified risk-influencing factors that influence the collaborative performance of human operators with
an autonomous system. Reproduced and adapted from Thieme and Utne (2017a).

Identified risk-
influencing factor

Description

Communication
Etiquette

False alarm rate
Fatigue

Feedback from the
system

Interface design
Level of Autonomy

Mission duration

Number of vehicles
per operator
Operators’
experience

Operators’ training

Procedures

Reaction time
Reliability of
autonomous
functions

Shift scheme
Situation awareness
of human operators
Situation awareness
of vehicles

Task load
Time delay of
transmission

Trust

Workload

Information exchange between human operators to fulfil the assigned mission.

Set of prescribed and proscribed behaviours that permits meaning and intent to be
ascribed to actions (Parasuraman and Miller, 2004) of the system.

Rate of status messages that contain erroneous information.

Inability [of the operators] to function at the desired level due to incomplete recovery
from the demands of prior work and other waking activities (Gander et al., 2011).
Factor summarising the way a system gives feedback to the human operators on the
status, intentions, and actions.

Design principles applied to the physical and virtual interfaces of the system.

The degree of the system ability to make independent decisions. This depends on the
type of operation to be carried out and type of AUV. This relationship is not further
included in the model.

The duration of use and operation of AUV for a mission. It also depends on the type
of mission, type of vehicle, and environmental conditions. These interactions are not
modelled since they would require that environmental and technical aspects are fully
included in the model.

Number of AUVs and AUV types that one human operator operates concurrently.

Level of experience of the operators with operation of the AUVs. This includes
experience with AUV programming, AUV maintenance, AUV deployment and
recovery, assessment of the marine environment, and working in the marine
environment.

The amount of relevant training human operators received for operation of AUVs.
Relevant training includes training with respect to AUV programming, AUV
deployment and recovery, AUV maintenance, the marine operation environment, and
working in the marine environment.

Provided documentation that prescribes operation and provides guidance to human
operators.

Time the human operators need to react to a situation that needs their attention.
The system ability to perform its functions as required during the time of use. This
includes mission-relevant and diagnostic functions.

Pattern that determines the human-operator working and resting time.

Perception and comprehension of the AUV state and situation during operation by
the human operators, and projection of the future state.

The vehicle ability to perceive information, interpret, integrate, and assess relevance
of that information and to predict the future with this information and prior
background knowledge.

Number of tasks that must be executed concurrently by one human operator. This
evaluation should include the consideration of the complexity of the tasks.

Time that a message needs to transmit from the AUV to the human operators or vice
versa.

Users’ willingness to believe information from a system or make use of it.
(Parasuraman and Miller, 2004)

The work demand encountered by the human operators during AUV operation.
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4.2 Contribution to Research Objective 2

Discussion

The criteria used in Article 1 are derived from a high-level system and need analysis of MASS concepts.
Hence, they address a wide range of issues. The criteria do not identify detailed RIFs that need to be
considered in risk assessments and models for AMSs. This may be attributed to the fact that several
concepts of MASSs and types of AMSs exist. The criteria are used as the basis for an overall assessment

of ship risk models in Section 4.2, which exhibit different levels of detail.

Article 6 highlights that the human-operator-related RIFs may have a significant influence on the
mission outcome of UUV operation. A risk assessment should generally consider human-operator-
related RIFs, where applicable. The SPAR-H was developed for the nuclear industry for human-operator
tasks. This may make it unsuitable for the direct application to AMSs and, in the case of Article 6, for
UUV. Hence, more investigation into the interactions between human-operator-related RIFs and other

RIFs was necessary. This research resulted in Article 4.

Relevant RIFs that were identified in Article 4 were derived from the literature on human interaction
with highly automated systems and unmanned vehicles. It is believed that all these RIFs are relevant for
human-autonomous system collaboration. Some RIFs found in the literature have been excluded from
the list, such as the perceived risk associated with a specific task (e.g., Parasuraman and Riley,1997;
Lee and See, 2004; Parasuraman and Miller, 2004; Sheridan and Parasuraman, 2005). Most AUV cannot
be controlled remotely, so this RIF was excluded from the considerations. For MASSs, however, the
risk associated with a certain task might lead human operators to not use an autonomous functionality.

Hence, this RIF should be considered in MASS risk models.

Additionally, RIFs related to the environment, acting on AMSs or on the human operators have not been
analysed. Such RIFs are well studied and included in most existing risk models for conventional ships
and AUV (cf. Article 1; Brito et al., 2010; Brito and Griffiths, 2016b). Environmental RIFs that affect
the human operators in a control room for AMSs should also be included. This research topic is
addressed in ergonomics (Karwowski, 2006), which is not a research topic that exclusively applies to

AMS:s. Ergonomics is not addressed further.

4.2 Contribution to Research Objective 2

The second research objective is to review current risk assessment methods for marine systems and

assess their applicability to AMSs. This objective is addressed mainly through Articles 1 and 6.
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Article 1 reviews allision, collision, grounding, and stranding risk models for conventional ships and
assesses them against the set of criteria presented above. A literature review forms the basis of this
article. The analysis identifies gaps in the current risk models for conventional ships and points out those
modelling approaches that are promising for MASSs. The analysis considers vessels during transit,
excluding vessels carrying out a special operation (i.e., fishing). The analysis focuses on the qualitative
modelling. The quantification of risk models for MASSs needs to be assessed for MASSs and cannot

be adopted from existing risk models for conventional ships.

The review considers publications published since 2005, which present models for assessing the
probability of allision, collision, grounding, and stranding for ships. For this purpose, 64 relevant
publications with relevant models are identified. These models are assessed against the above-described
nine criteria. Ten models fulfilled at least six criteria. None of the models reviewed are ready for direct

adoption, and additional work is required to adapt them for risk analysis of MASSs.

None of the models fulfilled all criteria. Three models were developed specifically for risk analysis of
MASSs and fulfilled most criteria. None of the analysed models presented a detailed assessment of
software risk or failure of software-based systems. At most, the models included modelling elements,
such as failure of navigational equipment, failure of the control system, or software error. However, all
the analysed models provide insight in how certain aspects of the ship operation are currently included
in risk models. For example, several models use BBN as a modelling technique, which should be

considered for risk modelling of MASSs.

Article 6 reveals that human-operator-related RIFs are not explicitly considered in risk models for
UUVs. Experience from other industries shows that highly automated, autonomous, or unmanned
systems still can be subject to human error, which influences the operational performance and may
increase the level of risk for certain operations. Examples can be found in the supervision of autonomous
systems (e.g., Bainbridge, 1983; Sheridan, 2006; Parasuraman and Wickens, 2008), in the remote
control of robotic vehicles (e.g., Chen et al., 2007; Chen et al., 2011), and in control of underwater robot

operation (e.g., Sheridan and Verplank, 1978; Sheridan, 1982; Chellali and Baizid, 2011).

Discussion

Article 1 assesses the risk models for conventional ships with a focus on their applicability to MASSs.
Only models that are used for the frequency or probability assessment are reviewed. Both consequences
and the quantification of the models are specific to the purpose of the model and to the vessel being

analysed. Hence, these were not assessed since any risk model needs to be developed for its purpose.
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4.3 Contribution to Research Objective 3

Due to the number of publications and the generality of the criteria, it is not possible to assess each of
the risk models individually. In addition, most of the models do not present a high level of detail in the

model description to assess the included RIFs and model structures in more detail.

With respect to Article 6, the literature shows that RIFs in relation to human operators are not considered
for UUV operation and especially AUV operation. Similarly, they have not been the focus of MASS
risk models so far due to the immaturity of the systems. Human-operator-related RIFs need sufficient

attention to fully reflect the operational concepts adopted for AMSs.

4.3 Contribution to Research Objective 3

The third research objective is to develop models for the assessment of the influence of software and
human operators on the risk level of the operation of AMSs. This objective is addressed through Articles
2,3, 4, and 6. The contribution to this research objective is two-fold. First, a process has been developed
to incorporate software in risk analysis (Section 4.3.1). Second, RIFs related to human operators have

been included in risk models for AMSs (Section 4.3.2).

4.3.1 Integration of Software in Risk Models

Articles 2 and 3 are accompanying articles, which present the research conducted on the incorporation
of software in risk analysis. For this purpose, a process based on the identification of failure modes for
the functions of a software is chosen. A failure mode is the manner an item or system fails (IEC EN,
2006). Software failure modes are context specific (Li, 2004); a failure mode may lead to negative
consequences in one scenario, whereas the same failure mode may not have any effect in another chain

of events.

As was shown in Section 2.3, several approaches to assess the risk contribution from software use failure
modes. One challenge with existing software failure mode taxonomies is that they do not adhere to one
level of analysis. Only OECD (2014) attempts to define failure mode taxonomies, which are applicable

to specific levels of analysis.

For the analysis of software failure modes, a functional view on the software is chosen. This has the
advantage of facilitating the definition of functional requirements (EN, 2004). A functional view is used
in several risk assessment methods (Chu et al., 2009). From a functional perspective, the system can be
analysed from the early design phases without the complete system being available. Software can be
decomposed into its functions. Decomposing it in several iterations will lead to the software code level.

The code level is not of concern for the developed process.
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4 Results and Contributions

Figure 4 presents the process that follows the guidelines for risk management of ISO 31000 (2009) to
incorporate the software failure modes in risk analysis. Steps 2, 3, and 4 have been adapted for this

purpose. The individual main contribution of each article is marked in the figure.

1. Define the scope of the
assessment

\ 4

2. Decompose software and build
functional software model

v

3. Identify and assess failure modes
for the functions

v

4. Propagate functional failure
modes through the software system

| Focus of Article 2

Novel
contribution

—{ Focus of Article 3

A 4
5. Incorporate relevant hazards in

risk analysis and quantify

I

A

6. Suggest improvement measures

v

7. Update the analysis

Communication, consultation and documentation

Figure 4 Steps for risk assessment incorporating software and its influence on the level of risk. The contributions
from Articles 2 and 3 are highlighted. Adapted from Thieme et al. (submitted-a).

The first step of the process is to define the scope of the analysis, including the context of use and the
level of detail of the analysis. This information is necessary for the failure mode identification,

propagation, and definition of the context for the risk analysis.

A case study on an underwater collision avoidance system (CAS), presented in Hegde (2018), and Hegde
et al. (submitted), exemplifies the process. The underwater CAS is a support system for AROV operation
and visualises objects that are within collision range and the position and orientation of the ROV. The
case study is not explained in more detail in this thesis. The reader is referred to the articles for more

information.
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In the second step, the software is decomposed. Figure 5 shows the adopted view on software functions
and how different types of failure modes can be applied to the different elements of a function. The
process section is where the functional behaviour and computations are executed, turning inputs into

outputs. Function failure modes are associated with this part of the function.

»| Input

Input Process Output

»| Input
\I /\ll\l/

. Value-related .
Function Interaction
. and .
failure .. failure
timing-related
modes . modes
failure modes

Figure 5 View of a software function and associated software failure modes. Reproduced from Thieme et al.
(submitted-b).

A function has at least one output, which may be a numerical value, binary value, or functional call.
Each function has one or several inputs. Value-related and timing-related failure modes are associated
with the output part of a software function. Software functions are executed in a required order, as they
are executed on demand or periodically. Each function passes on information to other functions or calls
another function. These interactions between the functions, represented through arrows, are associated
with interaction failure modes. Software and its functions might interact with external interfaces.
External interfaces are systems, such as other software systems, sensors, databases, or human operators

through HMI.

The information from the functional decomposition of the software is used to build a functional software
model. The functional software model assists in the identification of failure modes (Step 3) and analysis
of the propagation of the failure modes through the software system (Step 4) to identify the effect on the

external interfaces. These effects may be incorporated in the risk analysis (Step 5).

An example for a functional software model, the AROV underwater CAS case study, is shown in
Figure 6. Rectangles represent the functions, and circles represent the external interfaces. These are
connected via two types of connectors. Continuous lines represent the exchange of information or data

between these elements. The dotted line represents functional dependencies, such as function calls or
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the execution loop. The broken line visualises the software boundary, separating function blocks from

the external interfaces.

.+ +Connects to database - - -

Starts : Requests  gends
Program . data data
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1. Initialize . I
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...... Calls » » - - - . 1
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|y e == T —— — —
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Figure 6 Functional software model for the case study underwater collision avoidance system. Reproduced from
Thieme et al. (submitted-b).

In the third step (cf. Figure 4), the failure modes that apply to each software function are identified. As
mentioned, there are only a few taxonomies that state the level of software analysis for which they are
developed. Hence, a failure mode taxonomy is synthesised for the four types of failure modes that were

investigated, which are function, interaction, time-related, and value-related failure modes.

The failure modes are derived from the literature by assessing previously presented failure modes for

their applicability to the four failure mode types. The resulting list of failure modes is generic. However,
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some differentiations are highlighted through refined failure modes since these allow for a detailed
assessment of failure modes. Refined failure modes may also imply different failure mode propagation

behaviours in the next step. The full list of failure modes is presented in Article 2.

Functional software failure modes need to be identified with respect to the context of the software and
the scenario. In some cases, it may be sufficient to speak of an incorrect value of an output. In another
case, this might be too generic, and the incorrect value may have different implications, for example,

that, above a certain value, no meaning is assigned or another action is executed.

In Step 4 of the process, the failure modes are propagated through the software systems. This is
supported by the functional software model that was built in Step 2. The aim of the propagation is to
identify the consequences and effects of the failure modes on the overall software system output and on
the external interfaces. The software outputs and effects on the external interfaces will have different
risk relevant implications, according to the context and situation. The effects on the external interfaces

that are revealed with the propagation can be used further in the risk analysis process (Step 5).

The failure modes propagate through the software system according to the predefined behaviour. Wei
(2006) described such failure propagation mechanisms. However, the previously described failure mode
taxonomy (from Article 2) contains more and different failure modes than those for which Wei (2006)
described the propagation behaviour. The propagation behaviours for the failure modes, which were not

described by Wei (20006), are part of the work carried out in this thesis and are found in Article 3.

The incorporation of the identified failure events in risk analysis with methods, such as FTA or ETA,
comprises Step 5 of the suggested process. All identified failure events that have been found in the
previous step are reviewed, and relevant failure events for the context are included in the chosen risk
model. Some iterations between the failure mode propagation (Step 4) and the risk analysis may be

necessary to capture all relevant events.

The process is tested on the underwater CAS software. The results from the failure mode propagation
are used to compliment a FTA to analyse how the underwater CAS may lead to a collision with an
underwater subsea structure. Part of the FTA is shown in Figure 7. All events only labelled with a
number below the event description are assessed through the software failure mode propagation. The
FT shows how the resulting effects on the software external interfaces from the software propagation
can be incorporated in the FTA, by substituting what is generally called software failure with specific
software failure events. The analysis is not quantified. However, assigning probabilities to these events

allows fully quantifying the FT. This was not part of the work carried out in the analysis.
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Figure 7 Exemplary fault tree incorporating software failure events that have been derived through the software

failure mode propagation for the underwater collision avoidance system software. Reproduced from Thieme et

al. (submitted-b).

36



4.3 Contribution to Research Objective 3

Based on the results of the propagation of the failure modes and the results from the risk analysis,
measures for improving the software system can be identified. In most cases, these will need to address
the functional failure modes by improving the software requirement specifications and software safety
specifications and specifying additional functionalities that ensure safe operation of the software system.
For the case study, recommendations include requirements for data validation and time outs. The last
step of the suggested process is to update the analysis. This step is necessary to account for changes in

the software or its context of use.

Discussion

Article 2 presents the failure mode taxonomy that was developed from the literature to address failure
modes of software. So far, no clear definition of the functional level and the failure modes that apply to
that level had been ventured. The definition of the functional level of software was a prerequisite for

developing the failure mode taxonomy, which is suitable and unambiguous for the functional level.

One challenge in developing the failure mode taxonomy is the differentiation of failure modes from
failure causes and failure effects. Through the categorisation of relevant failure mode types in function,
interaction, timing-related, and value-related failure modes, and the clear definition of a software
function, this was possible. Refined failure modes have been described and included in the taxonomy to
highlight special cases of the failure modes. In many cases, these refined failure modes retain knowledge

and implications that are relevant for specific contexts.

Another challenge with the functional view on software is the depth of analysis that one may take. There
is no guideline available for how detailed a software system should be analysed. Depending on the
purpose of the risk analysis, the system complexity and the available information, which correspond to

the development stage of the software, the level of decomposition needs to be chosen.

The failure mode propagation for the failure modes is adopted from the literature (Wei, 2006) as much
as applicable. For the failure modes that were not covered by Wei (2006), the failure mode propagation
behaviour is defined. The failure mode propagation is an essential part of the overall process of including
software in the risk analysis of technical systems. The propagation behaviour is described generically.
However, for each case, the applicability of the description needs to be assessed to ensure that the

software behaviour is reflected sufficiently.
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Table 6 assesses the proposed process for including software in the risk analysis against a set of criteria
that should be met by a risk analysis process including software risk. The requirements are developed
from the literature (Garrett and Apostolakis, 1999; Hewett and Seker, 2005; Chu et al., 2009). The
requirements aim at features and elements that are necessary to prove a sound basis for software risk

assessment.

Table 6 Assessment of the proposed process for incorporating software in a risk analysis against criteria for such
a process. Reproduced and adapted from Thieme et al. (submitted-b).

Requirement Fulfilment Comment

R1  Identify failure  Yes Individual function failure modes are identified for each function.
modes Article 2 identifies a comprehensive and coherent set of software

failure modes.

R2  Identify Yes Failure causes can be found in the external interfaces, in the software
possible failure itself, or in missing support. The process in these articles outlines
causes possible failure causes.

R3  Identify Yes Through consistent application of the failure propagation behaviour,
consequences the consequences of software failure can be identified. These can
of failure consequently be integrated into risk models.
modes

R4  Represent Yes The functional behaviour of the software system is explicitly modelled
functional and represented in the functions.
behaviour

R5  Represent Partly The temporal behaviour is included in the functional software model
temporal through timing constraints and requirements and timing-related failure
behaviour modes.

R6  Represent Yes The context of use of the software is represented by including interfaces
context of use in the functional software model, considering the overall requirements,

and using context-specific failure modes for certain situations.

R7  Quantify the No The process considers the integration of software in risk analysis. This
likelihood of allows for quantification of the risk model for the complete risk
consequences analysis. However, the quantification process is not covered in this

article for brevity.

R8  Be modular Yes The functional software model is modular through the functional

decomposition. Each function is represented as its own module.

R9  Bescalable The process is scalable. It can be used for large and small software

systems. The interactions between the functions are known and hence
can be modelled. The analysis can focus on different levels of detail
and functional decomposition.

R10 Makeuse ofall  Yes The process uses and reflects all the information that is collected in the
available software specifications and other documentation.
information

R11 Be applicable Yes Through the scalability and modularity, the process can be applied at
throughout the different stages of development. Especially in the operation phase,
software life modularity makes it easy to adapt the functional software model to
cycle changes.
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4.3 Contribution to Research Objective 3

All requirements are fulfilled, except for R5 and R7. Requirement 7 refers to the quantification of the
software failure events. This has not been executed but is assumed to be possible since software
reliability and estimation methods for determining the likelihood of software flaws and errors exist and

are in use.

In addition, R5 refers to the temporal behaviour of software, which is only partly met. The timing aspect
of the software is incorporated through the timing-related failure modes and the associated propagation
behaviour. However, dynamic risk models that are timed are needed to completely grasp the temporal

aspects of the software.

The other requirements are fulfilled and addressed sufficiently. The suggested process for incorporating
software failures in risk analysis provides the possibility to assess failures (through failure modes) and
their consequences. Failures may be traced back to identify failure causes (R1 through R3). The process
represents the functional behaviour and the context (R4 and R6) in the failure mode identification and
propagation. The functional software model and the process are modular and scalable (R8 and R9). This

can be attributed to the functional view.

The functional view also allows using the method in different life-cycle phases (R11), for example,
during the early design, or when the software being analysed is already in use (R10). The method uses
all available information, building the model and assessing failure modes based on that information. The

proposed process requires a good understanding of the software and software developing process.

The failure mode propagation behaviours described may be used to identify how a failure in an external
interface that gives input to the software system under analysis will affect the software output. This

process is not further described and hence is not covered further.

4.3.2 Integration of Human Operator-Related Risk-Influencing Factors in Risk Models

Article 6 presents a risk management framework for UUV operation that emphasises the need to include
the human-operator influence on the risk level in risk assessment. Figure 8 shows the developed risk
management framework. It is based on the generic risk management framework presented in ISO 31000

(2009).
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Figure 8 Risk management framework for unmanned underwater vehicle operations, highlighting the need for
consideration of the risk contribution by human operators. Adapted and extended from ISO (2009). Reproduced
from Thieme et al. (2015a).

Two steps are inserted that explicitly demand consideration of the human operators as contributors to
the level of risk in the risk identification phase and as contributors to risk mitigation. The risk
management framework document is added to the top of the risk management framework. This
emphasises the need to document risk assessments and knowledge gained in relation to the risk of
operation from experience, risk assessments, or external sources. This is an often neglected aspect when

operating UUVs.

A case study on an AUV of the AUR Lab demonstrates the process. A preliminary hazard analysis
identifies 37 hazards. The hazards with the highest level of risk are related to damage during transport,

incorrect setup of the vehicle, and unexpected behaviour of the vehicle during a mission.
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Based on these hazards, three accidental events are identified. These are further investigated with FTA,
ETA, SPAR-H, expert judgement, and literature data. These three events are the following: an AUV is
deployed with compromised watertightness, AUV is deployed with the wrong setup for the target area,
and internal faults occur in the AUV during the mission. Each event may lead to loss of the AUV. The
first two events are analysed with FTA and ETA, and the third event uses published data from Griffiths
et al. (2009). For the quantification of the FTA and ETA, SPAR-H and expert judgement are used.

Table 7 summarizes the quantitative results from the risk analysis and the expected effect of risk
reduction measures. Several recommendations, including updating and developing procedures for
different aspects of maintenance, preparation, and operation, are issued based on the results. The results
indicate that it is possible to improve UUV operation by considering human-operator-related RIFs and

consequently take action to improve these RIFs and reduce the overall risk level.

Table 7 Resulting probabilities from the risk analysis of three identified accident events in Article 6 for an
average autonomous underwater vehicle mission of the AUR Lab of NTNU. Reproduced and adapted from
Thieme et al. (2015a).

AUV is deployed with AUV is deployed Internal faults in

Consequences compromised with wrong setup the AUV during
watertightness for target area mission
Initial assessment  Loss of AUV 1.628E-04 1.059E-03 1.600E-02
Mission abort 2.633E-01 1.041E-01 -
Finished mission 7.979E-03 7.383E-04
with fault )
Expected risk Loss of AUV 9.181E-05 8.116E-04 1.600E-02
level through risk ~ Mission abort 1.484E-01 7.984E-02 -
reduction Finished mission 4.498E-03 5.099E-04
measures with fault )

Article 4 presents the HAC BBN for assessing the collaborative performance between human operators
and AMSs. A case study on AUV operation exemplifies the use of the BBN. The BBN contains RIFs
that influence HAC. This article significantly extends the conference article by Thieme et al. (2015b).

Figure 9 shows the resulting HAC BBN. The top node is defined as HAC performance and has two
states, namely, adequate and inadequate. The light-grey shaded nodes represent parent nodes without
parents themselves, the input nodes. The white nodes are the intermediated nodes; these are influenced
by the parent nodes. These nodes represent RIFs that are influenced by several other RIFs and are used

to structure the influence of the individual RIFs on HAC performance.
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Figure 9 Bayesian belief network representing human autonomy collaboration performance. Reproduced from

Thieme and Utne (2017a).
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The BBN contains 15 input nodes and eight intermediate nodes that influence HAC performance. The
model introduces RIFs in the BBN that have not been considered previously for AUV operation, such

as human fatigue, shift scheme, or situational awareness of the vehicles.

The conditional probability tables in the HAC BBN are fully quantified. The qualitative information
from the literature provides the relationships and their strength. The case study shows how information
on operation can be used to assess HAC performance for a specific operation. For the case study object,
a REMUS 100 AUV was operated by the AUR Lab at NTNU, and HAC performance was determined
to be 28.5% inadequate and 71.5% adequate.

A sensitivity analysis of the BBN reveals that the reliability of autonomous functions and autonomous
capabilities of the AUV are highly influential. Regarding the RIFs related to human operators,
experience and training are highly influential. Figure 10 visualizes the sensitivity analysis and presents
the case study results in more detail, that is, the initial states of the nodes and states of the intermediate
nodes. The more intensive red node influences HAC performance more when changing its state. When
all input nodes are in the best state, HAC performance improves to 95.1% adequate in the case study.
On the other hand, the worst states of the input nodes will lead to an adequate HAC performance of

23.4%.

The results show that it is possible to improve the operational performance of AUV operation through
improving RIFs related to human operators. On the other hand, the technical RIFs, especially the LoA,
the reliability of the autonomous functions, and the situational awareness of the vehicles, are major
contributors to HAC performance. This is moderated through the LoA; the higher the LoA, the lower
the human-operator influence on the risk level and the more important the AMS individual performance

is.

Discussion

The case study in Article 6 assesses the risk with respect to loss of the AUV and mission abort, using
traditional risk analysis methods. The quantification is assumed to be too conservative since the
operational experience of the AUR Lab does not show as many mission aborts or losses as indicated.
Only little data are available to confirm the appropriateness of the assessed values. The SPAR-H was
developed for the operation of nuclear power plants. Hence, it may introduce uncertainties of unknown
quantity in the probability assessment. Similarly, the expert judgement introduced uncertainty. It is
based on one operator of the AUR Lab, a group assessment was not possible due to limited availability

of operators of the AUR Lab.
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Figure 10 Resulting human autonomy collaboration Bayesian belief network for the case study. Dark red nodes
have a high potential to influence human autonomy collaboration performance. The lighter the red color, the less
the nodes influence human autonomy collaboration performance. Dark grey nodes have a deterministic state and

cannot be varied. Reproduced from Thieme and Utne (2017a).
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The HAC BBN in Article 4 focuses on AUV operation. However, the information is derived from
literature on highly automated, autonomous, and remotely controlled systems from different industries.
The case study demonstrates that the HAC BBN can produce meaningful results, showing that the
transfer of knowledge between different autonomous systems is possible. It is assumed that the

developed model can be transferred to other AMSs, such as MASSs.

The model has been validated with different qualitative tests. The tests indicate that the model is
reflecting the interactions between human operators and the AUV sufficiently. The model could not be

validated quantitatively since not enough data are available.

The HAC BBN does not include environmental RIFs and technical RIFs. The environment for the
human operators and for the AUV itself need to be considered in a full risk analysis. In addition,
technical RIFs, such as hardware failures, are not considered. This limits the assessment of the full
circumstances, which might lead to a loss of an AUV. However, this work can be considered a starting

point for extension.

4.4 Contribution to Research Objective 4

The fourth research objective is to develop a risk monitoring approach based on safety indicators for
AMSs. This objective is addressed through Article 5. Section 2.4 summarizes the background for the
work. No safety indicator approaches had been described for AMSs or MASSs.

Article 5 presents a process to identify safety indicators that can be used during the operation of an AMS
to monitor the operational safety of the AMS. The process is developed through combining and
integrating two existing safety indicator methods and extending their scope. The methods are the dual
assurance method by the Health and Safety Executive and Chemical Industries Association (2006) and
the resilience-based early warning indicator method (@ien et al., 2010; Gien and Paltrinieri, 2012).
Resilience is the ability of an organisation to recognise and adapt to unexpected changes in the
operational situation, to handle such changes, and to avoid an accident (Woods, 2006). The safety

indicators focus on the operation of AMSs on a company and system level.

Figure 11 shows the resulting process for safety indicator development. It comprises five main steps
with several sub-steps. Step 1 covers the organisational arrangements that are necessary to develop,
implement, and monitor the safety indicators. In the second step, the scope of the safety indicators is

defined, including the hazards that are covered by them.
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Figure 11 Steps in the developed safety indicator identification process for autonomous marine

systems. Reproduced and corrected from Thieme and Utne (2017b).
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In Step 3, the indicators are identified. First, the outcome and early warning indicators are identified.
When sufficient early warning indicators for each safety control function are identified, each of the early
warning indicators is associated with one of the attributes of resilience. For the resilience attributes that
are not associated with indicators, resilience indicators are identified (Step 3.4). This ensures that all

aspects of resilience are covered, while having a manageable set of indicators.

The fourth step is the use of the indicators. Data need to be collected, and indicators need to be evaluated.
Actions need to be taken if the indicators are exceeding their thresholds. The indicator system needs to
be reviewed and updated regularly, assessing the usability of indicators and replacing non-useful ones.
This is the last step, which might initiate another iteration of indicator identification and selection

(Step 3).

A case study on a REMUS 100 AUV of the AUR Lab demonstrates the process. Sixteen indicators are
identified for the AUV. The indicators address the loss of the AUV as safety-related event. Table 8
summarises the indicators and their assessment interval. There are five outcome indicators that reflect
unwanted events that may happen in relation to safety. Five early warning indicators reflect safety
relevant events that, if the indicator values drop below the threshold, indicate that the operation is
leaving the safe operational limits. Resilience indicators are similar. However, they address the attributes
of resilience that were not covered by the early warning indicators. Six resilience indicators were
identified in the case study. The full case study application of the process is described in Article 5 in
Part IL.

Discussion

The developed process merges and adapts two existing methods for safety indicator development. The
case study demonstrates that the process for developing safety indicators can be applied to identify
meaningful indicators. However, not all indicators could be measured initially since not all necessary
information was collected or available. In addition, several indicators are collected on a monthly basis,
which makes them only limitedly suitable for mission risk monitoring in real time. For this purpose,

more real-time-related indicators should be collected for future implementation of the indicator system.

The case study demonstrates that a manageable set of indicators can be developed with the process. As
a manageable limit, Gien et al. (2012) suggested around 20 indicators on one activity level. The
developed indicators are complementary. Important synergies that lead to better coverage of safety-

related issues is achieved.
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4 Results and Contributions

Table 8 Indicators developed for the REMUS 100 autonomous underwater vehicle of the AUR Lab at NTNU.

Reproduced from Thieme and Utne (2017b).

Abbreviations: O — Outcome indicator, EW — Early Warning indicator, R — Resilience indicator.

Outcome indicator Sflmpllng
interval
01 Number of faults that can be traced back to erroneous or lack of maintenance Monthly
02 Number of incidents where necessary procedures were not available during a Monthly
mission
03 Number of times water detection sensors inside the AUV did not detect water Monthly
intrusion
04 Percentage of missions where connection between human operators and AUV was Monthly
lost (unplanned) for more than 30 minutes
05 Number of (temporary) losses of AUV Monthly
EW1 Percentage of maintenance and inspections completed in specified periods Monthly
EW2 Percentage of procedures updated and revised in the designated periods Monthly
EW3  Percentage of time that critical sensors work without fault During or after a
mission
EW4 Percentage of anticipated status messages received from the AUV During or after a
mission
EWS5  Percentage of successful recoveries of AUV within 15 minutes after the end of a Monthly
mission or preliminary mission abort
R1 Percentage of missions that have been discussed in terms of hazards and risks Monthly
before mission start
R2 Number of contacts between AUV and seafloor per hour during a mission After a mission
R3 Percentage of missions where environmental conditions exceeded the allowable Monthly
limits
R4 Average time between status messages During or after a
mission
RS Percentage of missions where monitoring laptop was (partly) unavailable during Monthly
a mission (e.g., due to low battery)
R6 Number of alternatively available communication channels between AUV and  During or after a

human operators during a mission

mission

The case study focuses on AUV operation, which is rather simple in comparison to a MASS. However,
it is exhibiting similar features of operation. Similar indicators are found in the literature on performance
monitoring of MASSs (Redseth et al., 2007). Hence, it is believed that the current approach can

complement such efforts.
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5 Conclusion

5.1 Scientific Implications

This thesis and the associated articles contribute to the field of risk analysis and risk modelling of AMSs.
This thesis identifies RIFs that need to be addressed in risk models for AMSs. Three main areas are
identified that are insufficiently addressed. These are (i) the software that controls AMSs and that is
used in decision-support systems for AMSs, (ii) the interaction between the human operators and the

AMSs, and (iii) risk monitoring of AMSs during operation.

For including the risk contribution of software to the level of risk, a process is presented that builds on
functional software failures and the propagation of these. The process of incorporating software in risk
analysis is based on the software functions and associated failure modes. Software functions, with
respect to risk analysis, are defined, and four types of failure modes are identified. The literature on
software failure modes, except for a few exceptions, does not use a clearly defined level of assessment
for the identification of failure modes. Hence, failure mode taxonomies have been reviewed and a
generic set of failure modes for software that suits the functional approach is presented. To assess the
effect on external interfaces, the propagation behaviour through the software functions for the software
failure modes is defined for the failure modes that have not been addressed before. These effects can be

incorporated into traditional risk analysis methods.

The process for incorporating software failure in risk analysis allows for assessing and including
software failures from an early development stage on since it is based on the software functions and
requirements and not on the implementation of the software. The process is modular and scalable,
allowing for a flexible identification of failure modes, failure consequences, and failure causes. The
functional behaviour of the software is completely reflected, whereas the temporal behaviour of the
software is only addressed to a limited extent. The suggested process to incorporate software in risk
analysis uses all information available at the time of assessment. The only criterion that was not
addressed is the quantitative aspect of risk analysis for the software contribution. This should be

addressed in future work.
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5 Conclusion

To include the interaction between the human operators and AMSs in risk modelling, two contributions
are made. First, a risk management framework is presented that highlights the need to include the RIFs
regarding human operators in risk analysis of AMSs. The human operators will take a supervisory role

in MASSs; hence, this contribution is also relevant for AMSs.

The second contribution to include the human-operator interactions with AMSs, is the HAC BBN, which
represents the collaborative performance of human operators interacting with AMSs during operation.
For the model, RIFs that affect HAC performance are identified and included in a BBN. Besides
technical RIFs, pertaining to the autonomous system, such as the reliability of the autonomous functions,
several human operator-related RIFs have been identified for the HAC BBN. These are, for example,
the human operators’ experience and training, fatigue, task load, and the mission duration. These RIFs
have implications for the design of AMSs and the training of human AMS operators. The BBN is
quantified for the operation of an AUV but may be adapted and further developed to other AMSs.

Having identified and modelled these RIFs, this thesis also presents an approach to develop and
implement safety indicators for AMSs. These safety indicators are capable of covering the two other
identified areas that need attention during risk analysis and to ensure safe operation. Different
perspectives on risk are taken to ensure wide coverage of relevant RIFs. The safety indicators can be

developed specifically for AMSs and assist in ensuring safe operation of the AMS.

5.2 Practical Implications for the Industry

Three main implications can be highlighted for the industry that develops AMSs, especially MASS:s.
Much effort is focused on the development of the algorithms and control regimes for AMSs. However,
these efforts should be accompanied by assurance that the software is not contributing excessively to
the level of risk. Risk analysis will be necessary for MASSs to be accepted by the national and
international authorities, who will need to give permission for operation of MASSs in public waters. To
accept MASS:s, the public also needs to be convinced of the safety of MASSs. This thesis describes a
tool to integrate the software in risk models, which allows for the identification of risk mitigation

measures from an early point in system development.

Second, the implications summarised in the HAC BBN must be considered when designing AMSs,
especially the HMI. The human operators are not just an addition but will take recovery actions, in case
the AMS fails to handle a situation. Hence, keeping them aware of the situation and able to respond

quickly to such situations is an important design consideration.
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5.3 Further Work

Lastly, safety monitoring of AMSs is very important. If safety indicators indicate a deterioration of
operational safety performance, measures should be taken before accidents happen. Safety indicators

are also an important tool to keep the human operators alert and aware of the situation.

Designers, owners, and operators of MASSs and other AMSs may use the findings in this thesis to
include them in risk assessments and analyses. The implementation of the findings will contribute to
safe designs and safe operations. The findings may also be included in software tools for risk assessment,

or risk monitoring.

5.3 Further Work

This thesis presents models and processes to assess and analyse the risk of AMSs, especially AUVs and
MASSs. The AUVs exist already and are used, while MASSs are still conceptual. Hence, further work
with respect to risk analysis of MASSs needs to gather necessary data and develop methods and models
further, such that the development of safe MASSs can be assured. The cooperation between industry
and academia and the involvement of important stakeholders, such as human operators, from an early

development stage of AMSs are necessary to ensure the safe operation of MASSs and AMSs in general.

The process for incorporating software in risk analysis is time-consuming and the traceability for larger
software systems might be tedious. Hence, a software tool should be developed that includes the failure
mode taxonomy, propagation behaviour, and building blocks for the functional software model. This
software tool could assist in building the functional software model, assessing possible failure modes,
and supporting analysts in propagating failure modes through the software system to identify the effect

on the external interfaces.

Another feature that may be included in such a software tool should analyse the effect of the propagated
failure modes on the external interfaces of the software and how these failures will affect the software
output. In addition, the proposed process does not allow for the quantification of software failure
probabilities or frequencies yet. Hence, further research is necessary to develop a suitable quantification
approach for the software failures. This will allow the analysts to include the results in quantified risk

models for AMSs.

A model for HAC performance was developed. However, the mission outcome is also dependent on
other kinds of RIFs. A holistic risk model should be developed including all technical RIFs related to
software and hardware, human RIFs, organisational RIFs, and environmental RIFs. Only in this way

may hazardous interactions be revealed and mitigating measures be identified.
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5 Conclusion

The environmental aspects acting on human operators and AMSs have not been included. These
interactions may be interesting for further research. A holistic model may provide more insight in the
interactions between human operators, autonomous systems, and the operational environment. Some
research is necessary to assess the applicability to MASSs. The HAC model includes RIFs that apply to
AUVs. However, adaptions to MASSs may be necessary.

In general, more research is necessary to identify and apply suitable methods for risk assessment, risk
analysis, and risk monitoring of AMSs. These methods need to be supplemented by the use of adequate

testing, verification, and validation methods to ensure safe AMSs.
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Marine Autonomous Surface Ships (MASS) are tested in public waters. A requirement for MASS to be operated is
that they should be at least as safe as conventional ships. Hence, this paper investigates how far the current ship
risk models for ship-ship collision, ship-structure collision, and groundings are applicable for risk assessment of
MASS. Nine criteria derived from a systems engineering approach are used to assess relevant ship risk models.
These criteria aim at assessing relevant considerations for the operation of MASS, such as technical reliability,
software performance, human-machine interfaces, operating, and several aspects of communication. From 64

assessed models, published since 2005, ten fulfilled six or more of these criteria. These models were investigated
more closely. None of them are suitable to be directly used for risk assessment of MASS. However, they can be
used as basis for developing relevant risk models for MASS, which especially need to consider the aspects of
software and control algorithms and human-machine interaction.

1. Introduction

Marine Autonomous Surface Ships (MASS) are becoming increasingly
interesting for the commercial maritime sector as an alternative to conven-
tional ships. Several research projects have investigated MASS concepts (e.g.,
ReVolt; (DNV-GL, 2015); Maritime Unmanned Navigation through In-
telligence in Networks (MUNIN, 2012); Advanced Autonomous Waterborne
Applications (2016). Norway announced the first field test area for MASS,
which is shared with public marine traffic (Norwegian Maritime Authority,
2016). The first autonomous cargo ship is supposed to be in operation by fall
2018 (Kongsberg Maritime, 2017).

A MASS may be low manned or unmanned (Rgdseth and Nordahl,
2017), which creates challenges in operation. The MASS will influence risk
in relation to several marine stakeholders, the environment, and the MASS
itself. Collisions and groundings contribute most to the risk level for con-
ventional ships (Pedersen, 2010). The MASS will be equipped with collision
avoidance systems and sensory equipment for safe operation. Moreover, the
MASS should at least be as safe as conventional ships (Advanced
Autonomous Waterborne Applications, 2016; Nautilus Federation, 2018;
Pedersen, 2010) to be acceptable for use in public ocean space.

Risk assessments serve to demonstrate a certain level of risk and are
an important tool for making relevant design decisions (Rausand,
2011). Wrébel et al. (2017) assessed the effect of unmanned vessels and
conclude that MASSs will reduce the collision frequency, while the
severity of consequences might increase due to the reduced recovery

capability. Hence, risk models, integrating technical, human, and or-
ganizational factors, are needed that reflect the operation of MASS. The
Danish Maritime Authority (2018) has suggested adapting the inter-
national regulations such that MASS shall be developed following a
goal- and risk-based regulatory approach.

Autonomous underwater vehicles (AUV) have been in the focus of risk
research, such as risk management frameworks (Brito et al., 2012; Thieme
et al., 2015a), and risk assessments (Brito and Griffiths, 2016; Brito et al.,
2010; Griffiths and Brito, 2008; Thieme and Utne, 2017; Thieme et al.,
2015b).

For MASS, less research has been conducted. Rgdseth and
Burmeister (2015b) and Redseth and Tjora (2014) analyzed and pre-
sented the risk-based design methodology applied in the MUNIN project
(MUNIN, 2012), which is based on the formal safety assessment (FSA)
process of the International Maritime Organization (IMO, 2002).

The qualitative and quantitative analyses, including considerations
of risk, of the MUNIN project were summarized by Kretschmann et al.
(2015a,b). The detailed analysis of the MUNIN project was presented by
Jensen (2015). Section 4 in the Advanced Autonomous Waterborne
Applications (2016) white paper summarizes safety and security con-
siderations and associated challenges for the development of MASS.

Wrobel et al. (2016) presented a Bayesian belief network (BBN) for
assessing accidents for unmanned ships based on the mutual influence of
different risk factors. Wrobel et al. (2018) developed a safety control
structure model of MASS. It is analyzed with the System-Theoretic Process
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Analysis (STPA), to identify possible scenarios where control structures may
become inadequate. Both articles address the uncertainty in relation to
MASS, their operation, and risk, which makes it difficult to develop a
generic and comprehensive risk model for MASS.

The present article reviews selected grounding and collision risk models
to identify practices and modelling approaches that may be applicable for
risk modelling of MASS. It attempts to assess whether current collision and
grounding risk models or parts of these can capture the unique aspects of
MASS operation. A risk model for MASS operation needs to assess the level
of risk, for example, the probability of ship collision.

The systems engineering process is used to identify criteria, which
reflect aspects that should be represented in a risk model for MASS. The
purpose is to identify potential gaps and focus areas that need to be
especially addressed by new risk models developed for MASS.

Further this article focuses on operation of MASS (i.e., during transit
in the oceans and seas), including vessel approaching ports or offshore
installations. Vessels that are not in transit, which carry out specific
tasks and operations (e.g., fishing vessels, offshore vessels moored, or in
dynamic positioning mode, research vessels, military vessels, and other
special purpose vessels) are excluded. Furthermore, security aspects are
disregarded (i.e., the possibility of willful collision or grounding).
Current international maritime legislation, such as the United Nations
Convention of the Law of the Seas (UNCLOS, 1982), is not adapted to
the advent of MASS. This aspect is disregarded in this article, assuming
that conventional vessels and MASS are treated alike.

Models for detailed consequence analysis as part of risk assessment are
not considered, only limited information on MASS concepts is available. To
limit the scope of this article, only risk models that were developed since
2005 are considered in the article. The selected risk models assess the
probability of ships colliding, stranding, and/or grounding.

A recent literature review by Lim et al. (2018) on maritime risk
models summarizes the model types, modelling methods, and research
contributions. Lim et al. (2018) identified future research directions in
the maritime risk and security domain for conventional ships This
current article is different from Lim et al.’s (2018), because this current
article assesses possible modelling approaches from current risk models
for conventional ships to MASS.

The next section presents the background and definitions. This is
followed by the methodology. The criteria for the assessment of the risk
models are identified in the section thereafter. The results section
presents the findings and identifies gaps in the risk models that need to
be addressed in future risk models for MASS. The models and ap-
proaches that are relevant for MASS are discussed in Section 6. This is
followed by concluding remarks, and an outlook on further work.

2. Background

Risk models for ships are used to assess the risk arising from ship traffic,
during ship operation, or for a marine area. Goerlandt and Montewka
(2015) reviewed the use of risk definitions and quantification of risk of
published maritime risk models. In many cases, these models do not state
the risk definition or risk measure. A clear definition of the concept of risk
and other related terms is necessary to clearly describe, communicate, and
manage risk (Aven and Zio, 2014). In addition, the international maritime
organization IMO (2002) defines risk for the framework of FSA as: “The
combination of the frequency and the severity of the consequence.” More-
over, SN-ISO Guide 73 (2009) defines risk as the “effect of uncertainty on
objectives,” whereas the effect can be positive or negative. Considering
MASS, such a risk definition might be more suitable due to the expected
uncertainties regarding the technical solutions, operation, and environment.

2.1. Autonomy and Marine Autonomous Surface Ships
Autonomous systems may have different levels of autonomy (LoA).

Autonomy is a system's ability to make independent decisions from a su-
pervising agent and execute these decisions (Vagia et al., 2016). For
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conventional marine vessels, the supervising operators are the crew. For
MASS, only one or a few operators will take a supervising role and intervene
when necessary. This is described in more detail in Section 2.2.

The LoA describes the degree of this ability to make independent de-
cisions (Vagia et al., 2016). Typically applied LoA scales are presented by
Sheridan and Verplank (1978) or Endsley and Kaber (1999). Comprehen-
sive reviews are provided by Insaurralde (2012) or Vagia et al. (2016).
Rodseth and Nordahl (2017) and Utne et al. (2017) defined each specific
scale for MASS with four levels. These scales define the decision authority
and the tasks that the human operators and the autonomous system carry
out, implicitly affecting risk. In this case, the term tasks refers to information
acquisition, information analysis, decision selection, and action im-
plementation (Parasuraman et al., 2000). In the lowest LoA (i.e., manual
control (Endsley and Kaber, 1999; Vagia et al., 2016) the human operator
does everything, and the autonomous system does not assist.

In intermediate LoAs, the autonomous system and the operators
cooperate (Endsley and Kaber, 1999; Rgdseth and Nordahl, 2017; Utne
et al., 2017). In the highest LoA (full autonomy), the human operator
has no possibility to intervene with the system (Endsley and Kaber,
1999; Rodseth and Nordahl, 2017; Sheridan and Verplank, 1978; Utne
et al., 2017). This is not likely for MASS, at least in the near future.

Autonomy and automation are used often interchangeably, al-
though different aspects are included in the concepts (Vagia et al.,
2016). The term autonomy will be solely used in this article. An au-
tonomous system capable of changing the LoA according to the cir-
cumstances is designed with adaptive autonomy (Sheridan, 2011).

2.2. Operation of conventional versus autonomous ships

No formal definition of a conventional ship exists. The UNCLOS (1982)
does not define a ship or vessel (Danish Maritime Authority, 2018). There-
fore, information on common practices is used. A ship or vessel has a crew for
the engine department, the bridge, the deck department, and stewards. The
crew level of a cargo ship ranges between ten and 21 people (Curley, 2012).
The master of a vessel has the responsibility for the vessel, its safety, per-
sonnel, cargo, and passengers. The master has the aboard decision authority.
The master acts as a communication point between the shipping company,
crew, and other actors (Norwegian Shipowners' Association, 2003). The
bridge crew is responsible for navigation and control over the ship. Moreover,
UNCLOS (1982) requires a lookout at all times, according to the conditions,
and that communication via radio is maintained. The bridge must be staffed
according to weather and visibility conditions. A voyage plan must be de-
termined and approved by the master before the vessel sets sail (Norwegian
Shipowners’ Association, 2003; UNCLOS, 1982).

The chief officer is responsible for the navigation and is second in
command. Mates and able sea folk act as lookouts. The deck crew
handles the cargo and loads and offloads the vessel (Norwegian
Shipowners’ Association, 2003). The stewards are responsible for crew
well-being. The engine department is responsible for supervision and
preventive and corrective maintenance of the machinery (Curley,
2012). The chief engineer is responsible for the engine department
(Norwegian Shipowners’ Association, 2003).

Redseth and Burmeister (2015a) and Advanced Autonomous Waterborne
Applications (2016) showed that there will be several technical solutions for
MASS. The MASS need to be designed for their purpose with different per-
formances, advantages, and disadvantages. Three main concepts of operation
of autonomous ships can be differentiated: (i) MASS with low manning
(Bertram, 2016), (i) “master slave” supervision (Bertram, 2016), and (iii)
shore control center (SCC) supervised MASSs (MUNIN, 2012; Rgdseth and
Nordahl, 2017; Rgdseth et al., 2014). The main difference in these concepts is
the location of the operators or supervisors since none of these concepts are
fully autonomous. Current concepts rely on an operator with decision au-
thority supervising the MASS. The operational concepts can only be described
superficially, since they depend on the size and purpose of the vessel
(Advanced Autonomous Waterborne Applications, 2016).

The three concepts mentioned above all have a control system of the
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MASS that collects information on the environment, analyses it, makes
decisions based on these analyses, and acts accordingly. The MASS
needs to be able to sense the environment through machine vision and
sensor fusion, for example (Advanced Autonomous Waterborne
Applications, 2016; Bertram, 2016). The operators have a supervisory
role during voyages and can take control of the MASS when necessary
(e.g., if several obstacles are detected, in dense traffic, or during port
approach). The operators also handle necessary radio communications
with other vessels or vessel traffic service (VTS).

The MASS with low manning (i) are an intermediate solution during
the transition period to autonomous vessels that are unmanned
(Bertram, 2016; Kongsberg Maritime, 2017). The crew on board a
vessel is then reduced in comparison to conventional shipping. The
crew can perform necessary maintenance and take control of the MASS
if necessary. The MASS will be mostly in autonomous mode and does
not require operator input.

In the “master slave” supervision system (ii), one manned vessel su-
pervises several unmanned vessels. All vessels travel together, and the crew
of the manned vessel can take control of the unmanned vessels if necessary.
Near ports, pilots and tug boats might assist the vessels (Bertram, 2016).
Maintenance of components is, in this concept, rather limited during the
voyage, and advanced monitoring systems are needed.

A SCC supervised MASS (iii) configuration (MUNIN, 2012; Rgdseth and
Nordahl, 2017; Redseth et al., 2014) is not manned during voyage and is
remotely supervised from a land-based SCC. The SCC communicates with the
MASS through satellites or through radio-based systems, when the MASS is
near the shore. The MUNIN project envisions that, for entering ports, a crew
boards the vessel and takes manual control over the vessel (Rodseth et al.,
2014). The ReVolt concept envisions low aid needed, through adapted port
design and new docking technology (Tvete, 2015). Since MASS that are su-
pervised by a SCC are mainly unmanned, the opportunities for maintenance
are limited. Preventive and corrective maintenance can only be executed
during port time or dry docking (Rgdseth and Burmeister, 2015a). This de-
mands a highly reliable system and proactive condition monitoring that
identifies incipient failures. Bertram (2016) argued that conventional diesel
engines might not be suited for unmanned shipping since they need frequent
maintenance. New concepts, such as hydrogen or battery driven propulsion,
are needed (Bertram, 2016; Tvete, 2015).

3. Method
3.1. Selection of risk models

This article considers only models developed since 2005. The MASS
concept has received increased attention in recent years due to technical
availability and expected financial feasibility. Only models that assess the risk
associated with collisions, allisions, or grounding are considered. Allisions are
ship-structure collisions (Hassel, 2017; Hassel et al., 2017). The Scopus' da-
tabase was searched for the keywords: “Ship OR vessel AND collision model,”
“Ship OR vessel AND Allision,” and “Ship OR vessel AND grounding OR
stranding model.” The search was conducted on November 3, 2017. Ad-
ditionally, publications referenced in the literature were included, if possible.
Additional references were found in work by Goerlandt and Montewka
(2015). One master thesis and one doctoral thesis were included that were
not listed in Scopus or by Goerlandt and Montewka (2015): Jensen (2015),
and Hassel (2017). Three publications that address MASS, are included.
These are Jensen (2015), Wrobel et al. (2016), and Wrébel et al. (2018).

Models that do not give enough information on how the frequency
or probability were assessed have been excluded. In accordance with
the scope, models covering inland waterways, rivers, or arctic areas
have been excluded, such as those by Almaz (2012) or Zhang et al.
(2013). Similarly, Valdez Banda et al. (2015) presented a model for risk
assessment in ice operation, which resembles a special operation.

1 www.scopus.com, accessed on Nov. 3, 2017.
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Johansson and Molitor (2011) presented a risk assessment for the
Baltic Sea, reusing existing models and software. Goerlandt et al. (2012)
presented a holistic risk assessment based on previously defined risk
models by Héanninen and Kujala (2010) and Goerlandt and Kujala
(2011). These three models are assessed as one model in the analysis
since they build upon each other.

3.2. Development of assessment criteria

To identify suitable and relevant criteria for assessing the existing risk
models, a systems engineering approach is employed. First, the problem and
the desired systems are described (i.e., the MASS operation). This is the first
phase of a systems engineering process (Blanchard, 2008). In the second
step, system requirements are described and functional needs with respect
to safety are identified. Typical questions answered in the requirement
identification are as follows (Blanchard, 2008):

. What is required from the system, stated in functional terms?

. What specific functions must the system accomplish?

. What are the primary functions to be accomplished?

. What are secondary functions to be accomplished?

. What must be accomplished to completely alleviate the stated de-
ficiency?

. Why must these functions be accomplished?

When must these functions be accomplished?

. Where is this to be accomplished and for how long?

. How many times must these functions be accomplished?

g A WN =

© ®N o

Not all of these questions can be answered in this article. However,
they are used as guidelines for the identification of the needs and re-
quirements for MASS. These give input to the identification of suitable
assessment criteria.

3.3. Assessment procedure

The identified relevant ship risk models are categorized according to
their approach to risk assessment. The approaches are generally discussed
for their applicability and possible further use for MASS. The identified
models are assessed against the criteria from Table 2 in Section 4.2.

The models that fulfil most of the criteria are further analyzed in
Section 6. Models that fulfill several criteria, are assumed to reflect a
high level of detailed modeling of the interaction between the risk re-
levant modelling aspects summarized in the criteria. The suitability of
the models and possible learnings from these are highlighted. This does
not imply that the models may be used as they are but they may be used
as basis for developing MASS specific risk models.

4. Evaluation criteria
4.1. Functional requirements with respect to risk

The main function of MASS is to transport goods or people from one port
to another. This is the same main function as for conventional ships. The
transport needs to be safe, cost efficient, and reliable. The main difference
between MASS and conventional ships is the reduced crew, which may have
implications for the design of the vessels. Safety related functions currently
executed by the crew must be carried out by the MASS and its subsystems.
The functions in relation to safety are situational awareness of the environ-
ment and the surroundings of the vessel, which is the task of the lookout and
the purpose of the navigational systems (e.g., RADAR) on a conventional
vessel. A more detailed functional analysis and description for autonomous
ships can be found in the work by Rgdseth and Nordahl (2017).

Table 1 summarizes the requirements for MASS that follow from the
description in the previous section. The MASS should identify obstacles and
potential hazards and react appropriately in a timely manner (R1). Sensors,
computers, and actuators need to execute these functions in a reliable
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Table 1
Requirements for MASS based on the operational differences for conventional
vessels, identified through an adapted systems engineering process.

Requirement Description

R1 Reliable and timely identification of obstacles and hazards

R2 Reliable MASS during voyage (sensors, machinery, and control
system)

R3 Robust and verified software and algorithms

R4 Reliable communication lines between MASS and the control
basis for remote supervision and operation

R5 Reliable and adequate communication among operators and crew

R6 Reliable and adequate communication between MASS operators
and other marine stakeholders

R7 Accessible and affordable human-machine interfaces

R8 Adequate provisions for adaptive autonomy

manner, and they need to be available during the voyage. The opportunities
for maintenance and repairs are limited. The MASS need to be reliable with
respect to sensor systems, machinery, and the control system to achieve
their mission goals (R2). The software side and algorithms need to be ro-
bust, and verification of their safe performance is desirable (R3). Due to the
natural differences between software and hardware, different methods for
risk assessment of these are needed (Leveson, 2011).

Current concepts for MASS (i to iii) still rely on human operators to
some degree, partly on board the MASS. They supervise the MASS,
adapt the mission plan, or take over control if necessary. Concepts ii
and iii require that reliable communication lines with sufficient trans-
mission capacity exist between the MASS and the operators, such that
safe operation is possible (R4). There is need for suitable provisions for
a crew since it might be necessary to board the ship for berthing
(MUNIN, 2012; Rgdseth and Nordahl, 2017).

Two more types of communication need to be considered: reliable and
adequate communication among the crew/operators in the SSC or on board
a low manned vessel in situations that require the human operators to in-
tervene (R5) and communication between MASS operators and other ships
or VTS (R6). Both types of communication need to be unambiguous and
goal oriented to ensure safe operation. The MASS should be easily accessible
for the operators through the provided user interfaces (R7). The operators
need to be able to assess the present situation quickly to develop a good
situation awareness and be able to reason about necessary actions. Hence,
human-machine interfaces (HMI) need to be optimized for usability and
accessibility. In cases in which the operators take control of the MASS, the
LoA will change, which is called adaptive autonomy (R8). The system and
operators must be able to adapt quickly to the new operational mode with a
different LoA.

4.2. Evaluation criteria

Based on the previously identified requirements (cf. Table 1), the
criteria for evaluating the risk models are derived. The criteria reflect
the needs of a MASS (i.e., what aspects a ship risk model should cover to

be suitable for MASS). Table 2 summarizes the identified criteria for

Table 2
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risk model evaluation. It is not possible to rank the importance of these
criteria, since each criterion covers important aspects of risk modelling
for MASS that need to be included in a risk model.

Criterion 1 summarizes the main difference between MASS and
conventional ships. MASS operation will to a large degree depend on
software functionality. Autonomous functions, control algorithms, and
other software aspects that are failing influence risk.

MASS operation may require a substantial amount of interaction
between the MASS and its operators during parts of the voyage.
Therefore, it is necessary to consider the HMI and the operators’ in-
teraction with the HMI (C2). Communication is also an important as-
pect in the cooperation and interaction between actors. The operators
of one vessel (mainly concepts i and ii) need to communicate to detect
and resolve hazardous situations (C3).

Criterion 4 investigates remote communication with the shore base.
Conventional vessels should receive substantial support from the shore
organization (Norwegian Shipowners’ Association, 2003), which re-
quires robust communication lines with the SCC. The MASS may be
monitored from a SCC (concept iii), which requires that remote con-
nections are considered. The MASS operating with concepts i and ii
might have less contact with the SCC.

MASS may be unmanned and it may not be possible to perform
maintenance immediately when necessary. This is especially true for
long voyages. Hence, the system reliability and maintenance (C5), and
backup solutions in case of failure of a sub-system (through functional
redundancy, C6) are important. A risk model should consider functional
redundancies that were introduced in the system to reflect the risk level
accurately. The MASS will employ several sensor systems to create a
holistic operational picture via, for example, sensor fusion.

Criterion 7 aims at the assessment of the models with respect to
different operational modes and LoA, such as piloted, auto-piloted,
manual control, or autonomous voyage. Consideration of the opera-
tional mode is necessary since the operators’ interaction with the vessel
and the performance of the vessel itself will change. The vessel navi-
gation will vary in these modes.

Criterion 8 assesses whether the risk models consider communica-
tion between the vessel crew and other marine participants, such as
other ships or manned structures.

Criterion 9 assesses whether the risk models include considerations of
personnel (e.g., different manning levels, different roles on board the ship,
and operating the vessel). This is closely connected to the operational mode
and LoA (C1) and communication aspect between operators (C4). The crew
level (C9) dependends on the operational concept and may not be relevant
for complete unmanned systems. However, it is important for low manned
or partially unmanned systems.

5. Results

Table 3 summarizes the 64 reviewed models with the following
information: accident type, object of analysis, model aim, modeling
methods, model parameters, and data sources. With respect to the type
of accident, 14 models cover collision and grounding, seven models

Identified evaluation criteria for ship risk model evaluation for adaptability to MASS.

No. Criterion Addressed Requirements from Table 1
Cl Inclusion of software and control algorithm performance R3, R7

Cc2 Inclusion of human-machine interfaces and ergonomic considerations R7

C3 Inclusion of communication between vessels and shore base R4

Cc4 Inclusion of communication between operators R5

Cc5 Inclusion of aspects of maintenance and reliability of system performance R1, R2

C6 Inclusion of functional redundancy R1, R2

Cc7 Consideration of different operational modes and change of LoA R8

Cc8 Inclusion of communication between operators and other marine participants R6

c9 Consideration of different crew levels R2, R8
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focus on grounding or stranding (seven models), 28 models cover ship-
ship collision, and nine models cover allision. Three models include
both ship-ship collision and allision.

The object of analysis refers to the target of the risk assessment.
These are general maritime transportation systems (referring to any of
the following systems), certain ship types, or specific waterways. Most
reviewed models aim at risk assessment for a certain region or wa-
terway (43). Six models aim at a specific ship type in a waterway (e.g.,
ferries in a harbor area (M1) or specific oil tanker traffic areas (M12,
M25, and M47). Models for specific vessels are presented for generic
maritime transportation systems (M7, M15 and M51), for general cargo
ships (M23 and M36), and autonomous vessels (M45, M57, M64). The
models addressing MASS are described and discussed in more detail in
Section 5.

Most models aim to assess the risk level in a waterway and assess
the effect of risk-reducing measures, such as adapted traffic schemes
and patterns. Some of these consider the change of the risk level
through obstructions or structures, such as anchoring vessels (M36),
bridges and structures (M4, M16, M46, and M62), offshore oil and gas
platforms (M38, M44, and M60), or wind parks (M30 and M35). Only
one model aims at the risk assessment of an MASS on a certain route,
assessing the potential encounter frequency and probability of collision
(M45).

The most commonly used modeling techniques and assessment ap-
proaches used in the risk models are geometric models (35 models),
BBNs (24 models), and simulations (18 models). Less-used methods
include the analytical hierarchy process (AHP, one model), Bayesian
theorem calculations (three models), fuzzy inference (six models),
event tree analysis (ETA, three models), failure mode and effect analysis
(FMEA, one model), Fault tree analysis (FTA, 7 models), regression
modeling (one model), and STPA. For detailed description of these
methods, the reader is referred to the respective literature.

Data sources refer to the input for modeling and quantification of
the models. Most models use historical data (48 models), expert judg-
ment (31 models), published data (30 models), or a combination of
these. Few models are not quantified, due to their generic nature or the
modelling approach (M15, M57, and M64).

Historical data includes information obtained through automatic
identification system (AIS) data, VTS, or other records of shipping in-
formation. Expert judgment refers to parameters or probabilities that
have been assessed and elicited by domain experts. In this case, pub-
lished data refer to data on human and technical reliability found in the
literature and the accepted values for the aforementioned causation
probability. Eleven models primarily use accident data to assess the risk
level, which is collected from accident and incident databases and re-
ports. Such models are not yet directly applicable for MASS, since they
will be operated differently and rely on different technical solutions.
Only six models use (discretized) real-time information to assess the
current level of risk.

The next sections categorize the models, similar to the groups in Li
et al. (2012), who reviewed ship risk models. The focus of the next
sections is to generally describe the model types and assess their suit-
ability for MASS generally.

5.1. Modelling categories

5.1.1. Models for assessing the risk in waterways

Collision and grounding risk models for waterways are often based
on geometric models. The probability of an accident (P) is derived
through the multiplication of two parameters, the probability to en-
counter a vessel that will result in a collision if no avoiding measures
are taken (B,) and the causation probability (P-), which represents the
probability that no evasive maneuver is taken (Fujii and Shiobara,
1971; MacDuff, 1974).

P=FKXE @®
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The encounter probability is in most cases based on the geometrical
traffic distribution in the fairway. The overlap between different fair-
ways is used to find B, for head-on collisions. For overtaking or crossing
collisions similar considerations have been presented. A summary of
possible methods for calculating the encounter probability can be
found, for example, in Kristiansen (2005) or Li et al. (2012).

The grounding frequency can be determined similarly. For coastal
areas or areas with shallow water, the ship traffic density can be de-
termined and multiplied with a causation probability (Pedersen, 2010).
This is based on the considerations of MacDuff (1974) and Fujii et al.
(1974). One differentiates between powered groundings and drift
groundings (Mazaheri et al., 2014).

The causation probability summarizes considerations of vessel
maneuverability, crew, equipment, etc. (Pedersen, 2010). The prob-
ability is often determined through BBN, ETA, or FTA, or a combination
of these. These methods will not be explained further. Both the en-
counter probability and causation probability may be derived from
historical data on the traffic distribution in an area and the available
accident data.

Models that fall in this category are M3-M5, M11, M16-M18, M26,
M27, M30-M32, M34, M37, M41, M46, M48, M61 and M62. These
models aim mostly at assessing the average risk in a waterway. They
enable analysts to suggest regulatory measures for reducing the level of
risk. Hence, these kind of models are not applicable to determine the
level of risk of MASS, since MASS are not yet an integral part of the
maritime traffic. In the future, these types of models need to account for
MASS.

5.1.2. Causation probability models

Some publications present only a model for the causation prob-
ability once a vessel is on collision course. These models employ mostly
BBN, ETA, and FTA. The models aim in many cases at one ship type, a
specific fleet or a specific ship. Some address specific factors, such as,
fatigue (M36), human operator performance (M12), or operation in
arctic areas (M63).

Models that fall in this category are M7, M12, M15, M36, M38-M40,
M42, M51, M52, M56, M58, M60, and M63. Where M7 and M15 are
generic frameworks for risk modelling of maritime transport systems.
These models may provide some basis for risk modelling of MASS, since
they model certain risk aspects with a high level of detail. However, the
focus of the models may not always be adequate.

5.1.3. Simulation approaches

To determine the encounter probability and consequently the acci-
dent risk, simulations may be used. These models frequently use a
causation probability, which is derived through BBN, ETA, and FTA.
However, not all models used for deriving the causation probability are
presented by the literature.

The simulations use AIS data and other ship traffic data to simulate
the paths of ships and identify potential collision candidates.
Simulations may also be used to assess the allision risk or the grounding
risk. The models are useful when areas with regular sea traffic shall be
assessed, such as harbor areas, ferry or tanker traffic. Models that use
simulations are M1, M6, M8, M13, M14, M19, M20, M22, M24 M25,
M28, M29, M33, M35, M47, M49, M54, and M59.

Simulations, in general, may be useful to model the risk of MASS
operation. Especially, for MASS being employed in route traffic it seems
to be a promising tool. Characteristics of the MASS can be modeled and
the behavior of the control software may be implemented. Particular
traffic operating on the MASS route may be assessed and critical si-
tuations identified.

5.1.4. Real-time decision support

Several models and approaches have been developed to give real-
time decision support to ship navigators and VTS operators. These ap-
proaches use underlying risk models in combination with calculation of
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the nearest point of approach to identify possible collision candidates.
Models in this category are M9, M10, M21, M23, M44, M50, M55, and
M61. These models may provide information to operators, however,
they are not suitable for direct risk assessment for MASS. Such models
do generally not model the ship in detail, since the focus lies on the
surrounding vessels.

5.1.5. Other risk assessment approaches

Hu et al. (2007) (M2) used a fuzzy logic approach to the risk as-
sessment of waterways. This may address uncertainties and probability
ranges of scenarios. However, the model aims at specific waterways and
hence their specific work has little relevance for MASS. Fuzzy logic,
though, may be used to address the uncertainties in risk assessment of
MASS.

Zaman et al. (2014) used a combination of FMEA and fuzzy logic to
address the risk assessment of the strait of Malaga. They identify ha-
zards for the strait and assess the magnitude of risk contribution. Hence,
the knowledge gained from the model has few implications for MASS.
However, the method may support the design of MASS.

Nivolianitou et al. (2016) presented a BBN for assessing the risk of
ships passing an area. The assessment is based on accidents statistics
using characteristics of vessels that have been involved in accidents.
Such an approach is not suitable for risk assessment of MASS, since it is
reactive and based on the accident statistics, which do not exist for
MASS.

Wrébel et al. (2018) (M64) developed a STPA model to identify
possible system hazards. The use of STPA reveals where control,
through additional measures and functionalities is needed, to prevent
the manifestation of hazards and consequently accidents. This model is
further described in Section 6.

5.2. Parameters in the assessed ship risk models

This section provides an overview of parameters that have been
used in the models. This corresponds to the second to last column in
Table 3. This description forms the basis for the assessment of the
models against the criteria outlined previously.

Each model considers several parameters that influence the prob-
ability of an accident. However, the number of parameters that are
considered varies from model to model. Some models only consider a
few vessel and fairway parameters, while others consider and describe
in detail technical, human, environmental, and organizational factors
that are considered. Thus, Table 3 contains a summary of parameters
that have been included in the different models to give a comprehensive
and comparable overview of the models. These parameters are used to
assess the models against the identified criteria.

Traffic flow relates to the distribution of ship traffic over identified
shipping lanes. The ship traffic is often Gaussian distributed. It contains
information on the number of vessels passing a certain area, their tra-
jectories and speed. Some models consider seasonal, daily, and hourly
variations of the traffic flow. The traffic flow is often associated with
the vessel traffic characteristics. These are the parameters of the vessels,
such as ship type, length, width, and draught. Fairway characteristics
refers to the dimensions of the waterway in question, in which the
traffic is traveling. These are the length, width, and depth of the wa-
terway and the spatial distribution of these. Several models split the
fairway into several smaller segments to linearize meandering water-
ways. Geometric models make use of most of these parameters.

To be concise, environmental technical, human, and organizational
factors that were similarly mentioned are presented in a summarized
description in Table 3. For example, if human error was mentioned
several times with respect to similar tasks (e.g., lookout), this is sum-
marized as human error to avoid excessive repetition. Crew char-
acteristics are used if several human and organizational factors were
included (e.g., training, competence, experience, stress, alcohol con-
sumption, tiredness, fatigue, etc.). With respect to environmental
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factors, weather describes the atmospheric environment. The sea state
describes waves and currents with the associated directions. Visibility is
mentioned as a separate factor, although dependent on weather. The
reviewed models cover different levels of technical factors. Some
models include failure of subsystems, (e.g., propulsion or navigational
aid failure). Other models include very detailed failures (e.g., RADAR
failure). Table 3 attempts to reflect these differences.

5.3. Evaluation against the criteria

Table 4 shows the results of the model evaluation against the cri-
teria. Four models had insufficient information to assess all criteria.
This is indicated in the table. Some models were assessed as partly
fulfilling the criteria C1, C2, C5 C6, C7, and C8. This was the case in
which models included considerations similar to the ones in the criteria.
However, not enough information was presented to assure that these
criteria are met.

Criterion 1 is fulfilled by 21 models, through failure of navigation
aids. However, this is not a very detailed analysis of software systems.
One model (M42) was assessed as partly fulfilling the criterion since
technical reliability was mentioned as a factor. However, it was not
clear if this referred also to hardware and software reliability.

To assess C2, the models were checked for human error and asso-
ciated ergonomic considerations, such as navigational aid failure. 13
models fulfill criterion C2 and an additional 19 fulfill this criterion at
least partly.

Twenty-four of the analyzed models fulfill C5 and include con-
siderations for hardware, reliability, and maintenance. For C5, one
model, M41 was assessed as partly meeting the criterion since only
failure of the steering was mentioned.

C6 is addressed by six risk models. Three consider it partly, if the
description of the events in the risk models indicated it, but did not
explicitly model it. For the models fulfilling it, factors are included,
such as, auxiliary systems.

Regarding C7, 14 models consider different operational modes.
Most models consider different modes through the inclusion of pilotage
or external assistance. Model M38 contains the autopilot as part of the
considerations. Model M45 compares unmanned and conventional
shipping and therefore includes different operational modes.

Only six models fulfil C3. Criterion 4 is fulfilled by 12 models. Ten
models address C9. Ten models fulfilled six or more criteria. These are
M7 (Trucco et al., 2008), M24 (Goerlandt et al., 2012; Goerlandt and
Kujala, 2011; Hénninen and Kujala, 2010), M41 (Tvedt, 2014), M44
(Jensen, 2015), M45 (Khaled and Kawamura, 2015), M50 (Mazaheri
et al.,, 2016), M51 (Haugen et al., 2016; Nilsen, 2016), M57, M58
(Hassel, 2017).

6. Discussion of the most promising models

Wrébel et al. (2018) (M64) used STPA to identify possible causes
and contributors of the different system functions to system hazards.
Almost all criteria, except for C4, which covers the interaction between
operators are covered by Wrobel et al. (2018). The STPA method may
be an important tool for the design and evaluation of MASS. STPA has
also been used on for the assessment of dynamic positioning systems of
ships to derive verification goals and identify hazards (Rokseth et al.,
2016, 2017).

Wrobel et al. (2016) (M57) used a BBN to assess the risk level of
MASS with respect to several possible accidents (collision, grounding,
foundering, fire, or cargo related accidents). The BBN is divided into
three levels. The first level represents the risk in relation to the afore-
mentioned accidents. The second level summarizes possible initiating
events, these are related to navigation, engineering, stability and
buoyancy or miscellaneous. The third level summarizes causes to the
accidents. Five main groups are identified; alerting, control algorithms,
external information quality, maintenance regime, and sensors’
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Table 4
Evaluation of the selected models against the criteria described in Table 1.
Abbreviations: 1. I. - insufficient information, N - No, P —Partly, Y - Yes.

Model Cl Cc2 Cc3 Cc4 C5 Cc6 Cc7 C8

o]
©

M1

M2

M3

M4

M5

M6

M7

M8

M9

M10
M11
M12
M13
M14
M15
Mi16
M17
M18
M19
M20
M21
M22
M23
M24
M25
M26
M27
M28
M29
M30
M31
M32
M33
M34
M35
M36
M37
M38
M39
M40
M41
M42
M43
M44
M45
M46
M47
M48
M49
M50
M51
M52
M53
M54
M55
M56
M57
M58
M59
M60
M61
M62
M63
M64

KRR ZZR TR KR Z22R2Z2222Z<RZ2Z2TVRLKRKKRZ222272222222<22<27222<R22<22222<22<22<

MR ZZRTURKKZZ2Z2K<RZ222Z2Z2T0Y9Z2T9<TIKRTZZ<Z22722T2922<<2Y92T027920929929222<9I<9227
KRR Z22RT2Z2<22222222222<22222222<22"222222222222"2222222222222222222=2
Z2Z22Z22Z2RTRZRRZZRRZ22Z222Z2Z<222<22222<2272222222<222272222222<2222<222222=2
KZZ22Z2RTZ<RZ2Z2Z2Z<<KZ2Z2Z2Z<<RZHRARTY2ZRRZZ2Z22722<2<RZ22<Z22<2Z2<222<RZ2<<Z22222<<~<<2Z22<
KW Z2Z2WT 2022229 <Z22222<22<222<22227222222222222"22222222222222<2222
KZ2Z22272<Z22222<22Z2Z<<Z22Z2ZKRZ222222Z277222<222<<Z2Z22722922<<22222<222<22
KZZZRTTWIRKRZZRRZ2Z2Z2ZRRZ2ZRKRZ22RKZ2RZ22Z272222222<<Z2227222<2<"<<2222<<2<222
KZ22Z22R<Z2222222<<2Z222Z<<22<22222<Z2Z2722222222<2227222222222222<222222

performance. The groups and their possible inclusion are not further
described or developed, and the model is not quantified.

Wrobel et al. (2016) address several important issues with their
model. Therefore, it may form a suitable basis for further development.
However, assessing several accident types in one model, may be a major
challenge, since a variety of risk influencing factors may interact in
different ways for different accidents.
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Jensen (2015) presented a risk assessment (M44) for a prototype
unmanned bulk carrier using ETA and FTA, following the FSA process.
In addition to ship-ship collisions, foundering of the vessel is in-
vestigated. The models are used to compare conventional with auton-
omous operation. Therefore, the models have been specifically devel-
oped for autonomous ships. Communication between the members of
the SCC crew is not included, and human factors are only considered for
the manned case. However, human factors should be included in a re-
vised version of the model for remote control.

The collision encounter probability is assessed with geometric
models based on the International Association of Marine Aids to
Navigation and Lighthouse Authorities (IALA) Waterways Risk
Management Program (IWRAP) Mark 2. This may be a good starting
point to assess the possible encounters on a long voyage route.
However, simulations to assess the possible encounters may be more
suitable in areas where traffic patterns vary strongly during a day or for
traffic on a specific route (Li et al., 2012).

Overall, the models in M45 outline well how a risk analysis may be
structured using FTA and ETA. The presented models include high-level
function failures of the equipment, engine, steering, software, and
hardware. For a real system, these function failures need to be modeled
in more detail to represent the ship and its particulars. The models lack
detail in terms of the control system components. However, these are
essential parts of a MASS and need to be considered.

Trucco et al. (2008) presented a general framework (M7) for risk
assessment of maritime transportation systems. A BBN is used to model
the interaction of human, organizational, and technical factors, which
influence the basic event probability of fault trees. The fault trees are
used to assess the probability of accidental events. As a case study,
Trucco et al. (2008) assessed the collision probability of a high-speed
vessel. They consider three elements leading to a collision: human er-
rors, automation and mechanical failures, and maneuvering errors.

The modelling framework developed by Trucco et al. (2008) seems
appropriate as a starting point for the development of risk models for
MASS. The interaction between different risk influencing factors is an
important contributor to the level of risk and may be captured through
BBN. The accidental chain of events can be modelled through FTA.
Hence, such a framework, together with the framework by Vanem et al.
(2009), could be considered as basis for the development of the risk
models.

Tvedt (2014) presented a risk assessment framework (M42) for al-
lision scenarios between an offshore supply vessel and an offshore
platform. Three scenarios were identified. Tvedt (2014) used ETA to
model the chain of events in the identified scenarios. Failures of miti-
gating barriers are modeled with FTA. The basic events in the FTAs are
assessed by BBNs, including human and organizational factors that
influence the level of risk. These factors are identified from different
sources and include a wide range of considerations, such as HMI us-
ability, training, communication, personal factors of the crew, main-
tenance, reliability, and manning. The model is not quantitative and is
limited to an offshore supply vessel approaching an offshore platform.
Similar methods are used as suggested by Trucco et al. (2008) and
especially the operator model seems promising to transfer to a risk
model for MASS. The model itself, due to its focus on offshore platforms
cannot be transferred to the case of MASS. However, the models in the
scenarios may need adaptation to account for MASS in the future.

Mazaheri et al. (2016) developed a BBN (M51) for the assessment of
grounding probability of a marine traffic system, such as a vessel, vessel
type, or a certain waterway. Mazaheri et al. (2016) based their model
on incident and accident reports and earlier models. This makes the
model generally unsuitable. In addition, the model does not provide
further guidance on how the factors in the BBN may be assessed with
respect to their not available data or for other ship systems.

Goerlandt et al. (2012), Goerlandt and Kujala (2011), and Hénninen
and Kujala (2010) (M25) presented models to assess the risk associated
with tanker collisions in a waterway; hence, it treats the ship
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parameters rather superficially and is only limitedly suitable to assess
the risk level of the ship. Goerlandt et al. (2012) presented the overall
methodology for risk assessment, using simulation including ship par-
ticulars, route information, departure time, and speed, following
Goerlandt and Kujala (2011) and Héanninen and Kujala (2010) for the
assessment of the collision frequency. Goerlandt and Kujala (2011)
assessed the encounter frequency of vessels in a specific waterway.
Hénninen and Kujala (2010) presented the model for assessing the
causation probability. The causation probability represents evasive
maneuvers by the two vessels and is assessed through a BBN. Hanninen
and Kujala (2010) included several technical, human, environmental,
and organizational factors. The approach may be further developed or
used as guideline to assess the risk level of MASS operating in water-
ways.

Hassel (2017) assessed the allision risk (M60) for offshore oil and
gas platforms. The BNN model focuses on both aspects related to the
platform and the ship on collision course. Similar to M42, M60 ad-
dresses the allision risk from the perspective of the offshore platform.
Hence, the model may need to be adapted, to assess the change of the
allision risk level of offshore platforms by MASS. All aspects of com-
munication (C3, C4, and C8) are covered. Model 60 may be used as
guideline, how these aspects can be included in a BBN model for MASS.

Khaled and Kawamura (2015) assessed the collision risk (M46) in a
harbor area. They used the geometric model implemented in INRAP
(Friis-Hansen, 2008) to assess an encounter frequency and combine it
with an adapted BBN to assess the causation probability. The BBN in-
cludes, among others, environmental factors, personal factors of crew
members, human error, and technical reliability of navigational
equipment and communication equipment. Khaled and Kawamura
(2015) included considerations that are relevant for operation of
MASSs. However, they are covered only superficially since the model
was made for risk assessment of waterways. Since the model is designed
for harbor areas, it may provide input for assessing the risk level of
MASS when approaching ports.

Model 52 is the Norwegian national ship risk model (Nilsen (2016);
Haugen et al. (2016)). The model was developed for the risk assessment
and implementation of risk reduction measures in Norwegian water-
ways. The model does not consider different operational modes and
communication between vessel operators. Only the detailed model for
groundings is available; hence, these considerations might be included
in a collision model. Since the model focuses on waterways and is based
on historical data for incidents and accidents, it is not suited to de-
monstrate safety compliance of MASS. The model and work around the
model include different ship types and their risk levels MASS may be
included in the future.

In summary, the literature provides some suggestions for the con-
duction of risk assessments for MASS. The STPA methods seems to be
suitable tool for analyzing possible hazards and proposing risk reduc-
tion measures.

Some of the analyzed models focus on specific waterways and lo-
cations. The different foci result in various aspects that are included and
highlighted in the models. To demonstrate a sufficiently low-risk level
of an MASS, it is necessary to model its behavior and particulars in
detail, which may require risk modelling from different risk perspec-
tives on the MASS.

In some cases, a quantitative assessment is necessary, to show that
the risk level has been addressed by suitable measures. Models that are
used currently for the risk assessment of conventional ships, may pro-
vide insight into how a model could be developed. Building risk models
of MASS may find a starting point in risk models for conventional ships.
However, the risk influencing factors in the models and their quanti-
fication need to be elicited for the MASS case.

Areas that need special attention, for example, software, and remote
control and associated human operator considerations, are rarely cov-
ered in depth. Different approaches are needed to include these con-
siderations in risk models for MASS.
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7. Conclusion

This article reviews current risk models for ship collisions and
groundings, which have been presented in the literature since 2005.
The 64 analyzed models mainly aim at assessing the ship collision
frequency, grounding frequency, or frequency of allisions in a certain
waterway or geographical area. Most models use a geometrical mod-
eling approach, often in combination with other modeling techniques,
to determine the frequencies or probabilities of the accident. Models
aiming at risk assessment of a waterway treat ships superficially with
respect to relevant factors, such as technical equipment and its relia-
bility. Hence, such models are not applicable to demonstrate the risk
level of a ship.

Nine criteria are used to assess the identified relevant risk models
with respect to their applicability to MASS operation. A systems en-
gineering approach was used to identify the criteria. The criteria cover
relevant aspects for the operation of MASS: component and subsystem
redundancy, different operational modes, HMI, communication among
different involved actors, technical reliability, maintenance, software
reliability and manning. These criteria cover a broad range of aspects
since the current concepts for MASS vary among each other, which does
not allow for a more detailed system evaluation.

Ten models fulfill six or more criteria. These were investigated more
closely. Seven models that were closely investigated in this article are
based on conventional ship operation. The operation of MASS will be
different from conventional ship operation. Technical reliability, soft-
ware reliability, and the situation awareness of the operators become
even more important in MASS. The models developed for MASS address
most relevant issues. However, due to the lack of certainty on design
and operational concepts, these models are rather superficial. No
models can be defined without concrete operational concepts and clear
system definitions which makes an in-depth analysis and assessment of
the reviewed models difficult.

The evaluation presented in this article shows that some of the
current conventional ship risk models and the underlying frameworks
could be used as a starting point for developing risk models for MASS.
The structure and considerations included in the models should be
further considered regarding risk modeling of MASS.

The quantification of ship risk models traditionally is based on ac-
cident and incident data, but such an approach is not yet applicable for
risk models of MASS. Hence, expert assessments and test data need to
be derived and used if a quantified risk assessment is attempted.

One issue that all the analyzed models have in common (except for
M57 (Wrobel et al., 2016) and M64 (Wrébel et al., 2018)), is that they
do not include the communication connection with a shore base. This is
one of the main requirements for MASS, that they can be remotely
controlled and supervised. Even if MASS have minimal crew on board,
part of the vessel will be highly automated, and situation assessment
requires a robust communication line between the vessel and compe-
tent personnel on shore.

Seven of the ten models discussed in more detail have one aspect in
common; they use BBN for at least as part of the risk model. Only
Jensen (2015) and Wrobel et al. (2018) do not use a BBN. Hanninen
(2014) highlighted the usability and usefulness of BBNs for maritime
safety management. With the flexibility of the modeling method and
the input from experts, it is possible to build risk models for MASS
operation. Hence, BBNs should be considered part of a risk model for
MASS operation. A systems engineering approach might benefit the
development of such a risk model in identifying comprehensive system
requirements.

A dedicated MASS risk model should focus on the assessment of the
control and software system and the effects of its failure. Current
models do not consider this aspect. Dedicated methods for assessment
of software failure and control systems need to be applied. Currently
used modeling techniques in the ship risk models are not sufficient
since software behaves deterministically (Chu et al., 2009). Methods
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that may be used could be, among others, STPA (Leveson et al., 2012),
or the Functional Resonance Analysis Method (Hollnagel, 2012), which
has been already employed in accident investigation of maritime acci-
dents (Tian et al., 2016).

Other aspects that need more attention in the future are the inter-
actions between conventional and autonomous ships since MASS will
not replace all maritime vessels in the foreseeable future. Further in-
vestigation should include the effects of MASS on traffic patterns. The
methods relating to the geometrical analysis of collision frequency
might need to be adapted to new traffic patterns. In addition, perma-
nent navigational aids along the coast and in waterways may need to be
changed to facilitate navigation of MASS. Current aids, such as navi-
gational lights and buoys, assist the human navigators using RADAR or
similar equipment with visual perception for verification. This is also an
area that needs to be further investigated and that may affect the risk
related to MASS.
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Abstract

Most advanced technological systems designed and operating today contain software. Risk
analysis of these systems is necessary to ensure safe operation during their lifetime, but it is
highly challenging to analyze risk related to software and the propagating effects on the
system. Risk analysis often takes a functional approach. However, the functional level of
software is not clearly defined; hence, several taxonomies for failure modes exist, of which
none adhere fully to the designated level of analysis and none cover all failure modes from the

other taxonomies.

Using a functional perspective of software, this article distinguishes between failure mode,
failure cause, and failure effect as building block of software modeling for risk applications.
Accordingly, 29 failure modes are identified to form a taxonomy with the following categories:
functional, interaction, timing-related, and value-related failure modes. A case study
demonstrates how these failure modes can be applied to software functions with different
levels of detail. The failure mode taxonomy assists in identifying software failure modes, which
provide input to the probabilistic analysis of software intensive systems presented in an

accompanying article [1].

Keywords: Software failure mode; hazard identification; taxonomy; risk assessment; risk

analysis

Acronyms

AROV  Autonomous Remotely Operated Vehicle
CAS Collision avoidance system

CCF Common Cause Failure

CPU Central Processing Unit

CSRM Context-based Software Risk Management
DFM Dynamic Flowgraph Methodology



DP Dynamic Positioning

ESD Event Sequence Diagram

FM Failure Mode (in the case study)

FMEA Failure Mode and Effects Analysis

FT Fault Tree

FTA Fault Tree Analysis

NASA National Aeronautics and Space Administration

OECD Organization for Economic Co-operation and Development

STPA  System-Theoretic Process Analysis

1 Introduction

Risk assessment provides decision support in relation to risk in technological systems. One
important step of risk assessment is the identification of hazardous events. Software is found
today in almost any technological system. However, assessment of software intensive systems

proves difficult with the traditional methods of risk assessment [2].

Examples of such systems are autonomous vehicles and vessels, which will be an essential
part of future transportation systems [3]. Autonomous cars are being tested on the roads. In
the maritime industry, autonomous ships are expected to operate within the next five years [4,
5]. It may be questioned whether the risks associated with these systems are too high for the

authorities to approve and the public to accept the widespread use of such systems.

In the maritime industry, concerns are expressed with respect to the demonstration of safety
of autonomous ships and the assessment of their control systems [6]. Hence, it is necessary
to assess the risks associated with these systems. A risk assessment attempts to answer three
questions to suggest measures to improve the system: (i) what can go wrong, (ii) how likely is
it that it will happen, and (iii) if it does happen, what are the consequences? [7]. A risk analysis

is the process to answer these questions.

Unlike hardware failures, software failures might lead to unanticipated effects that are not
easily identified [8]. In addition, external interfaces and related failures should be considered

to cover the whole spectrum of possible failures [8, 9].

To respond to the first question, the identification of potentially hazardous events or possible
failure modes is an important part and is the first step of risk analysis of technological systems.
A failure mode is the manner in which an item fails [10]. Failure modes need to be related to
the context of operation [11]. This is particularly true for software failure modes. A generated
numerical output that is legitimate and correct in general may be wrong and inappropriate for

a specific situation (context).



A number of approaches have been introduced to cover the contribution of software to risk of
systems. Examples are software failure mode effects analysis (FMEA) [e.g., 12, 13-18],
dynamic flow graph methodology (DFM) [19-22], or simulations with failure mode injection
[e.g., 23, 24, 25]. So far, risk assessments of autonomous marine systems [e.g., 26, 27-33] do
not consider software failures in detail. Experts agree that software that is used under normal

operational conditions can be analyzed from a functional point of view [34] with respect to risk.

Different taxonomies for failure modes of software exist [e.g., 11, 35]. However, the taxonomies
do not adhere to one level of analysis consistently (e.g., the software system level, functional
level, or code level). The result makes analyses and decision making for mitigating measures

of software risks difficult.

The objective of this article is to identify and structure generic software functional failure modes
into one consistent and comprehensive taxonomy. For this purpose, the concept of a software
function is clarified. The generic failure modes can be combined with specific functions of a
software system. The purpose is to provide a comprehensive and systematic basis for risk
analysis of software-intensive systems, such as autonomous vehicles and ships. The generic
set of failure modes may improve the failure mode identification process with respect to

coherence and reduced time needed for such assessments.

An accompanying article, Thieme et al. [1] proposes a method for incorporating and assessing
the effect of the software failure modes in risk analysis. The method relies on software
functional representation and the generic software functional failure modes, defined in the

present article.

The next section offers the necessary background on the methods for risk analysis of software
systems and relevant software failure mode taxonomies. Section 3 defines and describes the
concepts of software functions and functional decomposition of software. The failure mode
taxonomy with a case study is proposed in Section 4. The last section discusses and concludes

the work.
2 Existing Software Risk Analysis Methods

2.1 Risk analysis of software

In contrast to hardware systems, software fails mainly due to design and coding error. Software
does not have a time-dependent failure rate, and different failure mechanisms and common
cause failure (CCF) mechanisms cause failures of in software than those that cause hardware
failures [34]. Generic failure modes can be used to describe most software-related failures,
such that they can be implemented in risk analysis [35]. However, application-specific failure

modes might be necessary in some cases [11, 35].



Ensuring software reliability is a key focus of design and development of most modern
systems. However, a reliable software may still lead to hazardous situations and contribute to
unacceptable levels of risk [36]. Several incidents show that correctly and reliably working
software under some circumstances may lead to accidents (e.g., on space missions [37, 38],
or in marine control systems [39]). Hence, reliability assessment methods are, to a limited
extent, applicable for risk analysis. Reviews of the estimation of software reliability are
summarized by Chu et al. [40], Yamada [41], and IEEE 1633 [42], for example.

Several methods and processes have been developed or adapted for the risk analysis of
software. In addition, FMEA is a bottom-up analysis, which considers the failure of individual
components and their associated effect on the overall system [10]. No formal process for
software FMEA is defined [43], but the standard for hardware FMEA, IEC 60812 [10], is
commonly used as basis. Several taxonomies exist for software failure modes for FMEA.

These are described in more detail in Section 2.2.

Garrett et al. [19] and Guarro et al. [44] developed the DFM to assess the dependability and
safety of software systems. The DFM is a two-step process: (i) build the model for the software
system and (ii) analyze the model to build fault trees (FT). A DFM model is a directed graph
with functional relations (the causality network) and conditions that trigger functional relations
(conditional network). The software system is seen as a flow of information that is manipulated
by different software functions. A timed FT is built in the second step of the DFM by assessing

which conditions in the DFM model lead to the undesired top event of the FT.

Al Dabbagh [45] and Al Dabbagh and Lu [46] applied the DFM methodology to a networked
control system of a communication network. Special sub-models have been developed to
model reoccurring functions in such a network with a focus on the timing of functions of such
a system (e.g., pre-processing times, waiting times, etc.). The DFM analyzes failures in relation
to the flow of information and its timing. For example, missing operations or unanticipated
function calls are not considered. The analysis uses little information from the software
documentation. Failures that are related to datatype failures or other interactions between

functions might be overlooked.

The National Aeronautics and Space Administration (NASA) [47, 48] has used DFM in their
context-based software risk assessment methodology (CSRM). In the CSRM, critical mission
stages are identified that include a risk-relevant software contribution. These mission stages
are assessed with fault and event trees. Ref [48] has suggested using simple logic models,
such as the fault tree analysis (FTA) for simple software systems or a high levels of modeling
abstraction, while recommending DFM for more complex software systems that are also time-

dependent behavior.



Aldemir et al. [49, 50] use Markov cell mapping combined with DFM. The method is capable
of capturing the system behavior dynamically and discovering event sequences that otherwise
are hard to identify by analyst. Aldemir et al. [49, 50] acknowledge that design errors might not
be revealed with these methods. The Markov methods are state based, and analyzing different
combinations of states requires setting up new models for each assessment. Since the Markov
cell mapping is combined with DFM, the limitations of DFM apply to this combined method as

well.

Li et al. [24] and Li [11] decompose software into functional units, and the failure of these
functions are inserted in FT and event sequence diagrams (ESD) in the risk analysis. Only
selected failure modes are implemented directly into the risk analysis, combining different
levels of software analysis and decomposition. One notes that the concept of functional failure
modes is not applied consistently, and certain failure modes are included that are not relevant

for the functional level.

Wei [51] and Wei et al. [25] present a framework to include the risk contribution of software in
risk analysis. The framework comprises four steps; input failure analyzer, operational profile
builder, software propagation analyzer, and probabilistic risk assessment updater. The results
of the analysis can be included in ESDs and FTs. The method is only applicable to existing
software systems and not suitable for the design phase. In addition, the analysis does not
make use of all the information that is typically available (e.g., the software specifications or

safety requirements), which would reveal deficiencies with respect to these requirements.

Zhu [52] and Zhu et al. [23] build on the work of Wei [51] and include software failure in dynamic
risk analyses, which also considers the timing of events relative to each other. Random
software failures are injected in a dynamic model, and the simulation reacts to these failures.
Associated faults and event trees are built automatically by the system. The software behavior
and failures are represented in finite state machines. In their construct, the simulation model

covers only selected failure modes and their influence on the dynamic behavior.

Leveson [53] and Leveson et al. [54] state that the systems-theoretic process analysis (STPA)
is a hazard identification method that is also suitable for software. In their construct, hazards
arise from insufficient control actions, that is, not providing a necessary control action,
providing an unsafe control action, providing a potential control action too late, too early, or out
of sequence, or providing a safe control action that is too short or too long [54]. Abdulkhaleq
and Wagner [55] and Abdulkhaleq et al. [56] have extended the STPA for automated model
checking of critical software applications, identifying potential hazardous situations from a

software model and verifying that the taken control actions are safe.



Rokseth et al. [57] recommend combining FMEA and an adapted version of STPA to improve
the identification, analysis, and verification of hazardous events and failure modes of dynamic
positioning (DP) systems in ships and offshore oil and gas rigs. The STPA and FMEA were
found to be complimentary, and a combination would be most suitable for complex and
software intensive systems, such as DP. Positioning systems will be crucial for autonomous

systems, such as ships [58, 59].

Gran [60] develop an influence network to assess the quality of the software process, the
resulting quality of the software, and the associated risk. However, this approach does not
consider the specific purpose of the software and the influence on the risk level or hazards that
arise from the software. Therefore, it is not possible to identify and incorporate hazards in risk

analysis.

Hewett and Seker [61] analyze the risk of embedded software systems with timed decisions
tables. The approach is similar to DFM. Decision tables represent the software behavior, which
is decomposed into functional modules. From the decision tables, timed FTs are built based
on a predefined initiating event through backward reasoning. Similar to DFM, only failures that
are related to a wrong value and the associated decisions are considered. Hence, it is not
possible to identify failures and their contribution to the risk level that relate to unanticipated

interaction of functions or datatype failures, for example.

Sadiq et al. [62] propose a software risk analysis using software FTA. The framework is
intended for prioritizing testing and improvement of the software. It also highlights the necessity
to consider the software requirements, modeling uncertainty, and possible errors in the
analysis. However, the method does not allow for identifying events that might arise from within
the software, such as interactions with other system components. The method only addresses

the software system level.

2.2 Software Failure Mode Taxonomies

A literature search was conducted to identify existing failure mode taxonomies for software. A
search on /EEE Xplore' and Scopus? was conducted. The keywords software failure mode
identification, software FMEA, software FMECA, software failure mode effect analysis, and

software failure mode effect criticality analysis were used in the search.

The search only covers publications since 2000, based on the assumption that these
publications also reflect previous taxonomies. Publications that include relevant taxonomies

have been closely investigated and have been selected for further analysis. Taxonomies that

! http://iecexplore.ieee.org/; accessed Feb. 02, 2018.
2 https://www.scopus.com/; accessed Dec. 08, 2017.
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are the same in several publications are only assessed once. Eight publications, published

between 2002 and 2014, include relevant taxonomies.

Li et al. [24] and Li [11] developed a functional failure mode taxonomy for software functions.
They [11, 24] defined seven types of failure modes: functional, attribute, function set, timing,
input/ output, multiple interaction, and support failure modes. Functional, attribute, and function
set failure modes are summarized as functional failure modes for brevity [24]. Timing, input,

output, multiple interaction, and support failure modes are external failure modes.

Input and output failure modes comprise failure modes that do not originate from the software
function itself [11]. An input failure will lead to an output failure. Input and output failure modes

can be further divided into value-related failure modes and timing-related failure modes [11].

Multiple interaction failure modes refer to communication through a common language to
exchange information [11]. Support failure modes comprise failure modes related to hardware
resources and the physical operating environment. Support failure modes, as described by Li
[11], are not covered. These failure modes are related to physical failures and do not apply to
the software functions. These failure modes fall in the category of failure causes of software,
(c.f., Section 2.4).

The Organization for Economic Cooperation and Development (OECD) [35] has presented a
taxonomy for hardware and software failure modes. The taxonomy builds on research by Li et
al. [11, 24, 63], Authen et al. [64], Authen and Holmberg [65, 66], and Holmberg et al. [67],
among others. It addresses different levels of the control system: overall system level, division

level, instrumentation and control unit level, and instrumentation and control categories.

Ristord and Esmenjaud [14], Huang [68], Stadler and Seidl [15], Park [18], and Prasanna et al.
[17] present their own adaptations of software FMEA. Each of them presents their own set of
software failure modes that are considered. The literature offers a basis for identification of
possible failure modes. However, a clear description and distinction of the targeted software
level of abstraction for the taxonomies is absent. Only the taxonomy by OECD [35] attempts

such a distinction.

2.3 Failure Mode Propagation

Failure propagation determines how a failure mode in one function will affect the software
system [51]. Two main categories of failure propagation exist: CCF and cascade failures [35].
The CCF mechanisms affect several sub-systems such that the whole system fails. They occur
under a specific set of conditions [35]. Cascading failure propagation occurs if one faulty output

is the input to another function [35].



Propagation means that the failure is not masked or discovered and resolved during the
execution of the program. Masking means a situation in which the software behavior produces
the right output despite a failure during the execution. Multi-layer traps might conceal a failure
through several sub-functions of the software [51]. Wei [51] derived a set of propagation

mechanisms for software failure modes, which should be considered in risk analysis.

2.4 Failure Causes

Each failure mode may be attributable to one or more failure causes. [69]. The causes for
software failures can be found in its specification, design, or implementation [14]. Moreover,
NASA document [47] states additional causes to be parameter and data-entry errors and
defects introduced during the removal of other defects. Ozarin [8, 9, 16, 43] highlight the
necessity to consider the interaction of software-hardware interfaces when analyzing software,
especially with respect to causes, such as bad input data or analog/digital converter failure.
Stadler and Seidl [15] mention infinite loop, multi-process/thread/deadlock, counter rollover,
numerical overflow/underflow/saturation, and finite precision error among others as potential

failure causes.

3 Functional View of Software

A functional view of a system facilitates the specification of the software system and is
advantageous in FMEA and model-based risk analysis methods [70]. A functional view of a
software system is advantageous in analyzing operating software [34]. The term software
system refers to the software program with its algorithms and implementation on the hardware.
The software system can be decomposed in its functions. The purpose of a functional
decomposition is to enable identification of relevant failure modes associated with each

software function.

Figure 1 illustrates that software can be analyzed and broken down into functions with different
levels of detail. Decomposing the software further will eventually lead to the software code
level in an abstracted form, represented by pseudo code. Such a low level of decomposition is

not covered by the taxonomy in this article.
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Figure 1 Different levels of software functions of a software system.

Beginning from the overall functional description, the software should be decomposed into
sub-functions. These sub-functions describe what the software should do, not how it is
implemented. In addition, EN14514 [70] gives guidance for the decomposition. Two factors
determine the level of decomposition: design maturity [70] and the depth of the analysis of the
software. Information for the decomposition can be extracted from the safety requirement
specification (SRS), such as that defined by IEEE 830 [71]. If a functional decomposition has

been executed during the software development phase, it should be used.

Figure 2 shows a generic function and its main elements once the desired level of breakdown
and resolution is achieved. In addition, it shows where the different categories of failure modes
can be applied. The process section is where the functional behavior and computation are
executed, turning input into output. Function failure modes are associated with this part of the

function.



» Input

Input Process Output —

h 4

Input

\l/\|/\|/

Function Value-related || Interaction
failure and timing failure
modes failure modes modes

Figure 2 Simplified view of a software function and its components underlying all levels. Developed
and extended from [68].

The description of each function includes the function purpose, function process, necessary
input and output produced, conditions of the function execution, requirements, constraints, and
failure detection and correction mechanisms. Table 1 shows an exemplary datasheet for
describing a function. The collection of all the information is necessary to determine the
relevant failure modes. All information may not be available [34], but the as much as possible

information should be used.

A function always has at least one output. This might be a numerical value, a binary value, or
a function call to a specific function. Input is the output of another function or is given from
external interfaces. An output of one function can be the input to several other functions. Each

function might have several inputs and several outputs.

Input and output are associated with a datatype and an acceptable range. The range might be
limited by the datatype, the acceptable value, or the set of meaning assigned to the values.
The data format refers to the order of elements if the output is part of a data array or structure.
The data rate describes a periodical output and its characteristics. Buffer refers to the type of
buffer that is used for an output or input to collect data or events. Both the rate and buffer only
need to be described if they are applicable. Both value-related and timing-related failure modes

are associated with this part of a software function.

Functions in a software system are executed in a specified order. They might be executed
periodically or on demand, depending on the result of the operation. Each function passes on
information or calls another function. These interactions, represented by arrows, are
associated with interaction failure modes. External interfaces are agents that interact with the
software, such as other software systems, sensors, databases, or human operators through a

human-machine interface.
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Table 1 Exemplary datasheet for a software function.

ID: Datasheet for function ID
Function Short description of what the Function is to achieve
purpose
Inputs List and description of inputs received by the function
Input name Source Data Data Range Rate Buffer
type Format
Outputs List and description of outputs that the function produces
Input name Target Data Data Range Rate Buffer
type Format
Conditions Trigger conditions
Conditions to trigger other functions
Process Describe the behavior through formulas of input > output

Requirements

Constraints

Failure
detection and
correction
features

Consider dependencies and sequence of operations

Functional: Requirements related to the function itself (e.g., accuracy)
Non- These can be requirements in relation to speed, security,
functional safety, use of resources, etc.

Factors that limit the way a function could be implemented. Examples are
regulatory constraints, hardware constraints, high order language
requirements, signal handshake protocols, and criticality of the application.

Measures that are implemented to detect, handle, and warn about software
failures, such as control function, validity checks on the input, error handling
system, etc.

In a companion article [1] we propose a process to incorporate software in risk analysis. For

this purpose, software functional failure modes are identified, and their effects at the software

system level are analyzed. The results can be used as input in the risk analysis of a complex

technological system. The decomposition of the software into functions is an essential part of

the method proposed in [1].

4 Proposed Taxonomy

4.1 Procedure

To determine whether existing failure modes found in the literature are relevant for the

functional level of software and the functional failure mode taxonomy for software, three

questions were asked:
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1. Does the presented failure mode fall into the definition of a failure mode?
2. If yes, does the failure mode fall into one of the failure mode categories, namely,
interaction, function, value related, or timing related?

3. If yes, is the failure mode different from the failure modes identified previously?

If all questions were answered “yes”, the failure mode is included in the failure mode taxonomy.
If a failure mode does not fulfill the definition of a failure mode or does not fit into one of the
categories mentioned this failure mode is rejected. This is necessary to define an unambiguous
and consistent failure mode taxonomy. Where it seems necessary, distinctions of similar failure
modes are included to give more guidance for their use. These distinctions are labeled as

refined failure modes.

Table 2 summarizes the contribution of the relevant publications identified in the literature
screening. They contain relevant types of failure modes with respect to the scope of this article,
which is the software functional level. All reviewed taxonomies cover value-related failure
modes. All publications, except Prasanna et al. [17], cover timing-related failure modes. Except
Wei [51], all publications consider interaction failure modes. Function failure modes are

covered by only five publications.

Table 2 Summary of publications that form the basis for identification of the functional failure mode
taxonomy of software.

Number of failure modes Failures modes cover

Publication T -
Presented Relevant Function Interaction Timing-  Value
related related

Ristord and

Esmenjaud, [14] 12 5 Yes Yes Yes Yes
Li[11] 31 19 Yes Yes Yes Yes
Wei [51] 12 12 No No Yes Yes
Huang [68] 25 22 No Yes Yes Yes
Stadler and Seidl [15] 21 17 Yes Yes Yes Yes
OECD [35] 37 22 Yes Yes Yes Yes
Park, 2014 [18] 21 14 Yes Yes Yes Yes
Prasanna et al. [17] 11 10 No Yes No Yes

Each of the presented publications has a different focus and therefore presents a different
number of failure modes in each category, with different levels of detail. Most failure modes
are presented in the OECD [35] study.

Several failure modes have been rejected for the proposed taxonomy. Stadler and Seidl [15]

included memory address errors in their taxonomy. However, these are not relevant from a
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functional view since they are actually causes of a functional failure. Similarly, the failure
modes central processing unit (CPU) failure [24], memory failure [24], deadlock [24], and stop
of operating system [14] do not represent function failures and are considered a failure cause.
Interrupt induced failures [35] and similarly raised execution or interrupt [15] already imply that
they are a failure cause and not the failure mode. Hence, they were excluded. The failure mode
wrong task scheduling [17] is a very coarse description and represents several interaction

failure modes.

The failure modes software aborts [35], hang/crash [35], program stop with/without clear
message [14], and fail to return/complete [15] were rejected since they represent effects of
failure modes on the software system level. Table 3 summarizes the resulting failure mode
taxonomy for function failure modes. Six failure modes were identified that address the

functionality of a function.

Table 3 Taxonomy for function failure modes of software functions.

Failure mode Additional description

Omission of a function/

. . A function or a part of it is not executed.
missing operation

Incorrect functionality A function is not executing the intended actions.

Additional functionality Extra non-specified operation in the function executed by the function.
No voting Voting within the function is not carried out.

Incorrect voting Voting within a function is not carried out according to specification.

Failure in failure handling  Detected failures are not handled appropriately.

4.2 Taxonomy

Table 4 summarizes the interaction failure modes between software functions. These failure
modes reflect a failure of interaction between software functions. Seven failure modes were
identified for the interaction between functions. Ten refined failure modes were identified for

the interaction between software functions and external files or databases.

Table 4, Table 5, and Table 6 include the column refined failure mode. A refined failure mode
represents a more detailed case of the failure mode. This was done to retain the knowledge

presented in the literature, while classifying the failure modes generically.
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Table 4 Taxonomy for interaction failure modes of software functions.

Failure mode Refined failure mode

Additional description

Diverted/incorrect
functional call

No call of next
function

No priority for
concurrent functions

Incorrect priority for
concurrent functions

Communication
protocol-dependent
failure modes

Unexpected
interaction with input-
output (10) boards

Failure of interaction
with external files or
databases

Wrong name
Invalid name/extension

File/ database does not
exist

File/ database is open

Wrong/invalid file format

File head contains error

File ending contains
error

Wrong file length

File/database is empty

Wrong file/database
contents

A wrong function is called after the current
function is finished.

No further functions are called after the current
function is finished.

Functional calls for functions that need to be
executed concurrently are given no priority

Functions needed to be executed concurrently
are given incorrect priority.

Failure modes specific to a certain
communication protocol that is used to
interchange information between parts of the
software system.

Failure mode related to the interaction and
spurious interaction with an 1O board or an
interface.

The name of the file/database is not correct.

The name entered for the file or database
contains invalid symbols.

The file/ database name is specified correctly
but the file/database does not exist.

The file/database is opened by another program
and cannot be opened.

The file format is different from the expected file
format.

The file header information contains different
information than required.

The file ending information contains different
information than required.

The length of the file is different from the
required/ expected length.

The information in the file/ database is different
from the expected/ required information.

Table 5 summarizes the five failure modes related to timing-related failures. Five refined failure

modes were identified for the timing of the output (i.e., too early or too late). Output rate failures

form another category for four refined failure modes.
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Table 5 Taxonomy for timing-related failure modes of software functions.

Failure mode Refined failure mode Additional description
Output provided Too early
Too late
Spurious Output provided when not requested or
Out of sequence needed.
Not in time No output is provided from the function.
Output rate failure Too fast
Too slow

Inconsistent

Desynchronized

Duration Too long
Length of time the output is available.
Too short
Recurrent functions Periodically required output not delivered at
scheduled incorrectly the expected time.

Table 6 summarizes the 11 value-related failure modes of software functions. Four refined
failure modes are found for the failure mode incorrect value. Five refined failure modes can be
applied to data arrays or structures. Three refined failure modes are related to the validation

of data.
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Table 6 Taxonomy for value-related failure modes of software functions.

Failure mode

Refined failure mode

Additional description

No value

Incorrect value

Value out of range

Redundant/frozen value

Noisy value/precision error

Value with wrong datatype

Non-numerical value

Elements in a data array/
structure

Correct value is validated
as incorrect

Incorrect value is validated
as correct

Data is not validated

Too high

Too low

Opposite/inverse value

Value is 0 (zero)

Datatype allowable range

Application allowable
range

Not a number (NaN)
Infinite
Negative infinite

Too many

Too few
Data in wrong order
Data in reversed order

Enumerated value
incorrect

No value is provided.

Value is higher than the expected and
required value. This might be 1, the
maximal allowable, or a higher
increment of the value.

Value is lower than the expected and
required value.

The value is the opposite or inverse of
the expected value.

The value is zero instead of the
expected value.

The same value is produced constantly.

The values that are transferred are not
precise enough.

Values are transferred that are not
interpretable by the software.

Wrong element in the data array/
structure is addressed.

Validity check is not executed.

4.3 Discussion

The challenge of identifying failure modes is that a clear distinction between failure mode,
failure cause, and failure effect is difficult to achieve. The taxonomy proposed in this article

attempts to clearly separate failure effects and causes from the functional failure modes.
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Hence, failure modes, such as incorrect realization of an attribute or function [24] or incorrect
realization of a function [35], were not included in the proposed taxonomy since they are
considered to be failure causes, originating from the software programming (called realization)

process.

Some failure modes have refined failure modes. For example, Interaction with external files or
databases is refined by several sub-failure modes. Only identifying a wrong interaction with
the external files or databases, is not a useful failure mode for further analysis, so it is

necessary to specify how it is interacting wrongly.

Similarly, for timing-related failure modes, the output rate failure is rather vague. Hence, the
refined failure modes foo slow, too fast, inconsistent, and desynchronized were retained from
the literature. Especially in the category value-related failure modes, several distinctions were
made. The failure mode incorrect value would cover most of the failure modes. However, this
is too generic in many cases. Therefore, refined failure modes for incorrect value were
introduced. In addition, non-numerical values are differentiated since they will have a different
effect on the software function than an incorrect numerical value. This adds more meaning to

the failure modes and allows for application-specific failure mode assessment.

The adopted view on software is challenging in terms of the identification of a sufficiently low
level of decomposition. The level of detail of software decomposition is dependent on the
maturity of the software and the purpose of the analysis, such as a detailed risk study. A
functional view allows the analysts to analyze the software in an early development stage since
it is independent of the implementation. Especially, during early stage of development, the
software documentation might be immature, and decomposition may only be possible at a
higher level. Decomposition down to the code level is not recommended since even medium-

sized software projects have several tens of thousands of lines of code.

5 Case Study

The presented taxonomy is generic in nature. The analysts need to give meaning to the failure
modes for each function with the context of analysis. To demonstrate the application
possibilities, a case study is included. Hegde et al. [72, 73] have presented an underwater
collision avoidance system (CAS) based on safety envelopes and subsea traffic rules for an

autonomous remotely operated vehicle (AROV).

The AROVs are tethered underwater robots that have a high level of autonomy in their
operation. The underwater CAS provides decision support with respect to safe operation of the
AROV. It is necessary to assure that the underwater CAS does not increase the level of risk.

The underwater CAS receives data from a database and provides information for operational
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decision making. This section focuses on demonstrating the individual failure modes in an
application setting. It represents parts of Steps 2 and 3 of the process in the accompanying
article [1].

5.1 Functional decomposition

The functional hierarchy (Figure 3) identifies five functions for the software in the case study
on the first level of decomposition. These functions are initialize underwater CAS, obtain data,
determine suggested action, prepare renderer information, and display information. The
underwater CAS is a rather small software with about 1,000 lines of code. Hence, it was
decided that a decomposition to the first level is sufficient. As an example, initialize underwater
CAS was decomposed to the second level. The functions on the second level are already close

to pseudo code; thus, decomposing the function further would lead to code instructions.

Underwater Collision avoidance system for
autonomous remotely operated vehicles

1. Initialize 3 Determine 4. Prepare 5 Displa
underwater collision 2. Obtain data ) - render Ayt pay
f suggested action . N information
avoidance system information /
|
1.1 Setup 3D Level of analysis in
E— renderer and the case study

display area

Example of second
| level decomposition.
Will not be used
further.

1.2 Set up plot
—— area to trace the
position

1.3 Set up
—— connection to the
MOOS database

Figure 3 Functional decomposition of the underwater collision avoidance system.

Function 2, obtain data, serves as an example. Table 7 describes it in detail. This function is a
suitable example since it covers a variety of output types and functional behaviors. The function
polls the database with a frequency of 2 Hz for data on the AROV orientation, AROV position,
AROQV operational mode, and information on identified collision candidates. The database
returns the requested values, and the function obtain data should make them available for the
subsequent functions. The value for AROV orientation is received from the database in radians

and will be converted to degrees in the function.
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The case study demonstrates that the failures can be applied to an advanced software system.
All four types of failure modes could be applied to the software function. The identification
process shows how the different types of failure modes can be assessed with different levels

of detail.

5.2 Application of the failure mode taxonomy

Table 8 presents the identified failure modes with the taxonomy for Function 2. The developer
of the underwater CAS (the co-author) and a risk analyst (the first author) carried out the
assessment. The table does not present all value-related failure modes. More value-related
failure modes can be identified similarly to the ones identified in the table. A detailed list of all
failure modes would add to the length of the table but not more insight on the identification of

failure modes.

As stated previously software failure modes are context specific. Hence, the context is required
to identify relevant failure modes for a function. The top of Table 8 defines the expected input
and output for the example function obtain data. This sets the context for the failure mode

identification.

The failure modes are applied based on the information found in the datasheet in Table 7. The
information on the inputs and outputs is necessary for the assessment of value-related failure
modes. Conditions describe the functional interactions and dependencies with other functions.
Functional and non-functional requirements set the context for the assessment, such as

acceptable timing delays or value inaccuracies.

The top part of Table 8 shows that it is not always possible to define expected values. They
might be unknown due to the complexity of the function or the behaviour of the function over
time. In other cases, the expected values are known due to the context. In the case of the
function obtain data, the expected values are assumed to be known. The AROV is traveling in
semi-autonomous mode, Mode 1, from the south to the north without any pitch or roll angle,
corresponding to [0, 0, 0]. An object has been detected to the left of the AROV, corresponding
to the envelope elements [66, 67, 76, 77]. The exact location of the case study is not relevant,

only its accuracy.
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Table 8 Failure mode identification for the function obtain data of the underwater collision avoidance
system. Failure modes are highlighted in italics.

Expected input

ID Name Expected value

MDb.O1  AROQV orientation from database [0,0,0]

MDb.02 AROQV operational mode from database 1

MDb.0O3 AROQV position from database Correct (not further specified)
MDb.O4 Information on identified collision candidates [66, 67, 76, 77]

Expected output

ID Name Expected value
F2.01 Request for AROV orientation Correct request
F2.02 Request for AROV operational mode Correct request
F2.03 Request for AROV position Correct request
F2 04 s::;zztef:r information on identified collision Correct request
F2.05 AROV orientation [0,0,0]

F2.06 AROV operational mode 1

F2.07 AROV position Correct (not further specified)
F2.08 Information on identified collision candidates [66, 67, 76, 77]
F2.C3 Initiate F3 -

ID Associated element Failure mode

Function failure modes

FM1
FM2

FM3

FM4

FM5

FM6

F2 Omission of “Obtain data”, which is not executed.

F2.B1 Omission of requesting data, which means that data is not requested.

F2.B2 the orientation is note executed.
F2.B3 them unavailable
F2.B2

AROV position)

Omission of converting MDb.O1 to AROV orientation data, which means that

Incorrect functionality of storing values in the corresponding variables, making

Additional functionality while converting AROV orientation (e.g., conversion of

F2.D1 Failure in failure handling, not detected that no value has been received

Interaction failure modes

FM7

FM8

FM9

F2.C3

F2.C3  No function call to F3

F2.C3

Incorrect function call, calling function 4 “Prepare render information,” skipping
function 3 “Determine suggested action”

Incorrect priority for functions, call function F4 “Prepare render information,”

followed by function 3 “Determine suggested action”
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Expected input

ID Name Expected value

Unable to request information from the database (communication protocol-
FM10 F2.B1 :

dependent failure)
FM11 F2.B1  Request with wrong variable name to the database for AROV position

Timing-related failure modes

FM12
FM13
FM14
FM15
FM16
FM17

FM18

FM19

FM20

F2.01
F2.01
F2.01
F2.07
F2.08
F2.08

F2.01-
F2.04

F2.01-
F2.04

F2.01-
F2.04

Output provided too early: Request for AROV orientation

Output provided too late: Request for AROV orientation

Output provided too late (500 ms): Request for AROV orientation
Output provided spuriously: AROV operational mode

Output provided out of sequence: F2.08 provided before F2.07

Output not provided in time: Information on identified collision candidates

Output rate too fast: Requests to database sent too fast

Output rate too slow: Requests to database sent too slow

Inconsistent rate for requests

Value-related failure modes

FM21
FM22
FM23
FM24
FM25
FM26
FM27

FM28

FM29

FM30

FM31
FM32
FM33
FM34
FM35

FM36

F2.07
F2.07
F2.06
F2.06
F2.05
F2.05
F2.07

F2.08

F2.06

F2.08

F2.07
F2.06
F2.08
F2.05
F2.07

F2.05-
F2.08

No value for AROV position

Incorrect value for AROV position (not further defined)
Incorrect value, too high for AROV operational mode = 2
Incorrect value, too low for AROV operational mode = 0
Incorrect value, too high, AROV orientation [ 0, 0, -15]
Incorrect value, too high, AROV orientation [ 0, 0, -30]
Incorrect value, Zero for AROV position [0,0,0]

Value out of application allowable range for Information on identified collision
candidates includes the value 68

Value out of datatype range for AROV operational mode = 2,147,483,648

Frozen value for Information on identified collision candidates (no collisions
candidates detected)

Imprecise value for AROV position varying more than 1 m

Wrong datatype for AROV operational mode, string instead of int

Too many elements, 65, in Information on identified collision candidates
Too few elements, (two elements instead of three), in AROV orientation

Data in wrong order in AROV position [z, X, y] instead of [, y, Z]

Incorrect value (no value) is validated as correct and is output

23



The first column in Table 8 is labeled ID for identifier. Each failure mode that is identified needs
to have an identifier to be able to trace the failure modes. The second column summarizes the
element that is affected by the failure mode, that is, the variable, execution timing, part of the
function block, or a functional transfer. In the third column, the failure mode is described and

specified.

The applied failure modes from the presented taxonomy are marked explicitly in italics in
Table 9. The case study demonstrates that different levels of detail can be applied to the
identified failure modes, such as FM22, FM23, FM25, and FM26.

The ID FM22 describes just that the value is generally incorrect. With the background
information and level of detail available, it is sufficient to describe it as incorrect. For FM23, a
definite value can be associated since the expected value is known. Both FM25 and FM26 are
a special case of a too-high value. Sometimes, it might be necessary to differentiate in
incremental steps since different values imply different interpretations of the failure mode and
may lead to different risk contributions. Similarly, for timing, different levels of detail can be
applied (i.e., FM13 and FM14). With a too-late value of 500 ms, FM14 is a refined version of
FM13.

5.3 Discussion

The case study demonstrates how failure modes can be identified for different elements of a
function. It demonstrates how several of the failure modes can be applied to the functional
level of a software system. Not all failure modes could be applied and demonstrated, because
not all failure modes were relevant for the case study, or there would have been a level of
repetition of similar failure modes. However, application of the other failure modes is similar to
the example laid out. The risk analysts along with software developers should be able to apply
the failure modes in a manner that is relevant for the context. This is only possible if the
analysts have a common understanding of the software system and the associated

terminology.

How different levels of detail can be integrated into the identification and application of failure
modes is demonstrated. For example, value-related can be described very generically as
incorrect, or with a specific value, or within a specific range of values. This implies that the
taxonomy is applicable during different project phases, such as the preliminary design, or

detailed design.

One shortcoming of the case study is that the underwater CAS has not been developed
according to a software development standard. Hence, the amount of information documented
was limited. However, the main developer of the program co-authored this article and provided

additional information when necessary.
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6 Discussion and Conclusion

This article presents a functional failure mode taxonomy for software functions of a software
system. No clear definition of the functional software level and associated failure modes exists
so far. This article defines and clarifies the concept of software functions and associated failure
modes for software systems. The taxonomy was synthesized from the literature and suited to
the functional view taken in this article. The application of the failure mode taxonomy was
tested on an actual software program. Application of the taxonomy contributes to an improved
identification of software function failure modes and contributes to a systematic and thorough

software failure mode identification process.

A functional view makes the analysis scalable, modular, and is appropriate for reliability and
risk analysis. The system can be broken down to the desired level of detail and based on the
availability of information at a given phase in the software life cycle. A functional analysis can
be carried out in an early stage of development; hence, the failure modes can be identified and
used from an early stage of development. The immediate effect on the software output might
not be derived directly from the functional failure modes; therefore, failure effect propagation

is needed.

The application of the proposed functional failure mode taxonomy for identification of failure
modes is as time-consuming as it is for similar processes. However, having a generic
taxonomy allows identifying failure modes more efficiently. The obtained set of failure modes
for software functions will be more comprehensive, and the result may justify the effort. A
computer-aided tool could be used for the assessment to reduce the work associated with the

documentation and to focus on the identification process.

Applying the failure mode taxonomy from early stages of development identifies areas that
need special attention during requirement specifications, testing, and verification activities.
Since the focus is on the software functions, it can be analyzed before the programming of the

software starts.

The accompanying article [1] presents a process for incorporating software in risk analysis.
This process uses the failure mode taxonomy and analysis of the effect of the software failure

modes on the external interfaces. These identified effects may be included in risk analysis.

The proposed taxonomy only considers the functional level of software. In the future, it might
be useful to identify failure modes on levels such as the software system level or the code level

and clearly define these, building on and extending the work described by OECD [35].
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Abstract

Most advanced technological systems contain a software component. With the advent of
autonomous cars, drones, and ships, the complexity of these systems is increasing. One
challenge lies in analyzing risk and its mitigation, as the incorporation of software failures

currently proves difficult.

This paper is a follow-up article by Thieme et al. [1] and presents a method for the analysis of
functional software failures, their propagation, and incorporation of the results in traditional risk
analysis methods, such as fault trees, event trees, or event sequence diagrams. A case study
focusing on a decision support system for an autonomous remotely operated vehicle working
on a subsea oil and gas production system demonstrates the applicability of the proposed
process. The results of the case study are used to derive software and system improvement

measures.

Keywords: Software failure; risk analysis; propagating effects; autonomy
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1 Introduction

Risk assessment provides decision support in relation to risk in technological systems. The
aim is to identify and analyze hazardous events and critical failures and evaluate safeguards
and tolerance to mitigate risk [2]. Risk analysis is the process to understand and determine the

level of risk [3]. Today, software is found in almost all technological systems.

In the future, autonomous vehicles and vessels may be an essential part of the transportation
system [4]. Autonomous systems will be confronted with various operational situations,
involving several hazards that might not all be foreseeable for the system designer or analyst.
Autonomous marine systems, such as ships [5-8] or autonomous underwater vehicles [9], are

under development or exist already. These systems rely heavily on software.

Current methods applied in risk analysis, such as fault trees (FT) and event trees (ET), cannot
reflect the interaction of complex software-based systems sufficiently [10]. Human, hardware,
and software interfaces need to be considered to cover the whole spectrum of possible failures
[11,12].

Several challenges arise when attempting to analyze the risk contribution from software.
Software might be reliable in the sense that it is executing the programmed actions correctly.
However, the software might act reliably in a situation where the action might be considered
unsafe [13]. Software behaves deterministically (i.e., software failures will always manifest
under the same circumstances). Probabilistic methods can be used since there is uncertainty
with respect to the knowledge that software is free from errors and that it will not exhibit any
failures [14].

The objective of this article is to propose a process that may be used to identify hazardous
events from software and analyze potential propagating effects on the overall system. The
results from the process may be incorporated into risk analysis in a meaningful manner for
further risk analysis. A functional view on software allows for flexible risk modeling, a solution-
independent analysis of the events and effects, and a common foundation for communication

between risk analysts and domain experts.

The proposed process can be used to identify necessary modifications and requirements for
the software system, during the design, development, use, and modification stages in the
software life cycle. In addition, it is possible to analyze how the software handles propagating
failures caused by other components of the system, such as sensors and human operators.

The case study in this article demonstrates the usability of the process.
This article builds on the background and results from the accompanying article [1], which

provides a taxonomy for functional failure modes of software and the necessary foundations

for the process proposed in this article. This article describes the suggested process for



incorporating software failures in risk analysis. The process is qualitative; a quantification is

not attempted yet.

A review of the relevant literature for software risk analysis and modeling approaches is
presented in Section 2. This is followed by the developed and adapted process in Section 3.

Section 4 exemplifies each step of the process. Sections 5 concludes this article.

2 Requirements for a Process Incorporating Software in Risk

Analysis

A brief overview of current state-of-the-art methods to incorporate software into risk analysis
is given in the accompanying article [1]. Software system is used to describe the whole
software program with its algorithms and implementation on the hardware. This section
presents a proposed set of requirements that were used as a guideline for developing the risk

modeling process presenting in this article.

Garrett and Apostolakis [13] identified error forcing contexts, which will lead to software failure.
They defined three abilities that a process should have: represent all those states of the system
that are deemed to be hazardous, model the functional and dynamic behavior of the software
in terms of transitions between states of the system, and given a system failure event, identify

the system states that preceded it.
Hewett and Seker [15] identified four modeling properties of a risk analysis including software:

1. Represents structures and (temporal) behaviors of the whole system (together with its
interactions with external environments);
Supports the evolution of software;
Provides modularity and building-block capabilities to cope with scalability issues;
Offers systematic mechanisms to facilitate automated deduction and inference

reasoning for risk assessment.

Chu et al. [14] collected information from an expert panel on risk analysis of software systems.
They agreed that a method incorporating software risk should account for different types of
bugs and consider fault tolerant mechanisms and all available information on the software.

Dependencies between hardware and software need to be included in the analysis.

A risk assessment shall answer three questions: (i) What can go wrong? (i) How likely is it that
this will happen? (iij) If it does happen, what are the consequences? [16]. Risk analysis is the
process to comprehend the nature of risk and to determine the level of risk [3]. These
definitions and the considerations above give input to the requirements for the process

incorporating software in risk analyses in Table 1. If the questions are addressed by a process



is assessed through R1 thru R3 and R7. The proposed process does not cover R7 and focuses

on the quantitative process.

Table 1 Requirements for a process incorporating software in risk analysis, based on input from [13-15].

Requirement

Description

R1 Identify failure modes The process shall enable the analyst to identify failure modes that
might lead to unwanted consequences in the context.

R2  Identify possible failure  The risk model developed in the process shall assist in the

causes identification of possible failure causes and sources in case of a
failure.

R3  Identify consequences The process shall enable the analyst to trace software failure modes

of failure modes through risk scenarios leading to adverse consequences.

R4  Represent functional The risk model developed in the process shall reflect the functional

behavior behavior and constraints of the software including different states
and transition between the states.

R5  Represent temporal The risk model developed in the process shall reflect time-related

behavior behavior, requirements, limitations, and states.

R6  Represent context of The risk model developed in the process shall include required

use contextual and overall constraints, hardware, software, and human
interactions.

R7  Quantify likelihood of The process shall contain mechanisms for the quantification of

consequences failure modes and associated consequences.

R8  Be modular The risk model developed in the process as well as the process shall
be modular, such that changes in software modules can be
reflected.

R9  Be scalable The risk model developed in the process shall be scalable, such that
different levels of detail can be addressed and that software
systems of different sizes can be analyzed.

R10 Make use of all The process shall use all available information to build and analyze

available information the risk model developed in the process.

R11 Be applicable The process shall be appropriate throughout the lifecycle of the

throughout the software  software and aide in decision making.
life cycle

Requirements R6, R8, and R9 address features that a risk process to incorporate software in
a risk analysis should exhibit in terms of the risk model developed in the process. Requirement
R10 refers to the use of information for the process, while R11 shall assure that the process is

applicable during the life of the software.

The requirements may be addressed using a functional perspective on the software, which
makes it scalable and suitable for failure mode analysis [14, 17]. The discussion, Section 5,
uses these requirements to highlight the features of the proposed process in comparison to

existing methods and processes.

3 Process for Incorporating Software in Risk Assessment

Figure 1 summarizes the steps in the proposed process in this article and sets it in the context
of the generic risk management framework presented by ISO 31000 [18]. Steps 2 to 4 are the
main contribution from this article and the accompanying article [1], being improved and novel.

The sections detail each of the steps, as indicated in the figure. Communication between



different stakeholders, especially between software engineers and risk analysts, is of utmost

importance to apply the proposed process successfully.

Corresponding steps

Steps Methodology/ Case study in 10 31000
inISO 3

1. Define the scope of the
assessment

R e 7

Sec. 3.2/ Sec. 4.2

4 Sec. 3.1/ Sec. 4.1. Establish the context

2. Decompose software and build

N . 5 In the accompanying article
functional software model ompanyms
Sec. 3/ Sec. 4.1.1
g | v
e - - Sec. 3.3/ Sec. 4.3
22 3. Identify and assess failure modes SEC. 2.0 5ee. &0
o = . - . In the accompanying article
Zz & for the functions Sec. 4/ Sec. 4.1.2
g €. a4/ sec. 4.l Risk assessment
9

v

Sec. 3.4/ Sec. 4.4

v

Sec. 3.5/ Sec. 4.3

¥

Sec. 3.6/ Sec. 4.6 Risk treatment

4. Propagate functional failure
modes through the software system

5. Incorporate relevant hazards in
risk analysis and quantify

6. Suggest improvements measures [«

v v

7. Update the analysis <] Sec. 3.7/ not included Monitoring and review

Communication, consultation and documentation

Figure 1 Steps in the proposed process to incorporate software failure in risk assessment and the corresponding
steps in the ISO 31000 risk management framework [3]. Abbreviation: Sec. — Section.

3.1 Step 1: Define the Scope of the Assessment

The definition of the scope includes an overall description of the software, its purpose,
application area, and operational context. Risk analysis is context specific, and the model
should reflect this. The operational context describes which interactions the program has with
its environment, such as other software programs, servers, humans, or sensors. Every
interaction or output that is different from the expected interaction or output is a failure of the
software. Only with the context, it is possible to analyze which failures will cause negative
consequences.

The stage of the software in its life cycle determines the level of detail of the risk analysis. The
level of detail of the risk analysis needs to be defined. Available documentation for the
software, such as the software requirements specification (SRS) (according to IEEE 830 [19]),
the system requirements specification, the software development documentation, or the
verification and validation documentation, needs to be identified and used in the analysis

process. Software engineers should be involved in the process and development of the



functional software model to avoid ambiguity and increase understanding of the software

system.

3.2 Step 2: Decompose Software and Build Functional Software Model

A functional decomposition of the software system is the first step toward building the functional
software model. The functional decomposition and description of functions is necessary to
collect and arrange the necessary information for the next steps. The functional analysis
standard EN14514 [17] may assist in the decomposition. The accompanying article (Thieme
et al. [1]) provides more information on functional decomposition and the description of the

functions.

The functional decomposition is used to build the functional software model, which graphically
represents the collected information. The functional software model visualizes the interactions
between the functions and assists the analysts in maintaining an overview of the functions and
their relationships. The connections between the functional elements are constructed

according to the information on inputs, outputs, and associated conditions.

Figure 2 summarizes the symbols for building the model. The function descriptions and the
behavior are associated with each of the functions. Two types of connectors are used in the
functional software model. Transfer of information refers to the connection of functions through
common data (i.e., the input and output). The second type, functional dependency, describes
the influence of functions on other functions that are not related through the exchange of data.
This could be functional calls or prerequisite functions. The software boundary is used as a

visual cue to differentiate the external interfaces from the software functions.

Function
External
interfaces
Transfer of
information
Functional
................. >
dependency

Software
boundary

Figure 2 Modeling elements to represent the software functionality.

The information collected in the functional software model and the associated information on

the functions assist in the analysis of the interaction failure modes (Step 3) and the analysis of



the propagation behavior (Step 4). The description within the blocks needs to be coherent

throughout the model to facilitate these steps.

3.3 Step 3: Identify and Assess Failure Modes for the Functions

This step is central to the proposed process since potential failure modes are identified for
each function. These function-specific failure modes are propagated in the next step to analyze
the effect of each individual failure mode.

The accompanying article [1] presents the failure mode taxonomy used in this article. There
are four categories: functional, interaction, timing-related, and value-related failure modes. The

failure mode taxonomy suits the functional view of software adopted in this article.

The analysts need to assess which failure modes are applicable to the software functions.
Each identified failure mode needs to have a unique identifier to make it traceable in further
analysis. Each failure mode should be described according to the chosen level of analysis.
The analysis should consider the complete information to give meaning to the failure modes.
Especially functional and non-functional requirements and constraints need to be included in

these considerations.

3.4 Step 4: Propagate Functional Failure Modes through the Software
System

The output and hence the effect of each failure mode on the external interfaces needs to be

analyzed with respect to the overall system functionality and the context. The critical aspect in

this step is how the failure modes interact with the external interface through the propagation

behavior. The analysis needs to assign an effect in a meaningful manner to the propagated

failures. The failure modes are propagated until all reachable interfaces are affected. The

importance of considering failure propagation is explained in the accompanying article [1].

Generally, the propagation of the failure modes highly depends on the software functions and
its overall function. The effect of control loops and reiterations within the software shall be
considered. The propagation shall be reiterated at least once for loops, such that the effect of
these will become visible. Additional iterations may be necessary. Fault detection and
correction mechanisms need to be considered while analyzing the failure propagation

behavior.

Table 2 summarizes the propagation behaviors of the failure modes through a software
system. The first column summarizes the failure modes. The second column is labeled refined
failure mode. Refined failure modes describe the failure mode in more detail and reflect a
higher level of detail of the analysis. The third column describes the propagation behavior of

the failure mode. The column Ref. describes the source from which the propagation behavior



was derived. In this case, 7 refers to Wei [20] and 2 refers to the authors’ identified propagation
behavior.

Value-related failures affect subsequent functions by providing an incorrect value. The effect
depends on the functionality and the process in the subsequent functions. In most cases, the
value failure will lead to an incorrect value failure. Effectively, decisions and output to the
external interfaces will be affected by these incorrect values and/or dependent function calls.
The propagation and hence the overall effect on the external interfaces is highly dependent on

the software purpose.

Functional failure modes mainly propagate similar to value-related failure modes. Propagation
of interaction failure modes depends on the function process and interactions. Not calling or
skipping functions will mostly propagate as the failure modes no value or output provided too
late. In most cases, the failure modes related to external files will propagate as the no value
failure mode.

For timing-related failures modes, three cases are differentiated [20]: no fault tolerance
mechanisms with respect to timing (T1), watchdog timers or similar (T2), and failure recovery
mechanisms with respect to timing (T3). In the case of T1, these failures will propagate directly
through the software functions. In the case of T2, the software will either abort or exhibit a safe
behavior. Safe behavior refers to a standard functional call or usage of a safe standard value.
Moreover, in the case of a detected failure, T3 refers to software that will execute actions that

will reduce the negative effects of the failure mode [20].

If data-rate failures are considered, then the design of the data transfer system becomes
relevant [20]. In sporadic mode (SM), the data receiving function is activated by the available
data. Data can be transferred in a passive mode (PM), and the data receiving software
functions check all events and data available in the associated buffer. In active mode (AM),
the buffer pushes out old data when it is full and the software function has yet not handled the
data. A polling system specifically requests data as soon as the software function requires
input [20].
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3.5 Step 5: Incorporate Relevant Hazards in Risk Analysis and Quantify

In this step, the analysis identifies and incorporates the safety-relevant undesired effects that
were identified through the failure mode propagation. These are the direct results from the
propagation analysis in Step 4. Identified relevant effects may be implemented in FTs, event

sequence diagrams, ETs, or as nodes in Bayesian networks.

Steps 4 and 5 are closely connected. Some iterations may be necessary to identify the relevant
failure effects on the external interfaces that need to be incorporated in the risk analysis. This

is symbolized in Figure 1 with the arrow pointing from Step 4 to Step 5.

The software failure mode effect on the external interfaces needs to be viewed in the context
of use with other technical sub-systems or operator actions [21, 22]. Human operator actions
may lead to software failures, but they may also correct and recover the system from software

failure.

In addition to failures in the software, failures might arise in the interfaces of the software [11].
This might be faulty measurements from sensors, incorrectly entered data from human
operators, or incorrectly implemented database queries. Applying the failure mode propagation
behavior may be used to analyze the effect of an interface failure on the software system and
consequently on the other external interfaces. This is not discussed further here and is subject

to further work.

Quantification could be derived through expert judgment or software reliability models.
However, the quantification of the identified failure modes and the propagated failure effects

on the external interfaces is out of scope of this article and will not be discussed further.

3.6 Step 6: Suggest Improvement Measures

Risk assessment is used to assess the risk level of an activity and propose mitigating measures
in case of high levels of risk. Measures to improve the software system are (among others) to
specify additional software functionality, redesign the software system, or specify additional

safety and functional requirements for the software system.

The process for incorporating software in risk analysis should be used in the design phase of
the software, such that necessary changes can be specified and implemented in an early stage

of development.

The process may be applied to existing technological systems to estimate and include the risk
contribution from the software system to the overall risk level. In contrast to hardware systems,
software failure modes that are successfully removed from the software system will not reoccur
under the same circumstances. Software updates that address identified failure modes and

effects on the external interfaces need to be tested and verified.
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The software system being analyzed should be tested, validated, and verified before it is used
in operation to demonstrate compliance with the requirements. The results from the presented
process to incorporate software in risk analysis could be used to generate test cases to ensure
that critical failure modes will not occur. A formal software development process as laid out in
ISO/IEC/IEEE 12207:2008 [23] and ISO/IEC/IEEE 15288:2015 [24] may assist in identifying

the right risk mitigating measure.

3.7 Step 7: Update the Analysis

In accordance with the risk management standard 1ISO31000 [3], risk analyses need to be
updated regularly. Several aspects might make it necessary to update the functional software
model, the failure mode identification, and the associated risk analysis. These are change of
context of use, change of interfaces, implementation of new functions, or implementation of

failure identification and correction mechanisms.

3.8 Discussion

One important aspect for incorporating software in risk analysis of the proposed process is the
propagation of identified functional software failure modes to identify their effects on external
interfaces. The propagation behavior was partly adopted from the literature [20] and extended.
Wei [20] defined propagation behavior for less failure modes than the accompanying article [1]
covers. Therefore, this present article defines the propagation behavior for the failure modes

from [1] that have not been covered previously.

The propagation behavior allows a consistent analysis of the software behavior if a functional
software failure mode occurs. The purpose of the proposed process is to highlight possible
weaknesses in the software system as a basis for improving the SRS and focus testing and
verification efforts on critical aspects of the software system. This implies that a software
project in an early phase should consider all failure modes and therefore will be aware of

possible failure modes and associated propagated effects on the external interfaces.

Table 3 assesses the proposed process to incorporate software in risk analysis against the
requirements that are presented in Table 1. All requirements are fulfilled except R5 and R7.
Since the process is considering timing-related failure modes, R5 is only partly fulfilled.
However, only through incorporation of the process in dynamic risk analysis is it truly possible

to capture the full implications of timing-related failure modes in risk analysis [25].

Requirement 7, which is not fulfilled, addresses the quantification of the likelihood of software
failure modes and their associated effects on the external interfaces. It is believed that it is
possible to quantify software failure modes. A software tool may facilitate the process of
analyzing the effect of propagating failure modes, their integration, and quantification in risk

analysis.
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Table 3 Assessment of the proposed process to incorporate software in risk analysis against the criteria from

Table 1.

Requirement Fulfillment Comment

R1 Identify failure Yes Individual functional failure modes are identified for each
modes function. The first part of this article identifies a

comprehensive and coherent set of functional software
failure modes.

R2  Identify possible  Yes Failure causes can be found in the interfaces in the software
failure causes itself or failure in the hardware support. The accompanying

article outlines possible failure causes [1].

R3  Identify Yes Through consequent application of the failure mode
consequences of propagation behavior, the consequences of software failure
failure modes modes can be identified. The effects on the external

interfaces can be integrated into risk analyses.

R4  Represent Yes The functional behavior of the software system is explicitly
functional modeled and represented through the functions.
behavior

R5  Represent Partly The temporal behavior is included in the model through
temporal timing constraints, requirements, and timing-related failure
behavior modes.

R6  Represent Yes The context of use of the software is represented by
context of use including external interfaces in the functional software

model, considering the overall requirements, and using
context-specific failure modes for a certain situation.

R7  Quantify No The process for incorporation of software in risk analysis
likelihood of allows for quantification of the failure effects in risk models
consequences (e.g., FT and ET). However, the quantification process is not

covered in this article.

R8  Be modular Yes The functional software model is modular through the
functional decomposition. Each function is represented as
its own module.

R9  Be scalable Yes The process for incorporating software in risk analysis is
scalable. It can be used for large and small software
systems. The interactions between the functions are known
and hence can be modeled. The process can focus on
different levels of detail and functional decomposition.

R10 Make use of all Yes The functional software model uses and reflects all the
available information that is collected in the SRS and other
information documentation.

R11 Be applicable Yes Through the scalability and modularity, the process can be
throughout applied at different stages of development. Especially in the
software life operation phase, the modularity makes it easy to adapt the
cycle model to changes.

The other requirements are fulfilled. The requirements that are fulfilled and differentiate the
proposed process to incorporate software in risk analysis from suggested methods and
processes are, among others, R5, R6, R10, and R11. The difference from existing methods

and processes will be discussed in more detail below.

The proposed process in this article allows identification of functional failure modes, failure
consequences, and failure causes, which addresses R1 to R3. The process allows

representing the context and functional behavior (R4 and R6). Failure modes are identified for
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the functional behavior. The effects of the functional failure modes may be integrated in risk

analysis, thus integrating it in the context.

The proposed process is modular and scalable (R8 and R9), which originates from the
functional approach. The functional approach also allows using the proposed process in
different life cycle phases (R11). The process makes use of all available information, building

the model and assessing failure modes based on that information.

Generally, the proposed process requires a good understanding of the software to be analyzed
and the software development process. It is necessary that the risk analyst and software
developers work together and develop a common understanding of both the software and risk

analysis, such that ambiguities can be avoided.

The presented process is not the first to attempt to identify and incorporate software failures
into risk analysis. Wei et al. [26] applied failure modes and identified their effects in a simulation
environment. Wei et al. [26] only applied selected failure modes to some of the software
functions. Their approach requires that the full software is available. However, not all the
information that might be available from the software development process is incorporated.
Hence, the approach by Wei et al. [26] does not completely fulfill the requirements R8, R10,
and R11.

The presented process in this article differs significantly from a software failure mode and effect
analysis (FMEA). In most cases, FMEA assesses the effect of a failure mode based on
discussion and knowledge of the analysts, and not all available information is used (R10). In a
FMEA, only the most critical or likely failure modes are included [27]. The FMEA alone does
not allow for quantification of failure events for quantitative risk analysis (R4). Moreover, FMEA

is most suitable for risk analysis in the design phases of a system [28] (R11).

The suggested process for incorporating software in risk analysis focuses on the software and
its interactions with external interfaces and implementation of relevant failure events in risk
analysis. This is different from other methods and processes, such as system-theoretic
process analysis (STPA) [29-31] or the dynamic flowgraph method (DFM) [32-34], which focus
on the identification of hazardous events. These methods do not address requirements
focusing on quantitative assessment (R4). In addition, DFM does not provide mechanisms for

identifying failure causes (R2).

4 Case Study

This section exemplifies the process to incorporate software in risk analysis on a software-
based decision support tool with risk relevant implications. Each step of the proposed process
will be addressed, except Step 7. A complete analysis of the software system would be too

extensive. Hence, only selected aspects of the case study object will be presented in detail.
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Steps 2 and 3 are briefly presented in the case study of the accompanying article [1]. More
explanation is provided here to provide enough information for the failure mode propagation in
Step 4.

4.1 Step 1: Define the Scope of the Assessment

Hegde et al. [35, 36] presented collision avoidance rules based on safety envelopes for an
autonomous remotely operated vehicle (AROV). They implemented the set of traffic rules in a
software tool to provide decision support in AROV operations, the underwater collision
avoidance system (CAS). Since the software provides decision support with respect to the safe
operation of the ARQV, it is necessary to assure that the tool does not increase the level of

risk.

The underwater CAS receives data through external interfaces and provides information for
operational decision making. It is developed in an academic setting, not following the lifecycle
processes of software, as laid out in ISO/IEC/IEEE 12207:2008 [23] or ISO/IEC/IEEE
15288:2015 [24]. The main developer is a co-author of this article and provided necessary

information and input for the analysis.

4.1.1 Context for the analysis

The underwater CAS by Hegde et al. [35, 36] has four aims: visualize the detection of static
obstacles using safety envelopes, suggest a change of course based on safe traffic rules if an
obstacle is detected, provide three dimensional (3D) orientation and position visualization, and

visualize the traversed path in time and space.

The underwater CAS is designed for the operation of AROVs, which are unmanned underwater
vehicles that operate mostly autonomously. The program has two main assumptions: (i) the
size and position of all detected obstacles are known and (ii) the exact position of the AROV
is known. The underwater CAS is programmed with the language Python 2.7. The user
interface was created with Qt and was converted to python code. The renderer of the 3D model

uses the Visualization Toolkit library. The plots are realized with the Matplotlib library.

The underwater CAS receives its input from an external interface. The Mission Oriented
Operating Suite (MOOS) database provides position, attitude, and collision data. In addition,
MOOS is a middleware developed to access the mission-related parameters [37]. The MOOS
database collects and stores data produced by the AROV and associated software. The data
can be requested from the AROV components that need parts of the data. The underwater
CAS produces outputs. It sends requests to the MOOS database for position, orientation, and
identified collision candidates, and it visualizes the 3D model, position plots, and status

messages regarding recommended actions to the human operator via a screen.
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For the analysis, a transit of the AROV from a subsea garage to a working site in an underwater
oil and gas production facility is assumed. The AROV moves with velocity of 1.5 m/s. The
distance from the center of the AROV to the outer envelope is 2.5 m. During the transit, the

AROQV passes a subsea structure.

The structure is detected within the outer safety envelope. The expected recommendation of
the underwater CAS is to execute an evasive maneuver to the left of the structure to keep a
safe distance from the obstacle. The situation of the analysis is rendered in Figure 3. The
AROV follows pre-programmed waypoints. If the AROV detects obstacles, the underwater
CAS will warn the human operator. The underwater CAS will suggest an evasive maneuver,
and the human operator needs to implement a route. The human operator could also take
direct control of the AROV using the control joysticks. Although the underwater CAS is a
conceptual development, it is assumed that it is part of the human-machine interface of the

human operator with the AROV and hence assist in the operation.

Rule: Turn Left

Figure 3 Situation visualization for the case study; the plots on the right hand side are a visual example, not
representing the current situation.

The implementation of the safety envelopes in the MOOS database and the AROV control has
been verified and demonstrated [35, 36]. The traffic rules are assumed to be implemented
correctly in the underwater CAS. It has been verified that the MOOS database gives expected

datatypes and outputs in the right format.
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4.1.2 Aim of the risk assessment

The analysis focuses on how the underwater CAS could contribute to a collision with the
subsea structure that the AROV shall pass. Based on the above-described situation, the
possible effects of the software on the external interfaces are analyzed with the failure modes
and the propagation behavior. The results of the analysis shall be implemented in qualitative

FTs to analyze the effect on the overall operation.

The application of the process shall give input to potential mitigation measures and shall help
to improve the software during the next update. Other mitigating measures may be to adapt
the system architecture. It shall also identify additional requirements or functionalities, which

are necessary to avoid or mitigate the effect of possible failures.

4.2 Step 2: Decompose Software and Build Functional Software Model
The software decomposition can be found in the accompanying article [1]. Five functions were
identified: initialize underwater CAS (F1), obtain data (F2), determine suggested action (F3),

prepare render information (F4), and display information (F5).

In the first function, initialize underwater CAS, the program starts, establishes a connection to
the database, and sets up the window for visualizing the data. In F2, obtain data, the software
polls for the necessary information that the underwater CAS uses in the subsequent functions.
The underwater CAS shall poll data from the MOOS database with a frequency of 2 Hz. The
function is detailed in the accompanying article [1] and shall further serve as an example for

the process in this article.

In F3, determine suggested action, information on the collision candidates and their positions
is used to determine which actions are necessary to avoid a collision and stay at a safe
distance. In F4, prepare render information, this information and the information on the collision
candidates is used to highlight the corresponding safety envelope elements and display the
recommendation. In addition, the 3D model is rendered according to the orientation of the
AROQV to give the human operator an overview of the situation.

The last function, display information, updates the plots for the position and the 3D model. This

information is sent to the user screen, where the human operator will see the information and

use it as aid for operating and monitoring the AROV.

Figure 4 presents the functional software model for the underwater CAS. It was developed
from the functional decomposition and the description of the functions. All identified interfaces
have been included. The program execution loop is represented through the broken line from
F5 to F2. The diagram supports the analyses of failure modes and failure effect propagation in

the next two steps. It illustrates the connection of the functions, the flow of information, and the
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dependency of functions. Each line is labeled with the associated output. These are described

in Table 4. They represent the information that was summarized above.

F4.01

}

5. Display
information

-+ - - Connects to database - - - - + >
Starts Requests  gends
Program . dare data
Ir |
! , |
1. Initialize | : , '
1o TREREE Calls: - - - » 2. Obtain data [«
| | underwater CAS | : :
: |
! |
|
| : F2.05 | o
| Sets up F2.08 F2.08 F206 ||
| renderer F207 . |
I : :
: o
I : 4. Prepare 3. Determine o
I R > render [4F3.01— : o
| . . suggested action
! information |
! |
! |
! |
! |
! |
! |
! |
! |
! |

Figure 4 Functional software model of the underwater collision avoidance system software. Abbreviations: Ul —
User input; MDb — MOOS Database; US - User screen, description of the outputs can be found in Table 7.

Table 4 Description of the outputs of the functions of the underwater CAS, found in Figure 7.

Abbreviation Name Description

F2.05 AROV orientation Vehicle orientation in roll, pitch, and heading of the AROV.
AROV operational Mode of operation of the AROV (i.e., remote control, semi-

F2.06 mode autonomous, autonomous).

Local position of the AROV with respect to a local
F2.07 AROV position reference coordinate system, described in the north, east,
and down reference frame.

Information on Information on objects that were identified as falling within
F2.08 identified collision the safety envelopes of the underwater CAS.
candidates
Suggested action to the AROV operator based on the
F3.01 Suggested action current context.
F4.01 Render information Information necessary to update the renderer.

) ) Visualized information containing the render model,
F5.01 Screen information suggested action and position plot.
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4.3 Step 3: Identify and Assess Failure Modes for the Functions

As mentioned in the previous section, F2, obtain data, is used as the case study object. The
accompanying article [1] identified 36 failure modes for that function. The set of identified failure
modes is incomplete. It focuses on demonstrating how most of the generic failure modes can
be applied to the software function. The identified failure modes can be found in the first two
columns of Table 5 in the next section. The failure mode identification will not be explained

further here.

4.4 Step 4: Propagate Functional Failure Modes through the Software
System

Table 5 summarizes the effects of applying the failure mode propagation behavior to the
identified functional failure modes of F2. For the propagation of the failure modes, the
information collected in Figure 4 is used. Information on the affected functions can be read

directly from the functional software model.

In general, functions that are assessed with no effect are not influenced by the propagated
failure mode. No information updated or displayed in the column effect on user screen can be
interpreted as a crash or a hanging of the underwater CAS. The human operator will not
receive any information. Some selected examples shall clarify the analysis process and

provide additionally needed information in the following paragraphs.

The failure mode FM4, incorrect functionality of storing values in the corresponding variables,
making them unavailable, will result in no output to the subsequent functions. These will not
be able to produce their required output due to the missing data. Therefore, the user screen

will not be updated, or any information displayed.

In FM8, no function call to F3, the software execution is affected in such a way that F4 will be
executed directly. That means that the render information is prepared and sent further to
function F5. In this case, F5 will prepare the display data without the suggested action since it
was not determined. Hence, the user screen will show all information correctly, except the
suggested action.

With respect to timing-related failure modes, two examples will be further explained. Output
provided too late (500 ms): request for AROV orientation (FM14), which is a delay in the
execution of the functions that succeed F2, occurs. The program will periodically run the
functions in the specified order. The human operator will experience the delay since the screen

is not updated in real time but with the delay of 500 ms.
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In FM16, output provided out of sequence: information on identified collision candidates
provided before AROV position, there is no effect on the output. The information is stored in
dedicated variables. Unless the information is stored to the wrong variables, it will not affect

the output to the external interfaces.

The failure modes FM23 and FM24, incorrect value, too high, AROV orientation [0, 0, -15]/
[0, 0, -30], respectively, are a special demonstration of how similar failure modes might affect
the risk level. In this case, the heading of the vehicle is shifted in the failure mode by -15° and
-30°, respectively. This failure will affect the model of the AROV being displayed with a wrong

heading. Incorrect orientation display might have different implications for the human operator.

Regarding FM28, value out of application allowable range for information on identified collision
candidates includes the value 68, the failure mode will propagate as no output. The output will
lead to no output in F3 since the value cannot be interpreted. No mechanisms are in place to
check whether the value falls in the range. The no output failure mode will propagate to the

screen, and the human operator will experience it as a hanging or crashing of the program.

Similarly, FM 34, too few elements, (two elements instead of three), in AROV orientation, will
lead to no output in Function 4. Function 3 is not affected since it does not use the information
in the output AROV orientation. In Function 4, the program will read from the array, which only
has two elements and not the expected three elements. When trying to read the third element,
the function will not be able to do so and cannot produce an output. The human operator again

will experience this as hanging or crash.

4.5 Step 5: Incorporate Relevant Hazards in Risk Analysis and Quantify

This section shall demonstrate how the identified effects on the external interfaces and the
safety-relevant effects can be implemented in the risk analysis. For that purpose, a fault tree
analysis (FTA) was conducted. The top event for the FT is collision with subsea structure
during transit. It incorporates human- and software-related events. The developed FT covers
only part of the complete risk analysis. The FT has not been quantified since this is out of the

scope of this article.

Figure 5 and Figure 6 present the developed FT, which is split into two parts for better
readability. The effects on the interfaces from the propagated failure modes that relate to the

display of wrong information are presented in Figure 5.

The effects on the interfaces from the propagated failure modes that relate to the omission of
displaying information can be found in Figure 6. Examples are no information displayed or
updated or no update of AROV position plot. These events are only relevant if the human
operator needs to rely heavily on the underwater CAS, due to visibility or technical conditions,

and if the human operator decides to continue the mission, despite the degraded performance
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of the underwater CAS. Two events in the FTs are undeveloped, these relate to the failure in

the control system and human operator failure during waypoint planning or implementation.

The main part of the FT, Figure 5, includes some of the events that relate to a wrong display
of information or delayed output of information. The AND-Gate 3, for example, contains events
in which the information is provided too late with respect to the requirements. However, it might
be possible that the human operator can take action beforehand or that the human operator
can react and avoid a collision. Effects of propagated functional software failure modes that
were included are information on screen is updated 500 ms later than required, information on

screen is updated later than required, and information on screen is updated inconsistently.

Another group of effects of propagated functional software failure modes are those that relate
to wrong information being displayed, such as position in AND-Gate 4, heading in AND-Gate 2,
and AROV operational mode being displayed as autonomous operation in AND-Gate 5. Most
of the events that will lead to a collision require the human operator to be fully trusting the

information provided by the software, while not using other available information.

Not all of the identified effects of propagated functional software failure modes are relevant for
the context. Hence, they were not included in the FTs. For example, information on screen is
updated earlier than required does not influence the risk in relation to a collision. On the
contrary, the earlier information is available and updated (an increased update frequency is

implied) the better it is for the human operator.

Similarly, display of information that AROV is in manual mode was not included since the
human operator will act, in this case. This is disregarding the possibility that the human
operator will not take action due to other reasons. Such an event could be potentially found in

the undeveloped event operator failure during waypoint planning or implementation.

The event render model displayed with -15° wrong heading was not included in the FT, since
it is a rather limited change of heading and it falls in the normal variation of the AROV heading
(e.g., to compensate for external disturbances). A deviation by more than that, in this case -30°,
is assumed significant, such that the human operator will take action, in this case, one that

may lead to a collision.
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Figure 6 Sub-fault tree for the transfer gate P2 of the fault tree collision with subsea structure during transit.

4.6 Step 6: Suggest Improvement Measures

Most of the failure modes and their propagation effects on the interfaces of the underwater CAS
that were identified could be prevented by verifying that the data received is in the correct format
and expected datatype. Several failures that may lead to a crash or hanging of the software can
be avoided. In the current version of the program, no timing watchdogs or similar are implemented
to ensure that the software will abort after a time without output. By defining such requirements

and accordingly implementing them, hanging of the program can be detected and prevented.

In general, the underwater CAS was missing an implemented failure message system to the

human operators. This should be implemented to assist the human operators in failure detection
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and solutions. Since the case study only covers a limited set of failure modes, no more

improvement measures will be discussed.

4.7 Discussion

The case study was chosen due to its relevance for safe operation of an AROV and the potential
for software improvement. Almost all the failure modes can be applied to the case study; hence,
it is well suited for demonstration. Function 2 of the underwater CAS is described in detail. The
analysis of other functions of the underwater CAS may be carried out similarly. The identification
and propagation of software failure modes has been demonstrated. Only a few timing
requirements are defined; therefore, only a few aspects of the timing-related failure modes could

be demonstrated.

The example demonstrates that the effects of propagated failure modes on the external interfaces
can be implemented in a risk analysis, in this case an FTA. The presented FTA uses a simplified
FT, neglecting failures that might arise independently of the analyzed software. In a full risk
analysis, these events may need to be considered. For example, the control system of the AROV

should be analyzed with the proposed process.

Results from the case study show that software functional requirements and fault detection
features can be identified to improve the software. This is addressed in the case study in Section
4.6. Analyzing the other functions and Function 2 completely could potentially identify additional
relevant effects on the external interfaces, which should be implemented in the risk analysis.

Consequently, this will lead to more specific recommendations for improvement of the software.

Some challenges are associated with the application of the proposed process to the underwater
CAS. The software is developed in an academic setting, which does not apply a formal
development process, as it may be used in the industry. However, it is believed that the example
is representative for safety-relevant and related software systems and the risk assessment of
these. The analyzed software is an important support system for the operation of AROV and might

be implemented in future human-machine interfaces for AROV.

The proposed process is time intensive; thus, only one of the five functions of the underwater CAS
was analyzed. Analyzing more complex software systems will be time-consuming. However, it will
benefit the software being analyzed by deriving a comprehensive list of functional failure modes
and their associated effects on external interfaces. Hence, an automated software tool should be

developed and used to aid in the process.
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5 Conclusion

This article presents a process for incorporating software failures in risk analysis, analyzing the
effects of propagating functional failure modes on external interfaces, and incorporating these into
the risk analysis. The process provides a systematic way to analyze the effects of functional failure

modes on the software output and associated external interfaces.

The identified effects can be implemented in risk analysis and incorporated with human operator
and hardware—related failure events. The process applies the propagation behavior of software
functional failure modes. This is an advantage over the current methods for incorporating software

in risk analyses since a structured process is applied.

Eleven requirements were developed to assess the process for incorporating software in a risk
analysis. The proposed process fulfills these requirements, except for two. The proposed process
does not fully capture the dynamics of the software with respect to the context; a dynamic risk
analysis is required. The proposed process does not provide an approach to quantify the likelihood

of the identified effects of propagated functional software failure modes on the external interfaces.

Relevant software failure effects are context specific and can be implemented directly in a risk
analysis, via such methods as FTs, ETs, or event sequence diagrams. The case study in this
article shows how such a venture could be conducted. It is believed that the proposed process
can assist in identifying a cohesive set of software failure effects on its external interfaces of safety

critical software and therefore improve the safety performance of the overall system.

The proposed process may be applied in the development phase of the software. It may aid in
highlighting necessary measures to improve the software and make it safe before the software is
written. The process may be applied to existing software systems, which makes it possible to

improve existing software systems through updates and changes.

In the future, the process should be applied to more complex technical systems, such as
autonomous ships, to demonstrate its applicability and feasibility. Future work should also
incorporate the software failure effects on the external interfaces with human and organizational

factors and the complete hardware system.

The process is time-consuming, and large software systems may be difficult to trace for the
analysts. Hence, a software tool should be developed that aids in the process. The analysts shall
focus on building the functional software model and implementing the relevant effects on the
external interfaces of propagated software failure modes through relevant risk scenarios. This

would be done of course with typical logic models to facilitate the overall process.
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Regarding the implementation of the identified propagation effects in risk analysis, the proposed
process does not contain an analysis of the effects of failures in the external interfaces on the
software system. Including these propagation behaviors will improve the incorporation of mutual

dependencies between software users, hardware, and software.

A second challenge lies in the quantification of the likelihood of failure modes and their effects on
the external interfaces for risk analysis. Further investigation is needed to identify a suitable

quantification method.
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Abstract

Autonomous marine systems, such as autonomous ships and autonomous underwater vehicles, gain increased interest
in industry and academia. Expected benefits of autonomous marine system in comparison to conventional marine sys-
tems are reduced cost, reduced risk to operators, and increased efficiency of such systems. Autonomous underwater
vehicles are applied in scientific, commercial, and military applications for surveys and inspections of the sea floor, the
water column, marine structures, and objects of interest. Autonomous underwater vehicles are costly vehicles and may
carry expensive payloads. Hence, risk models are needed to assess the mission success before a mission and adapt the
mission plan if necessary. The operators prepare and interact with autonomous underwater vehicles to carry out a mis-
sion successfully. Risk models need to reflect these interactions. This article presents a Bayesian belief network to assess
the human—autonomy collaboration performance, as part of a risk model for autonomous underwater vehicle operation.
Human-autonomy collaboration represents the joint performance of the human operators in conjunction with an auton-
omous system to achieve a mission aim. A case study shows that the human—autonomy collaboration can be improved
in two ways: (I) through better training and inclusion of experienced operators and (2) through improved reliability of
autonomous functions and situation awareness of vehicles. It is believed that the human—autonomy collaboration
Bayesian belief network can improve autonomous underwater vehicle design and autonomous underwater vehicle oper-
ations by clarifying relationships between technical, human, and organizational factors and their influence on mission risk.
The article focuses on autonomous underwater vehicle, but the results should be applicable to other types of autono-
mous marine systems.
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Introduction tool for scientific, commercial, and military purposes.
They are able to map the sea floor, locate objects of
interest, monitor and inspect undersea structures, and
measure properties of the seawater.'> Direct control
below the water surface is difficult, due to the impedi-
ment of radio signals underwater and the low

Autonomous marine systems (AMS), including autono-
mous ships, are the focus of ongoing industrial and
academic research and innovation.'® Recently, the
Trondheimsfjord in Norway was opened as a test site
for autonomous ships.” One requirement for AMS to
operate in this area is that the risk has been assessed
and it is demonstrated that the risk level is sufficiently
low. Research projects, such as MUNIN'® and
AAWA'! aim to establish concepts for autonomous
cargo ships. Several small autonomous boats and ves- Corresponding author:
sels are already in use.6,12—14 Autonomous underwater Christolph Alexander Thieme, Centre for AutonquU§ Marinel

. . Operations and Systems (AMOS), Norwegian University of Science and
vehicles (AUVS) are an examples of AMS, which have Technology (NTNU), Otto Nielsens veg 10, NO-7491 Trondheim,
been applied for more than two decades. They operate  Norway.
below the water surface and represent an important Email: Christoph.thieme@ntnu.no
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communication bandwidth of underwater acoustics.'®

AUVs are able to adapt their mission paths to some
extent to the environmental conditions to operate in
the subsea environment and achieve the previously
defined mission aim. Several shapes and types of AUVs
exist. Yuh et al.'> provide an overview of different
AUVs and their purposes. In the future, AUV will be
increasingly operated together with other autonomous
systems, for example, autonomous aerial vehicles and
surface vessels, for example, for joint monitoring of the
environment.'®!” In order to carry out such operations
satisfactorily, AUVs need to be highly reliable. AUVs
are expensive assets, often purpose built with a specific
payload. A lost or misguided AUV might lead to fail-
ure of a mission, if no spare systems are available.'
Therefore, risk models related to mission success (or
correspondingly mission failure) are needed for deci-
sion support to the human operator.'”

“Autonomous” does not mean that no personnel will
operate them. Autonomy is a system’s ability to change
its pre-programmed plan of action to achieve its goal. >
The degree of autonomy designed in a system is
described by the level of autonomy (LOA). Several
scales of LOA exist, see, for example Vagia et al.,*
Insaurralde and Lane®' and Wang and Liu.>> Human
operators monitor the AMS during a mission. They can
change the mission plan, or abort a mission if necessary,
for example, due to unforeseen changes in the opera-
tional conditions, or bad vehicle performance.®> For
example, the operators prepare the AUVs and make an
overall mission plan, which might be erroneous.?*
Hence, informed risk models need to reflect these inter-
actions. Utne and Schjelberg® identify relevant hazards
related to human and organizational factors (HOFs)
for AUV operation that should be considered in risk
assessments. Ho et al.?® discuss AUV operation and
associated HOF that are relevant for a successful mis-
sion. Existing risk analyses of AMS mainly focus on the
technical aspects and faults of AUV systems. Expert
teams predict mission risk for the AUTOSUB AUVs
based on the AUVs’ fault logs.>’° A Markov model
approach assesses the critical phases of operation.>*
Brito and Griffiths®' present a Bayesian belief network
(BBN) approach for AUV risk management. Griffiths
et al.’? apply an expert elicitation process to the fault
logs of two REMUS 100 AUVs to predict mission risk
for different scenarios.

A few publications focus on autonomous surface
vessels. Rodseth and Tjora® present a risk-based
design process for autonomous ships. Based on this
approach, Redseth and Burmeister™* present a hazard
analysis for autonomous ships through a scenario
approach. They identify risk control options based on
these scenarios. These risk control options aim at
avoiding hazardous situations, but the interaction with
the operators is not a concern. Kretschmann et al 3336
present the qualitative and the coarse quantitative risk
assessment for the conceptualized ship of the MUNIN
project. Regarding the qualitative risk assessment, they

identify human error in remote operation and mainte-
nance, foundering in heavy weather, and security issues
as the main hazards. Some risk models for autonomous
vessels address heavy weather conditions, such as Ono
et al.¥” and Li et al.*® Harris et al.'” review models for
risk assessment of AUV and similar systems. They
assess the applicability of these models to multi-vehicle
operations and conclude that a bottom-up approach to
risk assessment is most suitable.

Only a few risk models, however, actually include
HOF. Thieme et al.** present a risk management frame-
work for AUV, including HOF in a coarse risk assess-
ment of AUV. Thieme et al.** also present a qualitative
BBN for AUV operation with focus on operator perfor-
mance. None of the above-mentioned works, however,
takes into account the important interaction between
human operators and the technical system as a source
for potential mission failure, which is addressed in this
article.

Risk models considering HOF in AUV operation
should treat the human operators and the autonomous
system as collaborators, and not as individual or inde-
pendent systems. Human-autonomy collaboration
(HAC) can be defined as the cooperative and colla-
borative performance of the human operators and the
autonomous system to achieve a goal jointly.*!
Hollnagel** argues that a model assessing human—
machine systems requires a sound underlying model of
the processes that happen during the interaction. This
should reflect how the joint performance of human and
machine is affected by the context and circumstances.*?

The objective of this article is to present a BBN risk
model focusing on HAC for AUV operation. The risk
model should benefit users and manufacturers of
AUVs and other AMS, to improve the design of these
systems and support operator decisions during opera-
tion.*? Since AMS may have similar requirements and
demands as AUVs with respect to HAC, the risk model
could be adapted to other AMS, as well. The BBN in
this article extends the scope of Thieme et al.,** since
quantification of the BBN and a case study are
included. The case study gives insight into the useful-
ness and validity of the HAC BBN. The result of the
research presented in the article shows that the two
most efficient ways of improving HAC are through bet-
ter training and inclusion of experienced operators, and
through improved reliability of autonomous functions
and situation awareness (SA) of vehicles. The HAC
BBN is part of a larger future risk model for AUV
operation, which considers environmental interactions,
technical system performance, and regulatory and cus-
tomer requirements, and enables assessment of mission
success and the effect of risk control.

The next section describes the development process
of the BBN. Then, the HAC BBN is presented, includ-
ing a case study with quantification and validation. The
discussion follows, before the last section concludes the
article and states further work.
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Development of the BBN

BBNs have been developed for risk assessments in vari-
ous industries. In the marine domain, BBNs are applied
for, for example, ship collisions,** ship groundings,*>*
maintenance work on offshore installations,*”*® and
maritime transport systems.*” BBNs are acyclic directed
graphs and consists of nodes and arcs. Nodes have a set
of variables, representing the state of the node. Arcs
connect parent nodes with child nodes, representing the
influence. Arcs are associated with conditional prob-
ability tables (CPTs) that determine the child nodes’
states based on the parent nodes’ states. Input nodes
have no parent nodes, they are associated with a default
probability to reflect their state. The Bayesian reason-
ing laws are used to update BBNs.>® For more specific
details on BBN, see, for example, Jensen and Nielsen™
or Kjerulff and Madsen.*

The development of a BBN also includes some chal-
lenges. It is important to identify and include all rele-
vant factors that influence risk in a BBN, as well as
their relationship. A meaningful BBN model includes
well-defined nodes, and the problem addressed in the
model must lie within a structured domain with causal
relationships.*

The development of the BBN in this article follows a
five-step process:

1. Describe aim and context of the BBN;

2. Gather and group information relevant for the
context into nodes;

Connect the nodes with directional arcs;
Determine the CPTs and quantify the model;

5. Test and validate the model.

B

Steps 1-3 are mainly based on the guidance on con-
struction of BBNs by Jensen and Nielsen.™ Steps 4 and
5 are adjusted to the purpose of the development of the
HAC BBN. The BBN in this article was created with
the computer program GeNle 2.0 by the Decision sys-
tems laboratory, University of Pittsburgh, USA.>' The
following sub-sections explain the development process
in detail.

Step I: define aim and context of the risk model

The aim of the model in the article is to show the rela-
tionship between human operator performance and the
technical performance of the autonomous system. The
aim of the model determines the definition of the top
node, which is HAC performance. HAC represents the
joint performance of the human operator and the
autonomous system during a mission of an AUV, its
deployment or its retrieval. The presented model shall
aid during the planning of an AUV mission to identify
potential problems that might arise. The model in this
article can also be used as an aid during the design of a
system, since it highlights important relationships
between the human operators and the technical system.

Regulations
Stakeholder requirements

Societal expectations

Technical
system
performance

Human and
Organization

D Most of the current risk models
D The model in this article

Figure . The main aspects to include in an overall risk model
for AUV operation. The HAC model focuses on the human and
organizational part.

The model shall be seen in the context of the operation
of AUV described in section “Introduction.”

Figure 1 shows that an overall risk model for AUV
operation should include aspects related to the techni-
cal system, environmental conditions, and HOFs, that
is, HAC. Regulations from the authorities, stakeholder
requirements, and societal expectations are also issues
that need to be considered. The HAC model is the
scope of this article, since several works have already
focused on the technical system performance and envi-
ronmental conditions, as mentioned in the introduc-
tion. Future work remains to integrate all these aspects
into one model.

Step 2: gather and group relevant information

Literature on human—autonomy interaction provides
relevant information for the model in this article and
determines the basis for the development of the nodes.
Based on the definition of HAC, we may group the lit-
erature used to develop the model into two overall cate-
gories: (1) autonomy and automation and (2) HOFs in
risk modeling. Table 1 summarizes the details of the lit-
erature and the references related to the nodes in the
HAC BBN model. Qualitative influence models for use
of automated functions were developed by Riley’® and
Parasuraman and Mouloua (cited in Parasuraman and
Riley®®). Donmez et al.”® present a discrete simulation
to determine operators’ performance of supervisory
control over multiple unmanned aerial vehicles and
AUVs. These models are rather coarse and the former
two do not contain recent findings. Therefore, it is nec-
essary to aggregate recent findings in this domain and
incorporate the considerations for AMS, that is, specif-
ically for AUV operation in this article.

HOFs do not interact linearly.®> Most methods used
in probabilistic safety assessment are not suitable for
assessing the HAC performance and a systemic
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Table I. Definition and description of the nodes included in the HAC BBN.

Node

Description

Reference in which this
factor is mentioned

Autonomous Function
Performance
Communication

Etiquette

False Alarm Rate

Fatigue

Feedback from the System

Human—Autonomy
Collaboration Performance

Human Operator
Performance
Interface Design

Level of Autonomy

Mission Duration

Number of Vehicles per
Operator
Operators’ Experience

Operators’ Training

Procedures
Reaction Time

Reliability of Autonomous
Functions

Shift Scheme

SA of Human Operators

SA of Vehicles

Task Load

Time Delay of Transmission
Trust

Workload

Node summarizing the performance of autonomous
functions of the system

Information exchange between operators to fulfill the
assigned mission

“Set of prescribed and proscribed behaviours that permits
meaning and intent to be ascribed to actions”* of the
system

Rate of status messages that contain erroneous
information

“Inability [of the operator] to function at the desired level
due to incomplete recovery from the demands of prior
work and other waking activities.”®®

Node summarizing the way a system gives feedback, to the
operators, on status, intentions, and actions

Node summarizing the overall performance of operators
in conjunction with the autonomous functions of the
system to achieve the mission goal

Node summarizing the nodes that influence the human
operators’ performance

Design principles applied to the physical and virtual
interfaces of the system

The degree of the systems’ ability to make independent
decisions. This depends on the type of operation to be
carried out and the type of AUV. This relationship is not
further included in the model

The duration of use and operation of AUVs for a mission.
It also depends on the type of mission, type of vehicle, and
the environmental condition. These interactions are not
modeled, since they would require that environmental and
technical aspects are fully included in the model

Number of AUVs and AUV types, one operator operates
concurrently

Level of experience of the operators with operation of the
AUVs. This includes experience with AUV programming,
AUV maintenance, AUV deployment and recovery,
assessment of the marine environment, and working in the
marine environment

The amount of relevant training operators received for
operation of AUVs. Relevant training includes training with
respect to AUV programming, AUV deployment and
recovery, AUV maintenance, the marine operation
environment, and working in the marine environment
Provided documentation that prescribes operation and
provides guidance to operator

Time, which the operators need to react to a situation
that needs their attention

The system’s ability to perform its functions as required
during the time of use. This includes mission relevant and
diagnostic functions

Pattern, which determines the operators’ working and
resting time

Perception and comprehension of the AUVs’ state and
situation during operation by the operator, and projection
of the future state

The vehicles’ ability to perceive information, interpret,
integrate, and assess relevance of that information, and
predict the future with this information and prior
background knowledge

Number of tasks that have to be executed concurrently by
one operator. This evaluation should include the
consideration of complexity of tasks

Time that a message needs from the AUV to the
operators or vice versa

“Users’ willingness to believe information from a system
or make use of it"*

The work demand encountered by the operators during
AUV operation

N/A
52-54

26, 55-57

53, 56, 58, 59

45, 56, 60, 61

52, 56-59, 6265

N/A

52, 54, 55, 57, 59, 62-64, 66, 67

53, 56, 57, 65, 68, 69

26,59, 61, 64,67,70, 71

72

26, 54,59, 61, 62, 64,70,71,73

55, 56, 63, 68, 74

56, 58, 63, 68

68,75
53,58, 59,71

53, 55-59, 64, 65

45, 60, 72

26, 53, 56, 59, 63, 67,71,76

77

52,53, 56-58, 62, 68, 71

26

26, 53, 55, 56, 57, 58, 64, 65, 74

26, 53-56, 58, 6165, 67,
70,71,73,74

SA: situation awareness.
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approach is suggested.*> BBNs are a useful tool for risk
modeling, respecting the aforementioned considera-
tions. They are traceable,*® represent dependencies
visually, can be used for prognosis and diagnosis.**
Not only causal, but also uncertain dependencies in
complex systems can be included.” Existing data and
expert judgment can be combined and used to quantify
BBN.*** Furthermore, existing methods, such as fault
trees and event trees, can be transformed into BBN,
which means that modeling approaches can be
combined.**

BBNSs are also used for human reliability assessment
(HRA), for example, see Mkrtchyan et al.** BBN ver-
sions of established methods, such as the SPAR-H
method,®®®! are more flexible and can be extended to
model performance shaping factors (PSF) with more
details, including task-specific knowledge. In HRA, the
advantages of using BBN are causal and evidential rea-
soning, incorporation of information from different
sources, graphical representation of causal relation-
ships, and the possibility to include probabilistic model-
ing methods.®?® The existing literature gives confidence
that BBN is a suitable tool to model risk of AUV oper-
ation, including HOF.

Step 3: connect the nodes

The arcs in the BBN model are developed based on the
findings in the literature and the relationships identified
between factors. These findings were merged, in order
to determine the network. Some factors have a mutual
influence on each other. This makes it difficult to define
clearly these arcs. Since BBNs are acyclic, it is not pos-
sible to model mutual influences. In order to resolve
mutual influences, the most frequently mentioned direc-
tion of influence define these otherwise ambiguous arcs.

Step 4: CPTs and case study

Several ways of CPT elicitation exist, for example,
through theory, observed frequencies, or expert esti-
mates.® A data-driven approach to deriving the CPTs
is challenging for the model, since there is lack of data
regarding HOF and AUV operation. Only a few inves-
tigation reports of loss of AUVs are available, for
example, Strutt.®? Direct elicitation of CPTs is resource
intensive, but methods for reduced effort have been
developed.®® Vinnem et al.*’ use an approach based on
building functions to assess CPTs. This process is modi-
fied and applied in this article because it reduces the
amount of elicitation needed. The process focuses on
assessing the strength of influence from parent nodes
on their child nodes and on building templates. It is
assumed that the parent nodes are independent. The
adapted steps from Vinnem et al.’s*” are as follows: (1)
define templates for the CPT assessment based on tri-
angular distributions, (2) determine the strength of
influence of each parent node on the child node, and
(3) combine the templates with the respective weights in

the CPT of the parent node. For some nodes, the CPT
assessment needs to be adapted for the HAC model,
more details are given in section “Quantification of the
BBN.”

The data for the input nodes in the model in this
article were derived in a case study, with basis in AUV
operation in the Autonomous Underwater Robotics
(AUR) Lab at the Norwegian University of Science
and Technology (NTNU).

Step 5: validation

Validation provides assurance that the BBN reflects the
system it shall represent and that outputs and mechan-
isms that produce these outputs reflect the real pro-
cesses. Validation of BBN is challenging, simply
applying a comparison to data or using experts to
determine validity might overlook important aspects of
model uncertainty.®* Pitchforth and colleagues®*®* pro-
pose a framework to validate BBNs structurally and
quantitatively. This framework was chosen for this
BBN, since data-driven validation is not possible. The
suggested model in this article is compared to existing
models, with respect to certain modeling aspects. The
framework applies five tests in two categories: expert-
based validation and data-based validation.
Expert-based validation consists of the following
three tests:3* (1) face validity assess the BBN’s structure
in comparison to what the literature or experts predict;
(2) content validity tests, if all relevant factors are
included in the model; and (3) convergent and discrimi-
nant validity assess if the model is similar to and differ-
ent enough from other models with a similar aim for a
different system. Data-based validation considers two
alspects:84 (1) concurrent validity, that is, the BBN’s
behavior in comparison to the behavior of (parts of) sim-
ilar models and (2) predictive validity, that is, the BBN’s
estimations in comparison to available real-world data.
As mentioned, no comprehensive data are available and
therefore data-based validation is only limited possible.
Details are stated in section “Validation of the model.”

The HAC risk model
The BBN and description of the nodes

HAC depends on the autonomous functionality
designed into the technical system, the human opera-
tors, the interaction between the technical system and
the human operator, and the organization in which the
operators act.*' An adequate HAC is associated with a
high probability for a successful mission. Figure 2
shows the HAC BBN. Table 1 describes the nodes in
the BBN, including references to the associated litera-
ture. The next paragraphs describe the network in more
detail. The literature provides the basis for the arcs and
the relations between the nodes.

Human operator performance in cooperation with
an autonomous system is widely researched. It is
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Figure 2. BBN for human—autonomy collaboration performance.

Node color-coding: light grey, input nodes; white, intermediate nodes; dark grey, HAC node.

influenced by Trust, Reaction Time of the Operators,
Procedures, Fatigue, SA of Human Operators,
Workload, Operators’” Training, and Operators’
Experience 265255 961-64.66.67.7172.74.75.78 Ry parience
and training refer to all operational aspects of AUV
operation. This includes AUV programming, AUV
maintenance, AUV deployment and recovery, assess-
ment of the marine environment, and working in the
marine environment.

Research of HAC focuses on SA. Low SA of
Human Operators is a symptom of low levels of other
HOFs.* SA of Human Operators is influenced by Trust,
Workload, Feedback from the System, Time Delay
of Transmission, Communication, and Operators’
Training 26:52 54566367

Trust in the system is built with time through the
Operators’ Experience with the system.®® Trust also
depends on the operators’ Workload, Feedback of
the System, and Reliability of Autonomous
Functions.?®*33757:6465 Workload and Time Delay of
Transmission influence the Reaction Time of opera-
tors. 2633383971 Qperators’ Experience and Training
determine familiarity with the systems and influence
the Reaction Time. The Operators’ Workload depends
on the amount and kind of tasks they have to carry
out.” In the model, Workload is determined through

the LOA, Task Load, and Number of Vehicles per
Operator, 26:52-5456.39.62.64.66.70.71

Gander et al.** highlight the necessity to consider
fatigue in risk management. Akhtar and Utne* analyze
the influence of fatigue on risk in maritime transport.
Fatigue depends on the Workload, Mission Duration,
and the Shift Scheme.*

Feedback of the System summarizes the system’s
way of presenting information to the operators,
through Etiquette, False Alarm Rate, and Interface
Design, 2653363765 A of Vehicles and Reliability of
Autonomous Functions constitute the Autonomous
Function Performance. Autonomous functions are
those functions that the AUV carries out to finish a
mission successfully. This includes mission relevant
functions, for example, sensing of the environment,
data recording, and diagnostic functions, which are
necessary for the AUV to follow and adapt its mission
plan to achieve the most satisfactory mission outcome.
SA of Vehicles influences the Autonomous Function
Performance, since it is the AUVs’ ability to perceive
and analyze their own situation and predict their future
situation.”?’ A low Reliability of Autonomous
Functions implies that the system does not execute its
functions when needed and in the right way.

States of the nodes

Table 2 presents the proposed states for the nodes
described in Table 1. Proposals of evaluation criteria
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Table 2. Proposed states for the nodes in the human—autonomy collaboration performance BBN.

Node

Proposed states

Autonomous Function Performance
Communication

Etiquette

False Alarm Rate

Fatigue

Feedback from the System
Human—Autonomy Collaboration
Performance

Human Operator Performance
Interface Design

Level of Autonomy

Mission Duration
Number of Vehicles per Operator

Operators’ Experience

Operator’ Training

Procedures

Reaction Time
Reliability of Autonomous Functions
Shift Scheme

SA of Human Operators
SA of Vehicles

Task Load

Time Delay of Transmission
Trust
Workload

Low, medium, high

Low, adequate, high (e.g. no communication of relevant information; communication of
relevant information; clear and unambiguous communication of all relevant information)
Disruptive, mediocre, good (e.g. intrusive messages with abstract information; messages
partly fulfil design criteria from Sheridan and Parasuraman,” p. 102; messages fulfil design
criteria from Sheridan and Parasuraman,”” p. 102)

High, medium, low (e.g. more than one of 1000 status updates is erroneous; one status
update of between 1000 and 10,000 is erroneous; less than one of 10,000 status updates is
erroneous)

High, medium, low

Poor, mediocre, good

Inadequate, adequate

Low, medium, high

Poor, mediocre, good (e.g. no interface design principles applied; ecological interface design
principles partly applied; ecological interface design principles fully applied.”)

LOA 1, manual control; LOA 2, action support; LOA 3, batch processing; LOA 4, shared
control; LOA 5, decision support; LOA 6, blended decision-making; LOA 7, rigid system;
LOA 8, automated decision-making; LOA 9, supervisory control; LOA 10, full autonomy
(based on Endsley and Kaber®®)

Long, medium, short (e.g. more than 8 h; between 4 and 8 h; less than 4 h)

High, medium, low (e.g. more than three vehicles or vehicle types; between two and three
vehicles or two vehicle types; less than two vehicles)

Low, medium, high (e.g. less than half a year, between half a year and | year; more than

| year)

Low, adequate, high (e.g. operators have not attended required trainings; operators have
gone through required training; additional to required trainings, additional training was
attended)

Poor, adequate, good (e.g. procedures are incomplete; procedures are covering all
expectable situations; procedures are well written covering all expectable situations and
give guidance in case of unforeseen events)

Long, medium, short

Low; mediocre, high (e.g. <95%, >95% and <99%, > 99%)

Variable working hours; 8—4—4-8; 12—12 or 6—6 (hours on and off duty, based on Akhtar
and Utne™®)

Low, medium, high

Low, medium, high (e.g. basic perception of the environment; interpretation, integration
and ranking of perceived information; prediction of future situations, with available
knowledge and perceptions, based on Endsley’®)

High, medium, low (e.g. more than three nominal tasks, or more than one moderately
complex tasks, or one or more highly complex tasks; between two and three nominal
tasks, or one moderately complex task; two or less nominal tasks)

Long, medium, short (e.g. more than 40s, between 40 and 20, shorter than 205s)
Distrust, adequate, overreliance

High, medium, low

are given for the input nodes. The states are arranged
from “worst” to “best” states, except for LOA, and
Trust. States that need clarification are described
below.

The HAC node has the states “Inadequate” and
“Adequate.” This represents the combined expected per-
formance of the operators and the AUV system. An
“Adequate” HAC can be expected to contribute to a
higher probability of mission success. An “Inadequate”
HAC is associated with a lower expected performance,
for example, errors by the operators or inadequate deci-
sions by the autonomous system. It has a negative influ-
ence on mission success, and the probability for negative
mission outcomes increases, for example, loss of an AUV.

The “Low” states of Reliability of Autonomy
Functions is based on the assumption that a reliability

below 95% is not acceptable and performance decreases
strongly below 95%.%* No manual control or correction
is possible. Therefore, this threshold was selected. The
states “Medium” and “High” are exemplarily given.

The states of Shift Scheme in Table 2 need explana-
tion: Akhtar and Utne*® show that in the presence of
other fatigue-related factors, the “8-4-4-8” scheme
contributes more to fatigue than the shift schemes
“12—-12 or 6-6.” Variable working hours, however, may
lead to more fatigue.

Quantification of the BBN

The process for CPT assessment was adapted from
Vinnem et al.*’ The first step is to define the templates
used for CPT elicitation, which are based on a
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Table 3. Discretized CPT templates for low and high strength
of influence. Worst, intermediate, and best represent the states
generically.

Parent’s state  Child’s Low strength  High strength
states template template
Worst Worst 0.60 0.90
Intermediate  0.30 0.09
Best 0.10 0.01
Intermediate Worst 0.20 0.05
Intermediate  0.60 0.90
Best 0.20 0.05
Best Worst 0.10 0.01
Intermediate 0.30 0.09
Best 0.60 0.90

triangular distribution. Table 3 shows the CPT tem-
plates for assessment of the child nodes. The strength of
influence defines the spread in the template for a given
parent state. In this article, two strengths (low and high)
are used. The templates are based on discretized trian-
gular functions, which is a simplification from the origi-
nal process in Vinnem et al.,*’ due to limited data
available. A high influence template has a lower spread
over the range of states. The range of states is referred
to as Worst, Intermediate, and Best. These states corre-
spond to the states presented in Table 2.

In the second step, the strength of influence of each
parent node is assessed for the child node. For exam-
ple, the Autonomous Function Performance has the
parents Reliability of Autonomous Functions and SA
of Vehicles, with corresponding states in Table 2. The
strength of influence from Reliability of Autonomous
Functions is rated high, since AUVs are highly depen-
dent on the correct performance of their functions to
execute a mission. SA of Vehicles is also rated as highly
influential, since the operational picture is highly rele-
vant for the AUVs to carry out their assigned functions
appropriately.

The strength of influence also determines the weight
of each parent node. A low strength of influence is
associated with a weight of 1. A high strength of influ-
ence is associated with a weight of 3. The weights for
each parent node are normalized with the total sum of
all weights. The templates for each parent node are
multiplied with their normalized weights to build a
child node’s CPT. For a given combination of the

Table 4. CPT of autonomous function performance.

parent nodes’ states, the weighted templates are added
together and inserted in the respective column of the
child node’s CPT. This represents the third step of
Vinnem et al.’s approach. In the above example, the
high strength templates in Table 3 are used.

As an example of the elicitation process, consider
the node Autonomous Function Performance. The
strength of influence is considered the same for both
parent nodes, that is, Reliability of Autonomous
Functions and SA of Vehicles, and therefore, they are
equally weighted. Table 4 shows the resulting CPT for
the node Autonomous Function Performance. A small
example demonstrates the calculation, the combination
of states was chosen in order to clearly distinguish the
contribution from the parents. For example, the CPT
entry for “Low” Autonomous Function Performance
for the combination of “Mediocre” Reliability of
Autonomous Functions and “Low” SA of Vehicles is
0.475. Both, Reliability of Autonomous Functions and
SA of Vehicles have a high influence on Autonomous
Function Performance. Therefore, they are associated
with a weight of “3” and the high strength templates in
Table 3. The entry in the CPT is the sum of the contri-
bution from the “Low” Autonomous Function
Performance multiplied with the normalized weight
(0.05-(3/(3 + 3)) = 0.025) and the contribution from
“Mediocre” Reliability of Autonomous Functions
multiplied with the normalized weight (0.9
(3/(3 + 3)) = 0.45). This process is repeated for all pos-
sible combinations of the two parent nodes’ states for
each state of Autonomous Function Performance.
Appendix 1 contains the other strength of influence
assessments of the parent nodes on the child nodes.

A few CPTs need a separate process, that is, the
HAC node, Trust, and Workload. The CPT for the
HAC node needs a separate process, as the templates
cannot be applied and the LOA needs to be considered
separately. Table 5 shows the CPT template used for
the HAC node, since the templates from Table 3 are
not suitable for translating directly the states “Low,”
“Medium,” and “High” to “Inadequate” and
“Adequate.” In Table 5, “Low” performance of the
Human Operator and the Autonomous System are
mainly associated with an “Inadequate” HAC.
Similarly, a “Medium” performance is mainly associ-
ated with an “Adequate” HAC. A “High” performance
is strongly associated with an “Adequate” state.

Reliability of autonomous functions L Mediocre H

SA of Vehicles L M H L M H L M H

State of Autonomous Function Performance L 0900 0475 0455 0475 0050 0.030 0455 0.030 0.010
M 009 0495 0.09 0495 0900 0495 0.090 0.495 0.090
H 0010 0030 0455 0.030 0.050 0475 0455 0.475 0.900

L: low; M: medium; H: high.
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Table 5. CPT template for determination of the CPT of the
human-autonomy collaboration performance node.

HAC state  State of Autonomous Function Performance or
Human Operator Performance
Low Medium High
Inadequate  0.90 0.10 0.01
Adequate  0.10 0.90 0.99

Table 6. Proposed weights for building the CPT for autonomy
collaboration performance depending on LOA.

LOA Weight for
Autonomous Function Human Operator
Performance Performance

| 0.05 0.95

2 0.15 0.85

3 0.25 0.75

4 0.35 0.65

5 0.45 0.55

6 0.55 0.45

7 0.65 0.35

8 0.75 0.25

9 0.85 0.15

10 0.95 0.05

The LOA, by definition, proportions the influence
from the human operator and the autonomous system
on decision-making and performance. Hence, LOA
determines the weight of the Human Operator
Performance in relation to Autonomous Function
Performance. Table 6 shows the LOA-dependent
weights. They are based on the assumption that the
human operators have most influence on the state of
HAC when the AUV has a low LOA. Their influence
decreases with increasing LOA. However, the
Autonomous Function Performance is neither negligi-
ble at LOA 1, nor the Human Operator Performance
at LOA 10.

The building of the CPT for Trust needs considera-
tions, due to its three states. The literature® "> shows
how “Distrust,” “Overreliance,” and “Adequate” Trust
are formed. The states of Reliability of Autonomous
Functions (“Low,” “Mediocre,” and “High”) are
directly associated with the respective formation of
“Distrust,” “Adequate” Trust, and “Overreliance.”
“Poor” Feedback from the system leads to “Distrust.”
A “Good” Feedback will lead to an “Adequate” level
of Trust. Consequently, “Mediocre” feedback will lead
to “Overreliance,” since the operator might overlook
cues. “Low” Operators’ Experience leads to “Distrust.”
“High” Operators’ Experience creates an “Adequate”
level of Trust. “Medium” Operators’ Experience is
associated with “Overreliance.” Similarly, “High”
Operators’ Training creates “Adequate Trust.” “Low”
operators training leads to “Distrust.” “Adequate”

training is associated with “Overreliance,” since not all
situations that would require the operators’ attention
are trained. This means that Trust has two states that
have a negative influence on the operator.”>>’ These
are “Distrust” and “Overreliance.” Hence, the template
for the “worst” state is used for both “Distrust” and
“Overreliance” to build the CPT for SA of human
operators.

The CPT for Workload needs additional assump-
tions due to its parent LOA. A lower LOA implies
more work for the human operators. Hence, “LOA 1”
to “LOA 3” were associated with a “High” Workload.
“LOA 4” to “LOA 7” imply cooperation in execution
of the operation and a “Medium” Workload. “LOA 8”
to “LOA 10” represent the best possible state, and
imply a “Low” Workload, since autonomous functions
carry out most of the work.

Case study

NTNU operates one REMUS 100 AUV, designed and
produced by Hydroid, through its Advanced
Underwater Robotics Laboratory (AUR Lab).®¢ The
AUV is used for testing scientific equipment, surveys of
the seabed, and biological and physical studies of the
fjords of Norway. The data in the case study are mainly
derived from earlier works.>>*” and supplemented with
information from the AUR Lab, the supplier,®® and
other publications.>>%%% The case study focuses on the
operation phase of the mission to have sufficient data.
Deployment and retrieval can be assessed by changing
the states of the input nodes, according to the operators
and mission states. However, insufficient information is
available for these phases and a quantification in the
case study is impossible.

Table 7 summarizes the states for the input nodes
and related references used in the case study. LOA,
Shift Scheme, and Number of Vehicles are determinis-
tic, their state is known, and hence the probability is set
to 1. Thieme®” presents the rating of PSF for the
SPAR-H method by two operators of the AUR Lab.
Six undesired events are related to operators interacting
with the REMUS 100 AUV. These events are as fol-
lows: AUV is not properly monitored, unexpected
behavior is not detected, existing faults are not com-
pletely solved before deployment, faults are not recog-
nized during planning phase or before deployment,
wrong use of software leads to wrongly implemented
parameters, and implementation of mission path or
map is done wrongly. For a detailed description, see
Thieme.®” The PSFs of these events were assessed to be
in either a low or poor state, an adequate or nominal
state, or a good or helpful state. It was assumed that
these ratings of the PSF correlate to the generic states in
this article: Worst, Intermediate, and Best, respectively.
The number of ratings was normalized over these
states. The PSF ratings were used for the nodes
Communication, Etiquette, Interface Design, Operators’
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Table 7. States of the input nodes for the case study. For states without available reference (NA: not available), assumptions had to

be made based on experiences in the AUR Lab.

Node States Comment References
Worst Intermediate Best
Communication 0.001 0.749 0.250 Based on the PSF ratings of work Thieme®”
processes
Etiquette 0.167 0.750 0.083 Based on the PSF ratings of Ergonomics/ Thieme®”
HMI
False Alarm Rate 0.200 0.600 0.200 No data are available. A Medium False NA
Alarm Rate is assumed, with low
confidence
Interface Design 0.167 0.750 0.083 Based on the PSF ratings of Ergonomics/ Thieme®”
HMI
Level of Autonomy LOA7 AUV are pre-programmed, the software NA
for programming assists in planning and
mission implementation. This corresponds
to LOA7
Mission Duration 0.050 0.900 0.050 Missions were in average between 4 and Thieme and
5h (assuming a speed of 1.5m/s and colleagues®™®’
length of 25 km)
Number of Vehicles 0.000 0.000 1.000  The AUR Lab operates one REMUS 100 Thieme and
per Operator AUV colleagues 3*%7
Operators’ Experience 0.667 0.250 0.083 Based on the PSF ratings of Experience/ Thieme®”
Training
Operators’ Training 0.667 0.250 0.083 Based on the PSF ratings of Experience/ Thieme®”
Training
Procedures 0.001 0.166 0.833 Based on the PSF ratings of Procedures Thieme®
Reliability of Autonomous 0.200 0.600 0.200 Griffiths et al.3? report that 14.8% of Griffiths et al.??
Functions mission were aborted preliminary by the
REMUS 100. The exact reasons are not
stated. Therefore, it is assumed that
Reliability of Autonomous Functions is
mainly Mediocre, with low certainty
Shift Scheme 0.000 0.000 1.000 Normally operators work a 12—12 shift NA
scheme
SA of Vehicles 0.050 0.900 0.050  The AUV is equipped with various Hydroid®® and
sensors. Based on measurements, it Hagen et al.®’
assesses its own situation with simple
reasoning. Therefore, it is assumed
medium with high certainty
Task Load 0.001 0916 0.083 Based on the PSF ratings of Complexity Thieme®
Time Delay of Transmission 0.010 0.090 0.900 Messages can be delayed by more than Ho et al.”

10s. It was assumed that only a low
percentage is delayed by more than 20s

Experience, Operators’ Training, Procedures, and Task
Load.

For states of the nodes that have zero probability,
since the operators in Thieme®’ did not use correspond-
ing PSF ratings, a small probability was inserted in the
current case study to reflect uncertainty. For the other
states, available information from other works>23%-87-0
was used to assess the most likely state. For some
nodes, no references were available (marked with NA).
These nodes are False Alarm Rate, LOA, and Shift
Scheme. For these states, assumptions were made
based on the experience with the AUR Lab. Based on
the strength of knowledge, the strength of influence
templates from Table 3 were used to derive the input
probabilities.

Using the probabilities from Table 7 for the input
nodes and updating the network in GeNle, gives a

probability of 28.5% for an “Inadequate” HAC state,
and a probability of 71.4% for an “Adequate” HAC
state. The probability of mission success decreases
with an increased probability of “Inadequate” HAC
(cf. Figure 1). Hence, the results of the case study imply
that there is room for improvement. The HAC should
be as “Adequate” as possible. A sensitivity analysis in
the next section gives input to how the state of HAC
could be improved.

Sensitivity analysis

GeNle 2.0 was used to conduct a sensitivity analysis.
The built in sensitivity analysis function of GeNle 2.0
varies each node over the whole range and assesses the
impact of this change on the target node. The target
node for the sensitivity analysis is in this case the
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Figure 3. Sensitivity of the HAC node to input from its parent nodes. Dark red areas indicate a higher influence. Grey nodes are

deterministic. The sensitivity from these nodes was not assessed.

Human—Autonomy Performance Collaboration node.
Figure 3 shows the analysis results. Intensive red areas
indicate a higher influence of nodes. The most influen-
tial input nodes on the HAC node are Autonomous
Function Performance, Reliability of Autonomous
Functions, SA of Vehicles, Operators’ Training, and
Operators’ Experience. The nodes LOA, Shift Scheme,
and Number of Vehicles per Operator are deterministic
and depend on the mission. Hence, their influence could
not be assessed during the sensitivity analysis. Figure 4
shows the effect of changing the states of each node in
the case study on the probability of “Adequate” HAC.
The case study is shown as reference value, as well as
the Best Case and the Worst Case. For the Best Case
and Worst Case, all input nodes that were not determi-
nistic were set to their best and worst states, respec-
tively. If all input nodes are in their best state, the
probability of an “Adequate” HAC is 95.1%. With the
input nodes in their worst states, the probability of
“Adequate” HAC drops to 23.4%. The CPT of HAC
limits the best and worst probability of HAC. This is
discussed in the section “Discussion.”

To assess the influence of the individual nodes, they
were set individually to the best and worst cases.
Figure 4 is arranged such that the most influential
nodes are on the top and the least influential on the
bottom. Figures 3 and 4 show that Reliability of

Autonomous Functions and SA of the Vehicles are the
most influential nodes in the case study. In their worst
state, they reduce the probability of an “Adequate”
HAC by more than 25%.

The best state of Reliability of Autonomous
Function and SA of the Vehicles improves the prob-
ability of “Adequate” HAC by 7.1% and 4.4%, respec-
tively. Operators’ Training and Operators’ Experience
are the most influential human factors in the case study.
Their worst states reduce the probability of “Adequate”
HAC by 2.5% and 2.2%, respectively. The best states
improve the probability of “Adequate” HAC by 5.8%
and 5.3%, respectively. The states with the least influ-
ence are Communication, Mission Duration, and False
Alarm Rate. Their best states do not improve the prob-
ability of “Adequate” HAC. However, the worst states
decrease the probability of “Adequate” HAC by 0.2%,
0.1%, and 0.1%, respectively.

Validation of the model

Six publications form the basis of the validation, that
is, 31:4647.68.70.78 Thegse publications cover similar mod-
els and considerations as the model in this article. It is
assumed that face validity is established by the iterative
building of the BBN from the literature, that is, struc-
turally, the model is similar to Riley.”®
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Figure 4. Effect of changing the states of the nodes individually on the probability of “Adequate” human—autonomy collaboration
performance. The Worst Case and the Best Case refer to the nodes being set in the worst and best state combined.

Each node in the model presented in this article,
except LOA and HAC, has three states. Brito and
Griffiths®! use more states for their nodes, which reflect
discretized physical conditions and risk classes. They
do not include nodes, which reflect HOFs. This makes
a comparison difficult. Groth and Swiler® use three
and five states. Mazaheri et al.* use nodes with mainly
two states and few with three states. Content validity is
assumed, since the relevant literature, which includes
HOF,**%® yses similar states and discretization as in
the BBN presented in this article.

The CPT assessment process was modified from
Vinnem et al.,*” with simplified weights and CPT tem-
plates. The parametrization process seems valid, since
it was adopted from the literature and leads to the
expected model behavior. The presented model is a
sub-model to find the mission success of AUV opera-
tion and it models considerations that are not included
in Brito and Griffiths.>' Hence, there is no conver-
gence. Since this article focuses on AUV operation, it
can be compared to the model of Mazaheri et al.*® with
respect to discriminant validity. Their article focuses on
ship groundings and includes specific nodes, which are
not present in the HAC BBN. Discriminant validity is
assumed.

Donmez et al.”” present results for the performance
of operators operating different types of autonomous
vehicles. A comparison is not possible, since the case
study is based on operation of one AUV and the

1'70

presented model in this article does not assess HAC as
a percentage of Score, as Donmez et al.”’ Concurrent
validity cannot be established, since there are no suit-
able reference models.

The model produces expected outputs regarding the
overall model behavior in the case study. Setting the
input nodes to their best states resulted in a high prob-
ability of “Adequate” HAC of 95.1%. Setting the vari-
able input nodes to the worst case in the case study
results in 23.4% probability of “Adequate” HAC. The
presented HAC BBN model is sensitive to the input
(section “Sensitivity analysis”). The model reflects, for
example, that the Reliability of Autonomous Functions
and the Operators’ Experience and Training are very
influential, as was found in the literature.’®>"°! AUV
have a high LOA, this is reflected by the fact that the
Reliability of Autonomous Functions and SA of the
Vehicles modify the probability of “Adequate” HAC
most strongly. In addition, HOFs, such as, mission
duration, communication, and procedures, influence
the probability of “Adequate” HAC only marginal.
This is an expected behavior of the model for a high
LOA. This gives confidence that the model reflects the
real world.

Thieme and Utne®” analyze, among others, mission
and fault logs of nine mission of the REMUS 100 of the
AUR Lab. One of these missions had to be aborted due
to thruster failure. Unfortunately, no documentation or
investigation of the aborted mission and its
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circumstances exist, which means that it is difficult to
use for validation. Incidents and operations need to be
better documented in order to derive a sound basis for
network validation. Data are missing to establish pre-
dictive validity with respect to numerical verification of
the outputs.

Discussion

The HAC BBN in this article is developed specifically
for AUV operation and merges the findings from the
human-autonomy interaction literature. The case study
shows that the HAC BBN is able to produce meaning-
ful results. The sensitivity analysis shows that HAC in
the case study can be improved most significant in two
ways: (1) through better training and inclusion of expe-
rienced operators and (2) through improved Reliability
of Autonomous Functions and SA of Vehicles.
However, the HAC BBN is only a sub-model of the
overall risk model (Figure 1) and its influence on mis-
sion success remains to be modeled.

Although the model is sensitive to changes in most
of the input nodes, some of them only have a minor
influence on the state of HAC. These input nodes are
Communication, Etiquette, False Alarm Rate,
Interface Design, Mission Duration, Task Load, and
Time Delay of Transmission. These nodes are associ-
ated with Human Operator Performance. Their low
influence can be attributed to the LOA of the AUV,
which is high and limits the influence of Human
Operator Performance on the HAC node.

Regarding the case study, the input data were
adapted from the literature and complemented with
information gathered from the AUR Lab. Especially,
Operators’ Experience and Training are rated low. The
data used were gathered after only 12 missions in the
Lab. A separate assessment from the data used for
training and experience was not possible. Hence, data
from more recent operations may give a better estimate
of the state of HAC. The presented results need to be
considered with care.

The CPT templates were derived based on approxi-
mated and discretized triangular distributions. This is a
simplification from the original method, in Vinnem
et al.*’ This adaptation was necessary, since the origi-
nal method uses six states. This article only uses three
states, due to the lack of data. The influence of the
strength the template on the result could not be
assessed. More investigation is necessary in order to
verify the applicability of the chosen weights and tem-
plates. One node for which a refined elicitation process
is necessary is Trust, due to the opposing states
Distrust and Overreliance. In this case, specially
adapted templates might overcome this issue. The
weighing between Human Operator Performance and
Autonomous Function Performance is assumed line-
arly dependent on the LOA. Research focuses only on
few LOA. No comprehensive data are available to

derive these weights. Simulator studies similar to
Donmez et al.’s’® should be carried out in order to vali-
date the quantification of the model and gain an
improved model parametrization.

Fatigue-related considerations are transferred from
Akhtar and Utne,*’ who investigate crews of cargo ves-
sels. However, this article adapts their findings. More
investigation is necessary in order to validate the applic-
ability of their findings.

Workload is a complex research topic. Each opera-
tor will perceive Workload differently.”> Hence, the
Workload node in the HAC BBN depends only on the
tasks to be executed. Workload influences Trust, a
higher Workload creates “Overreliance.”**% Contrary,
if an operator shows “Distrust” toward the autonomous
system, the workload is increased due to more frequent
and detailed checks.?® This shows that there is a mutual
influence, which is not possible to model with BBN.

Some HOFs mentioned in the literature were
excluded, since they were considered not applicable: the
operators’ fitness for duty and individual personal-
ities®®%%%* are only partially included, for example,
through Fatigue, since little research on this topic in
relation to human automation interaction and AUV is
available. The operators’ confidence in their own abil-
ities in relation to the autonomous capabilities® 373!
are not included explicitly, this is assumed part of
Operators’ Experience as an adequate confidence devel-
ops with experience. The operators’ perceived risk asso-
ciated with the task to execute®™ 7% is excluded, since
it is associated with high-risk industries, such as nuclear
power plant operation or aviation. It is also connected
with the possibility of not using automated functions,
which is not possible for AUVs.

Direct influences from the environment have been
neglected in the model. Nevertheless, these will inevita-
bly influence the operator if they operate the AUV
from a ship. If AUV operation is shore based, the direct
influence of weather and sea state is minor to the opera-
tor, but may impact the technical system (AUV). The
HAC BBN does not address these issues. First, the
examined literature does not cover these relations com-
pletely. Second, the environment, that is, weather and
sea state, affects not only the operators and the autono-
mous function performance, but also the technical per-
formance, and technical factors influencing HAC.
Assessment of these factors and interactions requires a
holistic system view. This would overextend the scope
of this article.

Conclusion and further work

This article presents a detailed BBN for HAC perfor-
mance for AMS. The case study and development
focus on AUV operation. The BBN can be used for
assessment of mission success of AMS operation, dur-
ing the planning and preparation phases. The relevant
nodes were identified in the literature and their



Thieme and Utne

459

relationships modeled, accordingly. A case study on
AUYV operation, based on information from NTNU’s
AUR Lab, was used to assess the BBN’s applicability.
It shows that the HAC BBN is sensitive to input and
produces reasonable results. Validity is assumed for the
structure, discretization, and parametrization. Data-
based validation is difficult to establish due to limited
data, but is assumed, since the models behave as
expected.

The case study shows that the probability of an
“Inadequate” HAC is 28.5% and consequently, 71.5%
for an “Adequate” HAC. A sensitivity analysis shows
that SA of the autonomous vehicles and the reliability of
autonomous functions are among the most influential
input nodes, which gives confidence that the model
reflects the real world. This has implications for the
design of autonomous vehicles, which need to ensure effi-
cient cooperation between the operators and potentially
other autonomous vehicles. A reliable and self-aware sys-
tem will promote improved mission performance. In
addition, the sensitivity analysis shows that Operators’
Experience and Training are highly influential on the
state of HAC. The human operator cannot be neglected
and is a decisive factor in AUV operation.

Nodes included in this model, which were not men-
tioned previously in the literature in connection with
operation of AUV and human—autonomy interaction,
are Human Fatigue, Shift Scheme, and SA of Vehicles.
The BBN was developed based on an extensive litera-
ture study. Work similar to Donmez et al.,”® which
assess the influence of certain factors on the mission
outcome, can aid in validating and improving the
model. AUV simulators are a useful tool for these kind
of assessments, which should be carried out in the
future. In addition, investigation of incidents and their
documentation can help in this validation process.

The BBN is adaptable to other AMS, such as under-
water gliders or autonomous surface vehicles. The tasks
and modes associated with operation of these type of
AMS are similar to the operation of AUV. They are
remotely supervised and intervention is necessary only
in few cases. Some of the nodes’ states might need
adaption to the specific cases of these other systems.
Necessary adaptations to other systems need to be fur-
ther investigated in the future.

The HAC BBN presented in this article could be
part of a larger overall risk model for the assessment of
the probability of mission success. Further work is nec-
essary to integrate it completely with the other model
considerations: environmental interactions, technical
system performance, societal expectations, and regula-
tory and customer requirements. The BBN modeling
technique and the chosen quantification method are
useful tools for implementation of these aspects.
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Appendix |
Assessment of influence of strength for CPT building

This section summarizes the considerations underlying
the CPT assessment. For each child node, except for
Autonomous Function Performance and HAC, which
are in the main body of this article, the parent nodes,
their influence and associated considerations are pre-
sented in Tables 8—14. The assessment was conducted
by the authors and supported with input from the liter-
ature, as indicated. The assessment was conducted for
AUV-specific operation

Table 8. Strength rating and associated reasoning for the CPT fatigue, these considerations are supported by results of Akhtar and

Utne.®.

Parent state Strength Reasoning

Mission Duration Low The mission duration has a low influence on fatigue, since the operators will
still have to fulfil their shift lengths. Shorter missions will give more room for
short breaks and hence, only have little effect

Shift Scheme High Insufficient length of rest and sleep can lead to strong effects of fatigue

Workload High Workload influences fatigue strongly, since it represents the cognitive work

and the exhaustion of these capabilities
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Table 9. Strength rating and associated reasoning for the CPT feedback from the system.

Parent state Strength Reasoning

Etiquette High Research shows that the way information is presented has a significant influence on the
operator™®

False Alarm Rate Low In comparison to Etiquette and information presentation, the False Alarm Rate has only a
marginal influence on the operator®>

Interface Design High The qualit! of interfaces, both physical and virtual, highly influences the way information is
perceived®’

Table 10. Strength rating and associated reasoning for the CPT human operator performance.

Parent state Strength  Reasoning

Fatigue Low Fatigue is seen as a contributing factor to the performance of operators, not as a decisive
factor. A fatigued operator can still perform adequately. Additionally, the role of fatigue in
AUV operation and human—autonomy collaboration is not well analyzed, and the role of
fatigue shall not be overemphasized

Operators’ Experience High Operators’ Experience is highly important, in order to perform their tasks. It enables them
to operate the system efficiently

Operators’ Training High Operators’ Training is highly important, in order to perform their tasks. It enables them to
take the right actions

Procedures Low It is believed that procedures have a low influence, in order to reflect that for normal
operation they are important, but have limited influence in critical situations

Reaction Time Low The Reaction Time is of low influence. AUVs are rather slow and most situations leave a
sufficient long time to react

SA of Human Operators  High SA of Human Operators is highly influential, since it determines the operators’ operational

picture of the AUV mission. This is a decisive factor, for the operators to know what to do

Table I 1. Strength rating and associated reasoning for the CPT reaction time.

Parent state Strength Reasoning
Operators’ Experience High Experience improves reaction time
Operators’ Training Low The influence of training was assumed low, since it implies to implement the right actions

timely. However, training, in the sense of courses and workshops, only addresses this issue
in a limited way

Time Delay of Transmission High Status messages and commands travel relative slowly through water. Hence, the Reaction
Time is highly dependent on the delay of important commands send to the AUVs or
messages received from the AUVs

Workload High Occupation with other tasks, especially complex ones, has proven to increase the
operators’ time to switch to another task that needs attention”

Table 12. Strength rating and associated reasoning for the CPT SA of human operators.

Parent state Strength Reasoning

Communication Low Information is mainly communicated through interface of the system. Hence, the influence
is assumed low

Feedback from the System  High Feedback from the System is highly important for the operators>

Operators’ Training High Training of the operators is highly important for the operators to create an operational
picture of the current operation

Time Delay of Transmission Low The delay of information updating reduces the knowledge about the current state of a

mission. Since, no video streams or direct control are possible in current AUV operation,?®
it was assumed low

Trust High Inadequate Trust in a system is decisive for SA of Human Operators®®

Workload High A high Workload of the operators has been shown to reduce SA of Human Operators
significantly®*
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Table 13. Strength rating and associated reasoning for the CPT Trust.

Parent state Strength  Reasoning

Feedback from the System  High The way a system presents information is highly important for building an adequate level of
trust®>’

Operators’ Experience High Experience with a system builds Trust.*® Hence, a high influence is assumed

Operators’ Training Low Training can give understanding for the system, guidance in usage and handling of systems.
However, training will only make a system more trustable.®® Hence, it is assumed to have a
low influence

Reliability of Autonomous  High The influence of Reliability of Autonomous Functions is hgh. People tend to project

Functions emotions on systems. Reliable systems are easily trusted®

Table 14. Strength rating and associated reasoning for the CPT workload.

Parent state Strength  Reasoning

LOA Low The LOA has only a marginal influence on the operator Workload.®® it is believed that the
same is true for AUV operation

Task Load High Carrying out tasks concurrently will increase the workload highly

Number of Vehicles per  High The number of vehicles effectively increases the number of tasks®?

Operator
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ARTICLE INFO ABSTRACT

The marine environment is vast, harsh, and challenging. Unanticipated faults and events might lead to loss of
vessels, transported goods, collected scientific data, and business reputation. Hence, systems have to be in place
that monitor the safety performance of operation and indicate if it drifts into an intolerable safety level. This
article proposes a process for developing safety indicators for the operation of autonomous marine systems
(AMS). The condition of safety barriers and resilience engineering form the basis for the development of safety
indicators, synthesizing and further adjusting the dual assurance and the resilience based early warning
indicator (REWI) approaches. The article locates the process for developing safety indicators in the system life
cycle emphasizing a timely implementation of the safety indicators. The resulting safety indicators reflect safety
in AMS operation and can assist in planning of operations, in daily operational decision-making, and
identification of improvements. Operation of an autonomous underwater vehicle (AUV) exemplifies the process
for developing safety indicators and their implementation. The case study shows that the proposed process leads
to a comprehensive set of safety indicators. It is expected that application of the resulting safety indicators
consequently will contribute to safer operation of current and future AMS.

Keywords:

Safety indicators
Autonomous marine systems
Dual assurance

Resilience

1. Introduction

Marine systems are becoming more automated and autonomous,
with increasing technological complexity. In the future, autonomous
marine systems (AMS), such as unmanned surface vessels, autonomous
underwater vehicles (AUV), and other types of underwater robots will
lead to improved maritime transportation, research of the oceans and
arctic regions, military operations, and inspection and maintenance of
subsea hydrocarbon production facilities [16,31-33,52,53,59]. This
development is accelerated by the pressure to reduce costs, risks, and a
demand for achieving more environmental friendly and sustainable
operation.

Autonomy is a system's ability to make decisions, in order to fulfill a
task, without the need for assistance of an operator or external agent
during task performance [55]. An AMS is therefore not necessarily
unmanned. The level of autonomy describes the degree and extent of
decision-making, problem solving and strategy implementation of the
system, when faced with uncertainty or unanticipated events [23].
Scales, e.g., from 1 to 10, for the level of autonomy range from manual
control to full autonomy, of which the latter means no possibility for
intervention from the operator. Levels in between include, for example,
decision making by humans and implementation by the system, so

* Corresponding author.
E-mail address: Christoph.thieme@ntnu.no (C.A. Thieme).

http://dx.doi.org/10.1016/j.ress.2016.11.024

called batch processing; shared plan generation and execution of tasks,
where the operators still have full decision authority, so called shared
control; and plan generation and execution by the system, where the
operators only intervene if necessary, so called supervisory control
[12]. Vagia et al. [55] give a comprehensive overview of different scales
for levels of autonomy proposed in the literature. Not every AMS has
the same level of autonomy in every subsystem or for each capability.
For example, Insaurralde and Lane [23] differentiate between different
problem-solving capabilities and the context for which the AUV is
considered. Current AMS are not fully autonomous as they are
supervised, with different ways of intervention from the operators, or
they are remotely operated [38].

AMS can be operated with few or no human operators on board,
which may decrease the risk of operation in relation to crew injuries
and fatalities. Remote supervision and control, however, create risk in
relation to other marine stakeholders, material assets, and the envir-
onment. During critical situations, which the AMS may not be capable
of handling, operators have to take control and identify the right course
of action, to avoid a potential incident. This requires high situation
awareness of the operators and adequate input from support systems to
handle such situations [3,38]. Additional challenges are created by
human interaction with the system during design, maintenance, or
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definition of overall mission goals [18]. The influence of the organiza-
tion operating AMS is not negligible and has to be considered
sufficiently during development and use.

Few publications cover risk in relation to AMS. Most of them focus
on AUV, e.g., risk management [5,50,54], risk assessments [6—
8,13,14], incident investigation [30,47], or the influence of the human
operators [17,49]. Unmanned and autonomous ships are briefly
analyzed [37,38,43,44]. Huang et al. [21] propose a generic framework
for deriving contextual performance metrics for unmanned systems,
but do not cover safety, explicitly. In general, risk assessments and
hazard identification should be reviewed, regularly [24]. Currently,
review and subsequent updating, however, may be carried out after
several years in operation. Changes in environmental, technical and
organizational conditions may occur in shorter intervals than the
reviews [27]. Hence, there is a need for indicators to measure safety
performance and methods for analysis and monitoring of risk and
safety during operation of AMS.

The objective of this article is to propose a structured process for
developing safety indicators for AMS to be used for monitoring the
operational safety performance of AMS. The methodological approach
in the article is based on safety indicator development processes from
high-risk industries, which are adjusted to the context of AMS. The
feasibility and usefulness of the process is demonstrated for an AUV.
The proposed safety indicators are evaluated for applicability in
operational decision-making and safety monitoring. The process for
developing safety indicators in this article addresses a company and
system level, which means that an industrial or global industry scale
are outside the scope, although some indicators might be also applic-
able on such a high level.

The next Section discusses the concepts of risk and safety indicators
and methods for their development. This is followed by the description
of a synthesized process for developing safety indicators based on the
reviewed methods. Section 4 exemplifies the proposed process for
developing safety indicators and presents safety indicators for an AUV.
The last Section discusses and concludes the presented work.

2. Safety indicators

High-risk industries use risk and safety indicators to monitor the
status of major hazards at an industrial level, e.g. [56], at a company
level, e.g. [41], or at a single plant or unit of operation, e.g. [15,46,68].
Risk and safety indicators are specific for a certain organizational level.
Indicators aiming at an industrial level might not be applicable to only
one company or one specific plant.

Different definitions of risk and safety indicators are in use.
Although used similarly and sometimes synonymously, risk and safety
indicators are not the same. Risk indicators are derived from a risk
based approach [64], e.g. [60,61]. A risk indicator is the operational
measurable variable related to a risk-influencing factor (RIF) in a risk
model [64]. This article focuses on safety indicators. Safety is a
condition where the remaining risk is accepted as sufficiently low
[39], and safety indicators measure to which extent safety is present.
Safety indicators include event indicators, barrier indicators, activity
indicators, and programmatic indicators [68]. @ien [61] defines an
indicator generally as “a measurable or operational variable that can be
used to describe the condition of a broader phenomenon or aspect of
reality”. Here, the condition of a broader phenomenon is the level of
safety in operation. Hence, a safety indicator is a measurable or an
operational variable that can be used to describe the level of safety of
operation. Swuste et al. [48] present and discuss other definitions in
use in the scientific community and in different industries.

Two main types of safety indicators exist; occupational safety
indicators and process safety indicators. Past accidents show that
occupational safety indicators only cannot be used to monitor changes
in process risk [15,19,27,65], such as the Macondo Blowout in 2010
[10]. In this article, occupational safety indicators are excluded from
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further consideration, since few or no personnel will be on board the
AMS during operation in the future.

Many safety indicator approaches distinguish between leading and
lagging indicators. Hopkins [19] discusses the meaning and usefulness
of this distinction. Essentially, a leading indicator indicates if the safety
level of an organization is changing. However, actions can still be taken
to avoid an accident [11,26]. Lagging indicators include events that are
considered an accident or incident. Leading and lagging indicators can
be ambiguous terms [11,19]. Hence, in this article, the terms “early
warning” and “outcome” indicators are used in the context of AMS
safety indicators, instead of leading and lagging indicators, in attempt
to reduce any confusion. Early warning indicators provide information
on an unsatisfactory performance of a safety barrier, related to
preventing a potential incident [62]. Safety barriers can be physical
or engineered systems, as well as human actions, which are guided by
procedures or organizational initiatives. These shall prevent, control or
mitigate harm from hazards [39]. An outcome indicator is an indicator
related to the manifestation of undesired events. These reflect actual
operational safety performance [22].

Different safety indicators consider different periods of change,
since some changes occur slower than others [27]. Hence, efforts are
made to capture fast changing safety factors, to include them in real-
time safety monitoring, e.g., by Knegtering and Pasman [27], or
Vinnem et al. [57].

To select an appropriate, complementary and manageable set of
safety indicators, the proposed safety indicators have to be evaluated
against a set of required characteristics [20,22,25,26,60,65,66]. Table 1
summarizes the characteristics from [22,25,26,60], which are found
particularly relevant for AMS. These will be used throughout this
article.

2.1. Safety indicator development methods

Delatour et al. [9] and @ien [68] review and discuss methods for
safety performance indicator development. Leveson [28] sets require-
ments for a good leading indicator development process. In short, it
should be complete, consistent, effective, traceable, minimal, continu-
ally improving, and unbiased.

Two indicator development methods are found most suitable for
further development and adjustment to the context of AMS; the dual
assurance method [20], and the resilience based early warning
indicators (REWI) method [66]. The dual assurance method provides
an overview of the performance of important safety barriers. Especially,
technical safety barriers, such as, sensor systems and collision avoid-
ance systems, are relevant for AMS, since they give relevant input to
the control system of the AMS and its operators. Furthermore, the
method is a practical approach for safety indicators and widely
accepted and used in the process industry [36]. However, other
industries, which require a high level of confidence in their systems
operating correctly and safely, can apply the approach [20]. Other
approaches, such as API RP 754 [1], OECD Guidance No. 19 [34] and
OGP Report No. 456 [35], are similar to the dual assurance method.
However, they focus specifically on the release of hazardous materials,
which is a more specific application area of less relevance for AMS.

In AMS operation, the operators have to be aware of the situation

Table 1
Selected safety indicator evaluation criteria, based on [22,25,26,60].

Safety indicator evaluation criteria

Relationship between safety indicator and safety is evident and understood
The safety indicator is observable and sufficiently measurable

Data is already collected or can be collected

Measurements are repeatable and verifiable

The safety indicator is robust against manipulation
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Fig. 1. Steps in the synthesized process for developing safety indicators for AMS, based on [20,66].

and be able to make the right decisions in those cases, where the AMS
reaches its operational limits [38]. Many AMS today are still in
development, unique or built in small numbers. Therefore, limited
operational experience exists with AMSs making it important to
monitor the supporting organization to ensure appropriate operation.
REWI focuses on organizational performance to handle accidents,
incidents and unexpected events. It aims at management decisions,
appropriate communication within an organization and risk manage-
ment, which is highly relevant for AMS. According to @ien and
Paltrinieri [67], the dual assurance and the REWI methods provide
effective and complementary means for developing safety indicators.

2.1.1. The dual assurance method

The UK health and safety executive (HSE) [20] developed the dual
assurance approach together with the chemical and major hazard
processing industry. The method assists in establishing key perfor-
mance indicators for major hazards and process safety. The dual
assurance method employs leading and lagging indicators and com-
pares the lagging indicators to the leading indicators to reveal if the
measured safety performance reflects the actual safety performance
[20]; i.e., dual assurance. Safety indicators originate from the risk
control systems (RCS) [20]. Reason's [40] layers of defense form the
basis of the method. Organizational accidents arise due to inadequacies
in the RCS, which promote active failures, leading to accidents. The
RCS should be part of a safety management system, which focuses on a
specific risk or activity [20]. Examples are sensors and alarms, the
permit to work system, inspection and maintenance.

The dual assurance method is to some extent generic, even though
it is developed for a chemical process plant. Hence, methodological
adaptations to AMS are necessary, such as:

o The steps of the dual assurance development process have to be
rearranged in order to fit it to the AMS’ lifecycle.

The term safety barrier, more commonly used in the marine
industry, replaces RCS of the dual assurance method.

The dual assurance method does not include consideration in terms
of sampling intervals of the safety indicators, but these need to be
defined for prudent use of indicators.

2.1.2. The resilience based early warning approach to development of
indicators

The REWI method [66] was developed to prevent major accidents
and to improve organizational safety and performance. The method is
an extension of the leading indicators of the organizational health
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method, proposed by the US electric power research institute [63].
Resilience thinking forms the basis for the REWI method. Woods [58]
describes resilience as the ability to recognize and adapt to unexpected
changes in operation, in order to handle such changes. Therefore, a
resilient organization is one that monitors its ability to foresee,
recognize, and handle unexpected changes, and adjusts if these
competences are not satisfying a certain level [42].

REWI [66] applies contributing success factors (CSF), derived from
the attributes of resilience (risk awareness, response capacity, support),
to develop the safety indicators. The CSF are risk understanding,
anticipation, attention, response, robustness, resourcefulness/ rapidity,
decision support and redundancy [51]. General issues defined by Jien
et al. [43] describe considerations and practices, which apply to most
high-risk industries and are necessary to achieve the CSF for a resilient
organization. For these general issues, REWI proposes a set of
measurable safety indicators, but leaves room for adding or adapting
general issues and safety indicators to suit the organization and
operation.

The REWI method aims at determining the organizational cap-
abilities to handle unexpected and undesired situations, which might
result in an accident. These are important aspects for the operation of
AMS. Operators have to be prepared to make the right decisions and
actions in case of failing systems. Especially, the CSF attention,
response, resourcefulness/ rapidity and decision support are key
factors in operation of AMS. Most of the general issues suggested in
REWI are relevant for operation of AMS. Depending on its operating
organization and its practices, other general issues and associated
indicators may be necessary to identify.

By synthesizing the dual assurance and the REWI approaches,
synergy effects are expected compared to applying the development
processes individually. The expected benefits are reduced use of
resources and time for identification of indicators, and a more adequate
and comprehensive set of safety indicators. The resilience indicator
process focuses on the CSF that are not covered sufficiently by the
safety indicators related to safety barriers (dual assurance).

3. A process for developing safety indicators for autonomous
marine systems

Fig. 1 presents an overview of the proposed process for developing
safety indicators, with five main steps and several sub steps. Detailed
descriptions of each step follow in the next sub Sections.

Fig. 2 shows how the process for developing safety indicators
relates to the life cycle phases of AMS, adapted from Blanchard [4].
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Fig. 2. The process for developing safety indicators in relation to the system life cycle of an AMS (system lifecycle adapted from Blanchard [4], figure 1.12). Solid lines represent the
sequential order of steps. Dashed lines represent feedback and feedforward of information and initiation of reiterations.

The Figure includes the development, operational, and improvement
processes that are undertaken during the major life cycle phases, the
phases of the process for developing safety indicators and the feedback
and input from the different phases and activities (dashed lines). The
life cycle of AMS is divided into six phases, characterized by an initial
top down approach starting at the system level in the conceptual design
phase. Through the preliminary design and development phase, the
focus gradually narrows down to the component and detailed design
level, initiating a bottom up approach ending with system integration,
testing and verification, before and during the commissioning of the
AMS. The combined top-down and bottom-up approaches constitute
the Vee model [4]. For efficient development and implementation, the
process for developing safety indicators should start during the
conceptual AMS design and progress as the system evolves and reaches
its operational phase.

3.1. Establish organizational arrangements

A successful safety indicator system requires the commitment and
trust of the management, in order to get required resources and
support for development and use of the indicator system. The decision
to implement a process for developing safety indicators for an AMS
should be made during the conceptual design phase. Organizational
arrangements are established during the preliminary design phase. A
responsible for the indicator system should be appointed with support
from management. He or she is responsible for organizing indicator

267

development workshops, documentation of the safety indicators,
indicator evaluation and presentation of indicator monitoring reports.
The indicator system responsible appoints and commits the develop-
ment team [66]. A development team should consist of four to eight
people, including personnel who work in maintenance, operation,
safety, and management. It might be beneficial to involve control and
autonomy experts. Additionally, a secretary and a facilitator or
mediator, to guide the indicator development workshops, are recom-
mended. In the first indicator development workshop, the development
team has to be introduced to safety indicators in general, common
terminology, and the system itself [66]. Indicator development during
the system design process has to utilize operational experience from
operators with other similar existing systems, as well as qualified
information and knowledge from the operators’ point of view.

3.2. Establish scope

The second step is to establish the scope of the safety indicator
system. This should occur during the preliminary design phase of the
AMS and be finished with the beginning of detailed design and
development, in order to ensure that meaningful safety indicators are
identified and that the necessary interfaces for data collection are
implemented timely in the system. The scope includes a description of
the AMS, the organizational level the indicators aim at, major hazards,
associated safety barriers, and their safe operational limits. In the
context of AMS, the focus of the indicator system could be on one
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vessel, a fleet of vessels, the control center, or the company. For AMS,
the major hazards are loss of AMS, or collision of AMS with other
vessels or structures. The documentation of the scope should contain
scenario descriptions and identification of underlying causes [20].
Available data should be used to define the hazards and underlying
causes, and relevant safety barriers against these hazards.

3.3. Identify indicators

During the detailed design phase of the AMS, safety indicators
should be identified. During the life of the AMS, this step is reiterated,
in order to improve the safety monitoring process. New indicators may
have to be identified and existing indicators may not be relevant any
more or they may have to be adapted to changes in system operation.

The development team identifies three different types of safety
indicators in two distinct phases: (i) outcome and (ii) early warning
indicators related to safety barriers; and (iii) resilience indicators.
Firstly, the indicators based on the safety barriers are established (type
i and ii). A review of hazards and planned or implemented safety
barriers identifies the most relevant safety barriers. It is not practical to
develop safety indicators for all safety barriers. For this purpose,
information is obtained from the detailed design phase activities and
risk analysis. During risk analysis in the detailed design phase, the need
for safety barriers are identified and evaluated, before the required
safety barriers are designed in detail. The detailed design documenta-
tion of the safety barriers gives input to the process for developing
safety indicators. Tests of components and component integration also
give input to indicator development by highlighting areas that need
special attention in relation to risk.

For each relevant safety barrier, the desired safety goal is described,
which summarizes its expected performance and achievements.
Outcome indicators reflect a failure of the desired safety outcome,
e.g., an accident, near miss, incident. A description of critical elements
of the safety barrier gives input to the development of early warning
indicators. Early warning indicators reflect the performance of critical
elements of the safety barrier, e.g., the performance of associated
subsystems. For each relevant safety barrier, at least one outcome and
one early warning indicator are required. All proposed indicators
should be evaluated against the criteria in Table 1. If none of the
proposed indicators fulfills the criteria, the development team has to
reiterate steps 3.2 and 3.3 in Fig. 1.

In the second phase of the indicator identification step, resilience
indicators (type iii) that complement the early warning indicators
related to safety barriers are identified. The resilience indicators are
also early warning indicators, but are not related to safety barriers.
Hence, they are called resilience indicators in the following. Each of the
already identified early warning indicators related to safety barriers
(type ii) is associated with one CSF and a corresponding general issue
(cf. Section 2). For AUV, the CSF and general issues are adapted from
REWTI [66]. These are the following: Risk understanding — information
about quality of barrier support functions, risk understanding —
information about quality of barriers, anticipation — risk/ hazard
identification, attention — changes, response — flexibility of organiza-
tional structure, robustness — communication between actors, resour-
cefulness/ rapidity — adequate ICT systems, decisions support —
adequate ICT decision support systems, redundancy — redundancy in
information processing. In order to represent the planning process of
an AUV mission, a new general issue, called mission/ operation
characteristics, is added to the CSF anticipation.

The development team assesses suitable indicators for the general
issues. Each general issue should be covered by at least one early
warning indicator, which means that those general issues not covered
by the early warning indicators from phase one should be covered by
resilience indicators in phase two. Evaluation of all resilience indicators
against the criteria in Table 1 is necessary in order to ensure a usable
set of indicators. If not enough resilience indicators satisfy the criteria,
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the steps 3.4 and 3.5 in Fig. 1 must be reiterated, in order to achieve a
comprehensive set of safety early warning indicators.

Each safety indicator has to be thoroughly described. The descrip-
tion should include several aspects: the desired (qualitative) safety
goal, critical elements associated with the indicators, data require-
ments, data sources, sampling intervals, indicator thresholds, safety
improvement measures if critical thresholds are reached, and relevant
references. Before data and information for the indicators can be
collected, necessary interfaces, procedures and processes have to be
defined and implemented. This influences the detailed design phase
(Fig. 2), because it is necessary to ensure that these interfaces are
designed appropriately.

One important aspect of using safety indicators is the sampling
interval [27]. Three sampling categories should be considered: short-
term, mid-term and long term. Collection of data for short-term
indicators occurs at least once per day, but could also be every second
or minute. Sampling of data for mid-term indicators occurs at least
once a week, but not more often than once per day. Long-term
indicators are monitored at least once a month (30 days), but not
more often than once a week. Any early warning indicators collected
less than once a month might be dismissed from further inclusion in
the safety indicator system [66].

Determining the indicator thresholds is another challenge. Hassan
and Khan [15], for example, use four classes of risk, which are
associated with an index range: Extreme, high, medium, and low. For
safety indicators, critical, low, medium, and high, are proposed as
classes or thresholds. "Critical", for example, means that the safety
threshold is very close to being violated, whereas "high" means that the
safety performance is good. Another example for deriving threshold
values is given by Saqib and Siddiqi [45], using percentiles of defined
requirements. For each safety indicator, such thresholds should be
defined individually. Table 2 presents threshold examples for outcome,
early warning, and resilience indicators.

3.4. Implement indicators

The implementation of the indicator system has to be prepared in
the detailed design phase, in order to provide the right interfaces for
collection of data and measurement of the indicators. If the imple-
mentation is started too late in the detailed design phase, design
reviews might be necessary during construction and commissioning,
which may delay the completion of the AMS. Information that is
already collected should be used, if possible. Ideally, automated
systems should be in place to collect data for short-term safety
indicators and evaluate them. Otherwise the indicators may be too
resource intensive to be used efficiently and distract the operators and
indicator system responsible from their actual tasks.

During AMS operation, the safety indicator system is used and
reviewed regularly. Data has to be collected and evaluated on a regular
basis. Analysis of the absolute indicator values reflects the safety level
during a specific period. Indicators that are measured in a low or
critical safety class trigger the defined safety improvement measures

Table 2
Examples of safety indicator thresholds, based on [15] and [45].

Safety Safety Safety threshold (exemplary)

rank class
Early warning Outcome indicator [#
indicator or of occurrences in a
resilience indicator period]
[%]

1 Critical 0-75 5

2 Low > 75-85 3

3 Medium > 85-95 1

4 High > 95 0
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with respect to upper and lower thresholds. These safety improvement
measures are dependent on the type of safety indicator, but will lead to
input for system improvement.

Trend analysis might add additional information to the monitoring
of safety [29]. Especially for indicators, which cannot be measured
often, trends might indicate a degradation of the system before
thresholds are exceeded. Some outcome indicators represent undesired
incidents and do not occur often. Hence, capturing and analyzing data
may prove to be difficult. A comparison of outcome and early warning
indicators’ development gives information on how well the early
warning indicators reflect actual safety performance. If their develop-
ments differ too much from each other, a review of the set of indicators
is necessary.

Qien et al. [66] propose quarterly reporting to follow up on the
safety indicators. This is the task of the indicator system responsible.
He or she should also present the results to management and initiate
discussion of necessary safety improvement measures to be taken in
order to improve the safety level. This discussion should involve
relevant personnel, e.g., managers, operators, technicians, or engi-
neers. Cause analysis of undesired outcomes can give input to finding
more suitable safety indicators [62].

3.5. Review and update

The last step of the process for developing safety indicators is to
review the indicators and their implementation regularly during the
AMS operation phase. This ensures that the indicators reflect operation
and overreliance effects are counteracted [66]. This also requires a
review of hazards and operational conditions, i.e., have modifications
been undertaken, or new hazards been identified. Input from field tests,
the operators and operational data give insights into safety relevant
issues that need to be monitored. A workshop approach, as used in the
development phase, might add value to the review. Especially, feedback
from those gathering data and monitoring the indicators might lead to
an improved safety indicator system. Thresholds can be adapted and
refined with the operational experience collected. New indicators can
be identified and implemented, in order to improve the safety
monitoring of the AMS. Discarding and replacement of inadequate
and inefficient indicators is one of the tasks. The documentation of the
indicator system should reflect how and why changes have been
executed. This knowledge is valuable for future indicator systems and
enable the organization to build better safety indicator systems for
AMS.

4. Exemplification of the process for developing safety
indicators

This Section exemplifies the use of the presented process for
developing safety indicators based on operation of an AUV, i.e., the
REMUS 100, which is discussed, e.g., in [14,47,50]. NTNU operates
one REMUS 100 through the AUR Lab [2]. AUVs are used, for
example, in mine counter operations, seafloor mapping, medium-
and large-scale surveys of seawater properties, and inspection of subsea
installations [59]. AUVs are cigar-shaped and follow a pre-pro-
grammed mission path. The operators supervise the AUV onshore or
onboard a ship or a working vessel. The AUV should detect unexpected
or undesired events, abort the mission and return to a meeting point.
However, operators might also have to abort the mission, due to
deteriorating performance or deteriorating (environmental) conditions.
In this case, the operators detect problems and react appropriately.
Furthermore, if a mission is finished or aborted, automatically or
manually, operators have to be prepared to retrieve the AUV at a
meeting point.

Operators carry out maintenance, mission preparation and plan-
ning, the missions itself and post mission tasks. Operation here refers
to six different phases: mission planning and preparation, deployment,
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mission execution, retrieval and post mission tasks, inspection and
maintenance, and data and mission analysis. Loss of an AUV may occur
during deployment, mission execution or retrieval. All phases of an
operation are relevant to consider with respect to development of
indicators. Currently, measurement and trending of some indicators
may have to take place after a mission, since not all data is submitted
from the AUV to the operators during a mission.

The application of the process for developing safety indicators is
covered only superficially with respect to the organizational arrange-
ments, updating, and review. The focus of this example is on
identification of indicators and considerations for implementation.

4.1. Organizational arrangements and scope

The safety indicator system aims at reflecting the safety level of
operation of a REMUS 100 AUV. It focuses on the operators and their
ability to handle unexpected situations and the recovery of the AUV.
Loss of the AUV is the main hazard. Causes for loss can be faults of
internal (electronic) components, intrusion of water in the AUV, and
wrong planning [47,50]. Immediate causes for internal faults, can be
found in setup errors, faulty components, unforeseen interactions and
software faults [54]. Causes for water intrusion might be damages due
to improper handling, collision, maintenance or through improper
sealing of the propulsion system [47,50]. Causes for insufficient
planning are typically erroneous estimation of environmental factors,
erroneous implementation of parameters and waypoints, and insuffi-
cient solving of existing faults [30,47,50,54].

Table 3 gives an overview of hazards for AUV operation and
associated safety barriers, adapted from [20]. The Table summarizes
the safety barriers in the left column and associated hazards and basic
causes in the right columns. Inspection and maintenance refer to the
detection and subsequent repair of damages and degradations of the
AUV. Procedures refer to the instructions given to the operators, to
ensure appropriate maintenance and inspection, correct planning,
correct set up of the AUV, and solving of existing faults of the AUV.
Instrumentation and alarms refer to self-tests and sensors that detect if
the AUV is working as supposed and indicate this to the operator.
Communication includes the exchange of safety critical information
between the AUV and operators, and among operators. Emergency
arrangements refer to those actions that have to be taken after a self-
test has detected a critical fault and the retrieval of the AUV after a
mission.

4.2. Identify indicators
The safety barrier instrumentation and alarms exemplify the

Table 3
Hazards and safety barriers for AUV operations, adapted from [20] and based on
[30,47,50,54].

Safety barriers Causes for loss of AUV

Water Insufficient Internal
intrusion planning faults
1. Inspection and X X
maintenance
2. Procedures for:
Mission preparation X X
Operation of the AUV X
3. Instrumentation X X X
and alarms
4. Communication:
Between AUV and X
operators
Between operators X X
5. Emergency X X X
arrangements
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further steps of the process for developing safety indicators related to
safety barriers. The AUV is equipped to detect leaks, ground faults,
temperatures and pressures out of operational limits. Ideally, sensors
detect faults and trigger alarms that indicate these faults through the
monitoring interface to the operator; however, false alarms may occur.
Based on Table 3 and the above description, two outcome indicators
can be identified: Number of times water detection sensors inside the
AUV do not detect water intrusion and number of times safety critical
faults do not lead AUV to abort mission. One critical element of the
safety barrier instrumentation and alarms is that the AUV's sensors
detect its current state correctly and sufficiently. A second critical
element is that alarms are activated in a timely manner and that they
raise sufficient awareness of the operator. Percentage of faults related
to critical subsystems detected by self-tests, and percentage of time
critical sensors work without fault, are therefore two possible early
warning indicators. Table 4 evaluates the four proposed safety indica-
tors, for the safety barrier instrumentation and alarms, against the
requirements set in Table 1.

The evaluation in Table 4 shows that a suitable outcome indicator is
number of times water detection sensors inside the AUV do not detect
water intrusion. Sensors in the lower half of the AUV should detect
water intrusion, leading to an immediate mission abort when they
detect water. If these should not work, the operators would detect
water intrusion after the mission during cleaning and inspection of the
AUV. A suitable early warning indicator is the percentage of time
critical sensors work without fault. Examples of critical sensors are
leak detection and grounding error detection.

Table 5 describes these two selected safety indicators in detail for
use in the safety indicator system. The description contains the
required elements stated in Section 3.3. The desired safety goal of
the safety barriers describes their expected performance. In respect to
the two selected safety indicators, critical sensors should operate
during a mission and warn if an undesired event occurs. For both
safety indicators, it is critical that the sensors are set up and calibrated
to detect undesired events and that they react timely to an undesired
event and trigger associated alarms. For the early warning indicator
percentage of time critical sensors work without fault, it is important
to define and select these critical sensors and associated fault messages
in the fault logs. The percentage of time critical sensors work without
fault can be sampled during a mission or after a mission. Since water
intrusion is a rare event, number of times water detection sensors
inside the AUV do not detect water intrusion can only be sampled
monthly. If one of the safety indicators should be found in the critical
or low safety class, the associated actions described in Table 5 should
come into action. In the case of the two selected safety indicators, the
causes for the faults should be identified and actions taken against
reoccurrence. References for such an investigation might be found in
the manuals of the AUV.

All safety barriers should have at least one outcome and one early
warning indicator (cf. Section 3.3). Thus, Table 6 and Table 7 propose a

Data can be extracted from fault and mission

logs.

YES, a high availability of sensor systems gives
YES

confidence that abnormal situations will be

detected.

Percentage of time critical sensors work
NO, not all critical faults might be detected ~ YES, faults of sensors are readily recorded and

without fault
YES, data is recorded automatically.

can be observed.
SELECTED

NOT SELECTED, measurement difficult

NO, might be subject to manipulation, due
and ambiguous.

Data can be extracted from fault, mission
to detectability of the faults.

detected are known and can be catered for.
and maintenance logs.

Percentage of faults related to critical
subsystems detected by self-tests
YES, faults in critical subsystems that are
after a mission, without the self-test.
PARTLY, measurements are subject to
evaluation and interpretation of data.

YES, if a water ingress in the AUV body is not

detected, the AUV is highly endangered.
YES, if the AUV is retrieved and maintained, the

water intrusion will be found. This is a rare

event.
SELECTED, the indicator is specific enough to

Number of times water detection sensors
reflect safety of operation.

inside the AUV do not detect water

intrusion
properly, the indicator might be manipulated.

Data can be extracted from fault, mission and
PARTLY, if the maintenance logs are not kept

maintenance logs.
documentation provides unambiguous data.

PARTLY, mission and maintenance

Number of times safety critical faults do not lead
YES, if the AUV is not aborting automatically, it will be
difficult for the operator to identify the situation as critical.
NO, difficult to measure. A proper definition of safety critical
PARTLY, data might be subject to interpretation and hence
NO, due to the manual evaluation and assessment of faults,
the indicator might be subject to different interpretations

Data can be extracted from fault and mission logs.
NOT SELECTED, difficult to implement and measure.
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Table 5
Description of selected safety indicators for the

safety barrier instrumentation and alarms.
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03: Number of times water detection sensors inside the
AUV do not detect water intrusion

EW 3: Percentage of time critical sensors work
without fault

Desired safety goal

Critical elements

If water should enter the sealed AUV body this has to be detected,
mission aborted and a warning sent to the operators.

Sensors have to react to small amounts of water entering the body.
Alarms have to be triggered immediately and a notification send to

Sensors covering vital functions of the AUV should work
continuously during a mission and detect relevant faults if
they occur.

Adequate thresholds for relevant sensors to trigger alarms.
Adequate sensors for operating conditions.

the operators.
Data requirements -

Data sources

Water intrusion has to be identified manually and compared with

Definition of critical sensors necessary and identification of
associated faults recorded in the fault logs.
Fault logs and mission logs.

fault logs.
Sampling intervals Monthly. During or after mission.
Thresholds Critical 2 and more are critical <97.5
Low 1 >97.5 -99.0
Medium - >99.0 - 99.5
High 0 299.5
Actions Identify causes for water intrusion. Implement measures against Identify main contributors to the decreased performance.
reoccurrence. Send in AUV to supplier for repair. Identify causes and implement measures against
reoccurrence.
References Manuals for maintenance and inspection Manuals for maintenance, inspection and operation

Associated resilience attribute, CSF and None — outcome indicator

general issue

Risk awareness — risk understanding — information about the
quality of barriers

Table 6
Proposed outcome indicators for all identified safety barriers of AUV operation.

Outcome indicator

Safety barriers Sampling interval

01 Number of faults that can be traced back to erroneous or lacking maintenance Inspection and maintenance Monthly

02 Number of incidents where necessary procedures were not available during a mission Procedures Monthly

03 Number of times water detection sensors inside the AUV do not detect water intrusion Instrumentation and alarms ~ Monthly

04 Percentage of missions where connection between operators and AUV was lost unplanned for more than 30 min Communication Monthly

05  Number of (temporary) losses of AUV Emergency procedures Monthly
Table 7

Proposed early warning indicators for all identified safety barriers of AUV operation.

Early warning indicator Safety barriers

Resilience attribute — CSF — general issue Sampling interval

EW1 Percentage of maintenance and inspections completed in  Inspection and maintenance  Risk awareness — risk understanding — information Monthly
specified periods about quality of barrier support functions
EW2  Percentage of procedures updated and revised in the Procedures Risk awareness — risk understanding — information Monthly
designated periods about quality of barrier support functions
EW3  Percentage of time, critical sensors work without fault Instrumentation and alarms ~ Risk awareness — risk understanding — information During or after a
about quality of barriers mission
EW4  Percentage of anticipated status messages received from Communication Response capacity — robustness — communication During or after a
the AUV between actors mission
EW5  Percentage of successful recoveries of AUV within 15 min ~ Emergencyprocedures Response capacity — response — flexibility of Monthly

after end of mission or preliminary mission abort

organizational structure

and general issues.

4.3. Indicator implementation

Nine missions of the NTNU AUR Lab were analyzed for gathering
input data for testing the indicators. The data were recorded in the
electronic mission and fault logs, which are created by the AUV. The
NTNU AUR Lab carried out these missions between 06. August and 19.
November 2015. The analysis revealed which information is already
recorded in the electronic mission or fault logs and which information
might be recorded or extracted with some additional effort. Table 9
summarizes the data availability.

Several safety indicators can be captured automatically from the
electronic mission and fault logs, e.g., 03, EW1, EW3, EW4, EW5, R2,
R3 and R5. Algorithms for their automatic evaluation would reduce the
manual work associated with the safety indicator system. Several of the
proposed safety indicators need manual collection, e.g., from an AUV
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journal or a computerized maintenance management system, where
operators record performed inspections/ maintenance (for EW1),
incidents before or during operation (01, R4), and changes in
procedures (EW2). Other safety indicators can also benefit from such
documentation, especially the outcome indicators. Procedures and
programs for collection of data for the indicators still need to be
implemented for several of the proposed safety indicators. Hence, not
all safety indicators could be assessed for the NTNU AUR Lab missions.

Fig. 4 presents the number of recorded faults per hour of operation
for each of the missions. None of these faults is relevant for the sensor
system. Most of the recorded faults correspond to warnings, e.g.,
problems in the compass bias table, or the “vehicle stuck on surface;
attempting to drive it down”. These fault messages are common
warnings, and do not affect the mission execution, because the AUV
is not endangered, c.f. [14]. Only mission number 6 had to be aborted,
due to a failure in the thrusters. Causes and subsequent actions were
not recorded, which means that causal analysis is not possible. Hence,
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Table 8

Proposed resilience indicators for AUV operation, motivated by [43].

Sampling
frequency

Reasoning

Resilience attribute — CSF — general

issue

Resilience indicator

Monthly

Being aware of possible hazards and risks for a certain area prepares the operators to plan

and prepare for the mission accordingly.

Risk awareness — anticipation — risk/ hazard

identification

Percentage of missions that have been discussed in terms of

hazards and risks before mission start
R2 Number of contacts between AUV and seafloor per hour, during Risk awareness — anticipation — mission

After a mission

Knowing the conditions and characteristics of the mission environment is important in

order to set up the AUV correctly for a mission. If the AUV has frequent contact with the
sea floor, it was not set up correctly for the topography of the sea floor. This indicates an

insufficient planning process.

characteristics

a mission

Monthly

Monitoring changes is an important task of the operators, especially in respect to sea state

and weather.
Response capacity — resourcefulness/ rapidity ~ Without adequate knowledge of occurrences, a timely response is not possible.

Risk awareness — attention — changes
— adequate ICT systems

(environmental)

Percentage of missions where environmental conditions

exceeded the allowable limits
R4  Average time between status messages

During or after a

mission

Monthly

A monitoring laptop displays all critical information about the AUV and allows for change

and adaption of the mission plan.

Support — decision support — adequate ICT

decision support

Percentage of missions where monitoring laptop was (partly) not

available during a mission (e.g., due to low battery)
R6 Number of alternatively available communication channels

R5

During or after a

mission

Without information from the AUV, the operators do not know about the state and
intentions of the AUV. Especially during retrieval, where the position must be

communicated.

Support — redundancy — redundancy in

information processing

between AUV and operators during a mission
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the current documentation would need to be adapted to use the
proposed indicators efficiently.

The indicator system responsible should carry out evaluation of the
safety indicators and prepare the reports and distribution of the results.
If trends or safety indicator values show degradation of operation,
safety improvement measures have to be taken to improve operation.
Additionally, incidents and problems should be discussed with relevant
stakeholders. For example, for the indicator R2, two relevant fault
messages are recorded. These are “Vehicle at low altitude. Executing
emergency climb”, and “Vehicle stuck on bottom, attempting to float
free”. Several instances of these have been recorded in the missions 4,
5, and 8, shown as “contacts with seabed” in Fig. 5. This shows that in
three missions assessment of the environment might have been
insufficient. Especially mission number 5 had a high rate of contacts
between AUV and Seabed. For that mission, it should be analyzed why
so many contacts occurred and how that could be prevented in the
future in the planning process of a mission. EW 4 can be directly
assessed from the fault logs. During the nine recorded missions, no
critical sensors failed. Hence, the safety indicator did not reveal any
deficiencies. During the next review, this early warning indicator
should be checked for relevance, since critical sensor faults seem not
to occur often enough to indicate safe operation.

5. Discussion and conclusion

The proposed process for developing safety indicators in this article
is based on two methods from high-risk industries, which are synthe-
sized and adjusted to the application area of AMS. Currently, no
structured process for developing safety indicators for AMS exists or is
in use. HSE and REWI processes are complementary [67], and the
article shows how the two methods can be integrated, adapted to AMS,
and applied jointly. The presented process for developing safety
indicators focuses efforts, resources and attention to identify a suffi-
ciently comprehensive, but still a manageable set of safety indicators.
The dual assurance and REWI methods, if applied separately, would
overlook important safety aspects [29,65]. Thus, the proposed process
for developing safety indicators finds a coherent set of safety indicators
that covers the company, aiming for complete coverage of safety
aspects.

This article locates the steps of the process for developing safety
indicators in the system life cycle of an AMS. The process for
developing safety indicators is most efficient if it is implemented
during the design of the AMS, and then further refined based on
operational experience. Necessary interfaces and systems for indicator
collection can be developed in the detailed design phase, which may
reduce implementation costs and benefit the overall system design. The
case study shows that implementing the process for developing safety
indicators during the operation phase of a system is challenging
concerning collection of the safety indicators. Additional effort is
necessary to create necessary interfaces, and implement procedures
and processes for safety indicator development.

The development team could cooperate with the system safety
analysts to establish a relationship between risk assessments and the
safety indicators. This would in return overcome some deficiencies of
the two methods, as mentioned by @ien [68], for example, the missing
link to risk models. Comparison of outcome indicators and early
warning indicators helps to evaluate and validate safety performance
and to reveal deficiencies in the safety indicator system. If the
performance of early warning and outcome indicators differs too much,
the safety indicators have to be reviewed with respect to usefulness and
efficiency. Generally, the safety indicator system should be reevaluated
regularly, in order to improve the system.

In the example of an AUV, the process for developing safety
indicators results in five outcome indicators and eleven early warning
indicators. Twenty safety indicators is the suggested upper limit by
@ien et al. [66] for the REWI method. Likely, there will be more than
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Fig. 3. The proposed early warning indicators and resilience indicators related to the

Table 9

Data sources for the proposed safety indicators.
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resilience attributes, the CSFs, and the general issues, adapted from [66].

Safety Data source

Indi S
Already Already Data Manual
found in found in collection documentation/
mission fault logs in the collection
logs collected AUV's necessary
collected by the mission/
by the AUV fault logs
AUV possible

01 Partly Yes

02 Yes

03 Partly Yes

04 Partly Yes

05 Partly Yes

EwW1 Yes

EW2 Yes

EW3 Yes

EW4 Partly Yes

EW5 Partly Yes

R1 Yes

R2 Yes

R3 Yes

R4 Partly Yes

R5 Yes

R6 Partly Partly Yes

20 safety indicators for more complex systems with the suggested
process for developing safety indicators. However, if the safety
indicators can be collected by a computer system, with little human
labor required, more than 20 safety indicators should be manageable.
Generally, the amount of safety indicators depends on the target
organizational level and the organizational capabilities. The safety
indicators in this article cover both direct safety functions, e.g., alarms,
and broader aspects of safety functions, such as maintenance, which
has an essential influence on safety, even though maintenance alone
does not guarantee safe operation [56]. A relationship between safety
and the safety indicators is inferred, but not demonstrated. It is
assumed that the relationships between the safety indicators and safety
in other industries are also valid for operation of AMS.

Regarding the safety indicator development example, some more
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Fig. 4. Number of faults per hour of operation recorded during nine missions of the
REMUS 100 of the NTNU AUR Lab between 06. August 2015 and 19. November 2015.
Total mission time is displayed above the number of faults.
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Fig. 5. Number of contacts between AUV and seabed per hour of operation, recorded

during nine missions of the REMUS 100 of the NTNU AUR Lab between 06. August 2015
and 19. November 2015.

limitations have to be mentioned. The system was chosen for its
simplicity and accessibility as an AMS. The suggested process for
developing safety indicators and management of safety indicators may
be resource demanding for an organization operating one REMUS 100
AUV, only. Some of the identified safety indicators, however, apply to



C.A. Thieme, 1.B. Utne

other AMS, as well. Some safety indicators are similar to the findings of
Radseth et al. [43, p. 30 ff.]. To investigate its capabilities in a broader
sense, the proposed process for developing safety indicators should be
applied to other AMS, such as autonomous or unmanned ships, or
operation of multiple AMS. This can complement efforts, such as
Roadseth et al.’s [43], in a structured manner.

Due to changes of season, sea state and weather, it may be difficult
to collect some safety indicators regularly and unbiased. Examples are
percentage of missions that have been discussed in terms of hazards
and risks before mission start, percentage of missions where environ-
mental conditions exceeded the allowable limits, e.g., wave height,
wind speed, or percentage of maintenance and inspections completed
in specified periods. These safety indicators are highly dependent on
the amount of missions executed. For AMS, which are operated
frequently, such concerns are less relevant.

Most of the proposed safety indicators can be collected from the
fault logs, or captured if some more data is recorded automatically.
Currently, manual evaluation and investigation is necessary for several
safety indicators. This makes the implementation difficult and addi-
tional procedures and systems need to be put into operation for the
collection of these safety indicators. This applies to, e.g., number of
faults that can be traced back to erroneous or lacking maintenance,
percentage of missions that have been discussed in terms of hazards
and risks before mission start, or number of alternatively available
communication channels between AUV and operators during a
mission.

Some of the proposed safety indicators for AUV operation can be
sampled in short-term intervals, e.g., number of alternatively avail-
able communication channels between AUV and operators during a
mission, number of contacts between AUV and seafloor per hour,
during a mission, or percentage of anticipated status messages
received from the AUV. These safety indicators could be used during
operation to assess how well the AMS performs in real-time with
respect to safety. Further investigation is necessary to develop and
implement a real-time or online safety monitoring systems for AMS.
On the other hand, for some of the proposed safety indicators that are
not updated often enough, e.g., percentage of procedures updated and
revised in the designated periods, safety audits might be a more
suitable tool. Further investigation is needed regarding the feasibility of
both an online safety monitoring system and safety audits for AMS.
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Stochastic Dynamic Response Analysis of Spar-
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Numerical Predictions of Global and Local Ice
Loads on Ships. Ph.d.Thesis, CeSOS.

Analytical and Numerical Analysis of Iceberg
Collision with Ship Structures. Ph.d.Thesis, IMT.

Modeling and Analysis of Ship Traffic by
Observation and Numerical Simulation. Ph.d. Thesis,
IMT.

210



Imt -
2011-76

Imt -
2011-77

IMT —

2011-78

IMT-
2011-79

IMT-
2011-80

IMT-
2011-81

IMT-

2012-82

IMT-

2012-83

IMT-

2012-84

IMT-

2012-85

IMT-

2012-86

IMT-
2012-87

IMT-

2012-88

IMT-
2012-89

IMT-
2012-90

IMT-
2012-91

Wu, Jie

Amini, Hamid

Nguyen, Tan-Hoi

Tavakoli, Mohammad T.

Guo, Bingjie

Chen, Qiaofeng

Kota, Ravikiran S.

Sten, Ronny

Berle, @yvind

Fang, Shaoji

You, Jikun

Xiang ,Xu

Dong, Wenbin

Zhu, Suji

Zhou, Li

Ushakov, Sergey

Hydrodynamic Force Identification from Stochastic
Vortex Induced Vibration Experiments with Slender
Beams. Ph.d.Thesis, IMT.

Azimuth Propulsors in Off-design Conditions.
Ph.d.Thesis, IMT.

Toward a System of Real-Time Prediction and
Monitoring of Bottom Damage Conditions During
Ship Grounding. Ph.d.thesis, IMT.

Assessment of Oil Spill in Ship Collision and
Grounding, Ph.d.thesis, IMT.

Numerical and Experimental Investigation of Added
Resistance in Waves. Ph.d.Thesis, IMT.

Ultimate Strength of Aluminium Panels, considering
HAZ Effects, IMT

Wave Loads on Decks of Offshore Structures in
Random Seas, CeSOS.
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Risk and resilience in global maritime supply chains,
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Structural Reliability, CeSOS.
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Maneuvering of two interacting ships in waves,
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energy converters, CeSOS
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Potential-Flow Predictions of a Semi-Displacement
Vessel Including Applications to Calm Water
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Modelling and analysis of the gearbox in a floating
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Prediction of Extreme Loads and Fatigue Damage
for a Ship Hull due to Ice Action, IMT

Ageing management and life extension of technical
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Concepts and methods applied to oil and gas
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Experimental and Numerical Investigation of Speed
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Load and Response Analysis of Wind Turbines
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Faults with Emphasis on Spar Type Floating Wind
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and Cavity Dynamics, CeSOS
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Numerical investigation of ship’s continuous- mode
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Design and Analysis of Combined Floating Wave
and Wind Power Facilities, with Emphasis on
Extreme Load Effects of the Mooring System,
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Long-term response analysis of wind turbines with
an emphasis on fault and shutdown conditions, IMT

ROV Motion Control Systems, IMT

Dynamic simulations of hydraulic cylinder for heave
compensation of deep water drilling risers, IMT

Modelling and response analysis for fatigue design
of a semisubmersible wind turbine, CeSOS

The Effects of Human Fatigue on Risk at Sea, IMT

Fatigue Assessment of Welded Joints Taking into
Account Effects of Residual Stress, IMT

Wave Propulsion of ships, IMT

Modelling and dynamic analysis of a semi-
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Formulation and application of finite element
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Particle Filter for Fault Diagnosis: Application to
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Perspective, CeSOS

Dynamic Response of Flexibles Risers due to
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Guidance and decision-support system for safe
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Ice Management, IMT
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Experiential Learning, IMT
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Trawling Operations in a Safety Perspective, CeSOS

Integrated Dynamic Analysis of Floating Vertical
Axis Wind Turbines, CeSOS

Experimental and Numerical Study of a Combined
Offshore Wind and Wave Energy Converter Concept

Stochastic dynamic analysis and reliability
evaluation of the roll motion for ships in random
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Decision support for conceptual ship design with
focus on a changing life cycle and future uncertainty,
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Time domain analysis of vortex-induced vibrations,
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Safety in the Norwegian Fishing Fleet — Analysis
and measures for improvement, IMT

Energy effiency and emission abatement in the
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Assessment of marine operations for offshore wind
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Tools and Methods for Autonomous Operations on
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