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Preface 

This thesis is submitted in fulfillment of the requirements for the degree of Doctor of 

Philosophy at the Norwegian University of Science and Technology (NTNU). The main part of 

the work has been carried out from August 2014 to August 2017, where most of the experiments 

were performed at the Department of Materials Science and Engineering at NTNU. 

The author received part of the studied material from the team responsible for ingot growth 

at NTNU, part from the REC team, which used their facility in Singapore. The thermal 

processing and photoluminescence analysis of the wafers was done by the team at Institute for 

Energy Technology, IFE, in Kjeller, Norway. The wafers were sent for processing into 

Heterojunction with Intrinsic Thin Layer cells (HIT) to the Shanghai Institute of Microsystem 

and Information Technology, SIMIT, in Shanghai, China. The Light Beam Induced Current 

(LBIC) measurements was performed by the author at Karlstad University in Karlstad, Sweden. 

Secondary Ion Mass Spectroscopy (SIMS) was performed by Thomas Neset Sky at the 

MiNaLab in Oslo, Norway. Neutron Activation Analysis (NAA) was performed by the staff of 

the Missouri University Research Reactor in USA. Micro X-Ray Fluorescence analysis was 

performed by the collaborating teams from the Massachusets Institute of Technology and the 

Advanced Photon Source of the Argonne National Laboratory in USA. The remaining 

techniques used in this work were performed by the author in the facilities and with assistance 

of Sintef and NTNU teams in Trondheim, Norway. 

The research work was financed by the Research Council of Norway and the industrial 

partners within the project “Impurity Control”. Professor Marisa Di Sabatino at the Department 

of Materials Science and Engineering at NTNU was the principal supervisor, while Gaute 

Stokkan from Sintef and Rune Søndenå from IFE were the co-supervisors. 

The thesis consists of two main sections. The first section gives an introduction to the 

necessary theoretical concepts and an overview of the current state of knowledge concerning 

the defect-impurity interactions in High Performance Multicrystalline silicon (HPMC Si). 

Additionally, a description of the experimental techniques used in this work are presented. The 

second section contains the published articles and submitted manuscripts. The following works 

are included in the second section: 
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Article I: 

Grain boundary effect on lifetime in high performance multicrystalline silicon during 

solar cell processing 

K. Adamczyk, R. Søndenå, M. Mhamdi, A. Autruffe, G. Stokkan, M. Di Sabatino, 2016, 

Physica Status Solidi C, vol. 13, issue 10-12, p. 812-815 

Article II: 

The effect of phosphorus diffusion gettering on recombination at grain boundaries in 

HPMC-Silicon wafers 

M. S. Wiig, K. Adamczyk, H. Haug, K. E. Ekstrøm, R. Søndenå, 2016, Energy Procedia, 

vol. 92, p. 886-895 

Article III: 

Recombination strength of dislocations in high-performance multicrystalline/quasi-

mono hybrid wafers during solar cell processing 

K. Adamczyk, R. Søndenå, C. C. You, G. Stokkan, J. Lindroos, M. Rinio, M. Di Sabatino, 

2018, Physica Status Solidi A, vol. 215, issue 2, p. 1700493 

Article IV: 

Recombination activity of grain boundaries in high-performance multicrystalline Si 

during solar cell processing 

K. Adamczyk, R. Søndenå, G. Stokkan, E. Looney, M. Jensen, B. Lai, M. Rinio, 

M. Di Sabatino, 2018, Journal of Applied Physics, vol. 123, issue 5, p. 055705 

Article V: 

Guidelines for establishing an etching procedure for dislocation density measurements 

on multicrystalline silicon samples 

K. Adamczyk, G. Stokkan, M. Di Sabatino, 2018, MethodsX, vol. 5, p 1178–1186 
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Other contributions, not included in the thesis: 

 

Defects in multicrystalline Si wafers studied by spectral photoluminescence imaging, 

combined with EBSD and dislocation mapping 

T. Mehl, M. Di Sabatino, K. Adamczyk, I. Burud, E. Olsen, 2016, Energy Procedia, vol. 92, 

p. 130 

Impurity control in high performance multicrystalline silicon 

G. Stokkan, M. Di Sabatino, R. Søndenå, M. Juel, A. Autruffe, K. Adamczyk, H. V. Skarstad, 

K. E. Ekstrøm, M. S. Wiig, C. C. You, H. Haug, M. M’Hamdi 
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1. Introduction 
 

In 2015, on the 12th of December, 194 countries and the European Union signed the Paris 

Agreement aimed, among others, at “holding the increase in the global average temperature to 

well below 2°C above pre-industrial levels and pursuing efforts to limit the temperature increase 

to 1.5°C above pre-industrial levels, recognizing that this would significantly reduce the risks 

and impacts of climate change” [1]. Roadmaps for a 100% renewable global energy mix which 

would help in meeting these targets were drafted [2]. Photovoltaic devices provide about 48% 

of energy in this projected mix, and according to the roadmap authors this is economically and 

technically feasible. It is estimated that in 2017 the share of renewable energy technologies in 

global electricity production was about 26.5%, with only 1.9% of this global share produced 

with photovoltaics [3]. Year 2017 was, however, the second one when PV accounted for more 

added power capacity than any other generating technology [3, 4]. 

 

It is crystal clear to the majority of the scientific community that global warming is 

happening and that it is related to human activity [5]. It can be expected that well informed 

governments aided by this community will try to react, just like they did with the Paris 

Agreement, when global warming is starting to be seen as a threat to global commerce [6]. The 

changes induced by global warming are also seen by multinational corporations. Shell estimates 

that current “mature” solar PV technologies can become the largest single primary energy 

source in 2060, accounting for about 40% of primary energy [7]. Statoil/Equinor also draws 

scenarios in which even in the most conservative case renewable energy share in the energy 

mix is considerably increasing [8]. Yet social and political barriers for a wider PV adoption still 

remain. In order to overcome them, the scientific and industrial community can make an 

important contribution to explain the required energy transition better, pursue smarter energy 

policies, and make solar power technology cheaper and more efficient. 

 

Currently the main focus of the photovoltaics industry is on silicon-based devices, with 

95% of the market share for this material [9]. Multicrystalline silicon takes about 62% of the 

total solar cell production. The current efficiency of solar cells made from monocrystalline 

silicon is reported to be 26.7% ± 0.5%, while the current record for multicrystalline silicon cells 

is at 22.3 ± 0.4% [10]. Record terrestrial module efficiencies are about 2% point smaller for 
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each case, and the efficiencies of commercial modules are again lower, close to 19% for 

monocrystalline and 16-17% for multicrystalline modules. The reason why multicrystalline 

cells are dominating the market even with their lower efficiency is related to their production 

cost. While monocrystalline cells have higher efficiencies, the process of monocrystalline 

growth, the Czochralski process (CZ), requires more energy and has a lower throughput than 

the process of directional solidification used for multicrystalline material growth. In October  

2018 the average price of a full 156 mm x 156 mm mono wafer is about 0,39 $ to 0,28 $ for a 

multi wafer [11]. This difference in price in many cases offsets the difference in final module 

efficiency and is the main driving force behind the current multicrystalline material dominance. 

With the current industrial mindset of cost reduction, the production processes need to be 

constantly improved. The International Renewable Energy Agency estimates that even with the 

outstanding price reductions of PV systems in the last few years, and with the current focus on 

reducing the costs of “Balance Of System”, including the inverter, electrical and structural 

elements supporting the module, there still is a potential to reduce the price of PV modules and 

cells [12]. Achieving this requires a better understanding of the structure of multicrystalline 

silicon and the changes it undergoes in the production process. 

 

1.1 Motivation 
 

Multicrystalline silicon is usually grown by directional solidification. The nature of this 

process is that the nucleation in the melt starts near the bottom of a crucible and occurs in a 

controlled, but random manner. The growth proceeds towards the top of crucible, and a great 

deal of effort is put into controlling the growth front [13, 14]. This results in a structure 

containing multiple grains divided by grain boundaries, and with dislocations emitted in the 

structure in areas where the thermal stresses were sufficiently high to plastically deform the 

crystal grains in the high temperatures shortly after crystallization [15]. Both grain boundaries 

and dislocations are known to be detrimental to the final solar cell performance, and they are 

one of the main reasons why using monocrystalline silicon without grain boundaries and with 

much smaller dislocation densities leads to higher cell efficiencies. Dislocations are viewed as 

more detrimental, but recent developments in growth control showed that their density in the 

final material can be reduced by changing the grain boundary structure [16]. 
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Structural defects mostly affect the cell efficiency when they are decorated with impurities 

[17]. Impurities are mainly introduced during the crystal growth process and thus during the 

ingot making. The feedstock used for photovoltaic silicon growth already contains some 

impurities, but the crucible is their main source in multicrystalline ingot growth. In directional 

solidification used for multicrystalline silicon metal impurities from the crucible can diffuse 

both into the silicon melt and ingot [18]. Special coatings are used to limit this diffusion process, 

however they can also act as impurity sources. Impurities such as carbon and oxygen can come 

from the furnace atmosphere, where they are introduced from quartz crucible and graphite 

furnace elements heated close to the melting temperature of silicon [19, 20]. 

The distribution of impurities introduced into the ingot during the solidification process is 

established during its cooldown phase. When the temperature decreases, the diffusivity and 

solubility of impurities also decreases, leading to precipitation on preferred nucleation sites 

such as dislocations and grain boundaries. The next step in the standard solar cell production 

chain having a considerable effect on the impurity concentration and distribution is the 

phosphorus diffusion gettering, where the emitter layer is created by in-diffusing phosphorus 

into the wafer from a gaseous source [21]. During this step the fast diffusing metal impurities 

are partially gettered in the emitter layer, where they are not as harmful as in the bulk. Finally, 

during the contact firing step occurring in the presence of hydrogen rich antireflection layers, 

such as a SiNx layer, bulk defects are passivated with hydrogen [22]. These high temperature 

processes influence the concentration of impurities, how they are distributed in the material and 

how they are affecting the final device performance. 

In this context, the main motivation of this work was to obtain a better understanding of 

the processes and interactions between structural defects, such as dislocations and grain 

boundaries, and the impurities present in multicrystalline silicon for photovoltaic applications. 

To keep this relevant for industrial applications, these interactions were studied in the context 

of state-of-the-art processes used in commercial solar cell production. We have investigated 

wafers from the two currently most relevant multicrystalline solidification techniques, e.g. 

mainly from the high performance multicrystalline (HPMC) material, but also from quasi-mono 

(QM) silicon. We have looked at the defect-impurity relations in the as-grown state as well as 

during the solar cell processing steps with a high thermal budget, that is gettering and 

hydrogenation. 
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1.2 Outline 
 

This thesis is divided in two parts. The first part has four chapters which allow for a better 

understanding of the theoretical background and experimental methods used in this work and, 

thus, give a better understanding of the five scientific manuscripts forming the second part of 

this thesis.  

Chapter 1 briefly describes the global perspective on photovoltaics and sets the context of 

the thesis. 

Chapter 2 presents a theoretical background necessary to understand the aims and scope of 

the thesis. It discusses basics of solar cell operation along with mechanisms of recombination 

limiting conversion efficiency. Crystalline structure of silicon, the techniques used to solidify 

it and the defects present in the solidified material are described, along with impurities. Finally 

this chapter contains the state of the current knowledge on defect-impurity interactions in 

silicon solar cell processing. 

Chapter 3 lists the experimental techniques used for the presented study. The equipment 

and processing parameters used for ingot growth and sample preparation are described. Large 

part of this chapter is focused on the different techniques used to characterize the electrical 

properties of the material as well as its structure and composition. The chapter includes also a 

presentation of the Donolato model of recombination on dislocations on which part of the 

analysis is based [23]. 

With this introduction, Chapter 4 summarizes the publications included in this thesis and 

general conclusions from the different analysis steps are listed. 
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2. Theoretical background and literature review 

 

2.1 Basics of solar cell operation 

 

Solar cells operate on the basis of the photovoltaic effect, in which an electromotive force 

is produced between two layers of different materials as a result of irradiation [24]. For the 

photovoltaic effect to take place the two materials need to be semiconductors. Usually a 

semiconductor is defined as a crystalline solid with an electrical conductivity intermediate 

between that of a conductor (up to 109 S m-1) and an insulator (as low as 10-15 S m-1) [25], but 

a better understanding of the photovoltaic effect can be achieved by explaining semiconductors 

in terms of band theory. When atoms are joined together to form any material, their electron 

orbitals start to overlap and their allowed energy levels spread out to create energy bands. In 

conductors the conduction band in which electrons are free to change energy states with very 

small excitation is usually joined with the valence band full of occupied energy levels, where 

electrons stay in their bonds due to neighboring states also being occupied. In insulators and 

semiconductors these two bands are separated by a band gap. In insulators this band gap is in 

the range of several eV, and electrons can move to the conduction band only with high energy 

excitation, which occurs only in cases of the insulator breaking down. This description for 

semiconductors and insulators is valid in 0 K, at which all the states above a certain Fermi 

energy characteristic for a given material are free, and all the states below are occupied. At 

higher temperatures, the thermal energy is enough for a small part of electrons to be excited to 

the conduction band. In semiconductors the band gap is typically in the range of 0.5-3 eV [26].  

 

 

Figure 1. Band structure of conductors, semiconductors and insulators in 
temperatures above 0 K. The shaded area represents the excited electrons. 
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The band gap of silicon is about 1.1 eV. Heating a semiconductor leads to an excitation of 

more charge carriers and a higher conductivity, even though the lattice vibrations scattering the 

charge carriers are also stronger. Photons with energies above 1.1 eV, that is with wavelength 

below 1127 nm can also excite electrons from the valence band to the conduction band in 

silicon. Semiconductor materials are then distinguished by the ease with which their electrical 

properties can be controlled, in a sense that thanks to their band gap structure their conductivity 

can be controlled by temperature or irradiation. 

When an electron is excited to a higher energy level across the band gap, it leaves behind 

a positively charged vacancy, which can be filled again by other electrons. When an electron 

from a neighboring atom fills the vacancy, the vacancy then moves to this neighboring atom, 

and it can now be viewed as a free, positive charge carrier, called an electron hole. Many useful 

analogies have been made to portray how hole movement occurs, comparing it for example to 

the movement of an empty seat in crowded auditorium.  

 

Figure 2. Two diagrams showing a 2D silicon lattice doped with a 
phosphorus atom in a) and with a boron atom in b). 

Another way to control the conductivity in a semiconductor is doping, which is the process 

of adding a finite amount of impurities to introduce energy levels in the band gap, close to the 

band gap edges. Ideally clean, intrinsic silicon creates a configuration in which each atom bonds 

with four other atoms, resulting in a complete electron octet. Elements with three or five valence 

electrons are used for doping. Phosphorus is an atom with five valence electrons. When it 

replaces a silicon atom it adds the fifth electron as a free charge carrier, not bound by 

neighboring atoms. Phosphorus in this case is a donor. Doping with phosphorus will then 

increase the conductivity of the material by increasing the negatively charged carrier density, 

hence silicon doped with phosphorus is called n-type, and the electrons are the majority charge 

carriers in such material. Boron, a dopant most commonly used in growth of silicon ingots for 

photovoltaic applications, has three valence electrons. Adding a boron atom results in a 
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situation where it will share only one bond with one of the neighboring silicon atoms. This 

results in a hole in the electron structure. Boron acts as an acceptor when it allows the hole to 

move by accepting an electron from a neighboring atom. Silicon doped with boron will conduct 

by positive hole transport and is called p-type. Holes are in this case the majority charge carriers. 

A solar cell in its most basic form requires a p-n junction, that is an interface between a 

layer of p-type and a layer of n-type material. When two such layers are joined together, an 

electrostatic potential, and thus an electric field is established between them. What happens is 

that a hole and electron concentration gradients are created by joining materials with different 

densities of these carriers. Holes diffuse from p-type to n-type, and electrons diffuse in the 

opposite direction. This leaves the acceptor atoms in the p-type, and donor atoms in the n-type 

side ionized. Acceptors in the p-type side are negatively ionized, because they accepted 

additional electrons, and the donors in n-type are positively ionized, because they donated one 

of their valence electrons. These atoms, fixed in their positions, create a fixed charge 

distribution and hence an electric field, affecting the movement of free charge carriers. This 

electric field opposes the diffusion of holes and electrons, and in equilibrium they cancel each 

other out. A depletion layer is created near the interface, where the density of free charge 

carriers is reduced, and in which a free charge carrier will be swept to one side by the electric 

field, depending on its charge. An electron is swept to the n-type side, a hole to the p-type side.   

 

Figure 3. A p-n junction with marked depletion zone and hole and electron 
concentration (top), and a simplified plot of the voltage built at the junction (bottom). 

The photovoltaic effect defined in the beginning of this section can now be explained as an 

effect occurring between two layers of p- and n-type material joined together, essentially over 

a p-n junction. When such a junction is illuminated and part of the light is absorbed by the 

material, the photon with energy larger than the band gap excites an electron from the valence 
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to the conduction band. There is a chance that the free, excited electron will move to the 

depletion zone, where it will be swept to the n-type layer and extracted to the external circuit. 

In this manner the energy of the photon is directly converted to electric potential, which can 

then be applied to the external load. 

The photovoltaic effect requires three steps. Light needs to be absorbed by the solar cell 

material, generating an electron-hole pair. The electron-hole pair needs to be separated. Finally, 

charge carriers need to be extracted to an external load. Each of these steps creates multiple 

challenges for solar cell design and manufacturing, and as such are important fields of research. 

This thesis is mostly concerned with defects and impurities which decrease the probability that 

a charge carrier pair will be successfully separated. To understand how it is related with solar 

cell operation, a discussion of recombination is necessary. 

 

2.2 Recombination mechanisms 

 

Recombination is the main factor limiting solar cell efficiency. When a photon is absorbed 

in a semiconductor, its energy excites an electron from the valence band to the conduction band 

This is called generation. Generation leads to an excess of both majority and minority charge 

carriers. An opposite effect where a hole from the valence band recombines with an electron 

from the conduction band can also occur. The frequency of this recombination depends on the 

concentration of both types of carriers, but mostly on the concentration of excess minority 

charge carriers. In a p-type material with electrons as minority charge carriers, the excess 

minority charge carriers are labeled as n and the rate of recombination U can be expressed as: 

 =   (2.1) 

where  is the lifetime of excess minority carriers, simplified as minority carrier lifetime or 

lifetime. Lifetime is an important parameter for the solar cell material, describing its quality. 

 There are three main mechanisms by which recombination happens: radiative, Auger and 

Shockley-Read-Hall (SRH). These mechanisms are schematically illustrated in Figure 4. The 

first one, radiative recombination, is the exact opposite of photon absorption. An electron 

relaxes from the conduction band to the valence band and emits a photon with energy equal to 

the band gap. Radiative recombination is the main mechanism limiting the cell efficiency of 
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ideal solar cell without any defects. The theoretical limit of silicon solar cell efficiency is about 

29%, thus the current record of 26.7% in a monocrystalline cell is a good result [10, 27, 28]. 

The defects present in commercially available multicrystalline silicon solar cells are the cause 

of lower efficiencies in commercial cells and thus require more attention. 

 

Figure 4 Main mechanisms of recombination: radiative band-to-band, Auger and 
Shockley-Read-Hall. The diagram for SRH recombination shows also the process of 
electron trapping and detrapping close to the conduction band, and of analogous hole 

trapping and detrapping close to the valence band. 

Auger recombination occurs by transferring the energy of the relaxing charge carrier to an 

another carrier of the same type and exciting it to higher energy levels. In the example presented 

in Fig. 4 an electron recombines with a hole and the released energy is transferred to a second 

electron in the conduction band, resulting in its larger excitation. The excessive energy of the 

excited electron is quickly released to the lattice as thermal vibrations – phonons, and the 

electron relaxes to energy levels close to the conduction band edge. The process in which the 

energy of an electron excited to states deeper in the conduction band relaxes to its edge and 

releases energy as thermal vibrations, or an analogous process for holes, is called 

thermalization. Thermalisation occurs much faster than recombination. While thermalisation 

requires femtoseconds, the lifetime of separated charge carriers is of the order of microseconds. 

Auger recombination is an important mechanism particularly when the free charge carrier 

concentration is large, that is when the material is highly doped, operates at high temperature 

or in conditions of high injection, when the generation rate is high. 

Shockley-Read-Hall recombination is the most important mechanism as far as this thesis 

is concerned, and it can be said that it is the most important mechanism in multicrystalline 

silicon-based solar cells. It involves defect energy levels on which the recombination occurs. 

Holes and electrons can relax to such energy levels positioned in the band gap, and recombine 

on them instead of relaxing all the way over the band gap. Both defects and impurities introduce 

such energy levels into the forbidden band gap, and their exact position in the electronic 
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structure depends on the type of the defect. Defect states are usually spatially localized on 

structural defects in the crystalline lattice, thus they can act as traps capturing mobile electrons 

and holes. When such a state has an energy level close to the valence or conduction band, the 

probability that a trapped charge carrier will be excited again to its respective band, that is 

detrapped, is larger than that it will recombine with a carrier of opposite charge. Because of this 

defect states close to the valence or conduction band more often act as temporary traps for 

charge carriers and recombination occurs rather on states deep within the bandgap. 

The rate of recombination on traps can be expressed as: 

=
( ) ( )

 (2.2) 

where h0 and e0 are lifetime parameters depending on the type and volume density of 

trapping defects; p is the number of holes in the valence band per unit volume of the crystal; n 

is the analogue of p for electrons in the conduction band; ni is the intrinsic carrier concentration,  

that is the concentration of charge carriers in an undoped, perfect semiconductor; and finally n1 

and p1 are parameters introducing a dependency of the recombination rate upon the energy of 

the trapping level, Et: 

= exp   (2.3) 

=    (2.4) 

NC is constant at a fixed temperature T and it is known as the effective density of states in 

the conduction band, EC is the energy of the conduction band edge, and k is the Boltzmann’s 

constant (k = 1.38 x 10-23 J/K) [29]. 

Equation 2.2 demonstrates what was mentioned above, that the defect levels leading to 

largest recombination rates lie deep in the band gap, i.e. near its middle. This means that 

impurities and structural defects introducing such levels are strong recombination centers 

limiting the minority carrier lifetime, and thus limiting the efficiency of the device. 

Except for bulk structural defects such as dislocations and impurities, such deep levels are 

introduced to the forbidden band gap by the surfaces of the semiconductor and by interfaces 

between its different parts. This means that the surfaces of the device along with grain 

boundaries also can provide localized recombination centers. Since these defects are two-
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dimensional in nature, the recombination rate U on them is often described in terms of surface 

recombination velocity: 

=  
( )

( ) ( )
  (2.5) 

where Se0 and Sh0 are electron and hole surface recombination velocity, respectively. As 

opposed to lifetime, the higher the surface recombination velocity, the poorer the performance 

of a device limited by it. 

 

2.3 Crystalline silicon 

The preceding discussion of silicon solar cells and recombination and trapping on defect 

states was developed for crystalline material. When multiple silicon atoms are joined, they 

create a crystalline material defined as a solid composed of atoms arranged in a three-

dimensionally periodic pattern. This periodicity can be described with a unit cell, which can 

then be used to re-create the full crystal by translation. The number of systems in which atoms 

can arrange to form crystals is limited. Eventually all crystal lattices can be described with 

seven basic systems. Semiconductors such as silicon, germanium and gallium arsenide belong 

to the simplest system, i.e. the cubic system. 

The cubic system is defined with a cubic unit cell, with three equal axes at right angles. 

The silicon crystal lattice is called face-centered cubic (fcc). In such a cell the lattice points can 

be found in each corner of the cell and in the middle of each wall. As mentioned before, silicon 

creates a structure in which each atom bonds with four other atoms. In the crystal lattice this 

means that each of the lattice points is occupied by a tetrahedron with a silicon atom at its 

center, and four other silicon atoms in its corners. The result of constructing a face-centered 

cubic cell with such tetrahedrons is the structure visible in Figure 1 a), called the diamond lattice 

unit cell. Due to this structure the material is anisotropic. It can be easily understood when 

looking from different directions at a few unit cells assembled together, just as in Figure 1 b), 

c) and d). Such directions can be defined as unit vectors within the coordinate system of the 

unit cell. Crystallographic planes are also defined with the unit cell. Thanks to the regularity of 

the cubic system a crystallographic plane in it is described with the same coordinates as the 

coordinates of the crystallographic direction perpendicular to this plane. 
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Figure 5.  a) The silicon unit cell and a view of three crystallographic planes important 
for the semiconductor industry: b) (100), c) (111), d) (110). 

Table 1. Crystal defects in silicon [30]. 

Geometry Defects 
Point Intrinsic point defect
 Vacancy 
 Self-interstitial 
 Extrinsic point defect 
 Substitutional impurity atom 
 Interstitial impurity atom 
Line Dislocation 
 Edge dislocation 
 Screw dislocation 
 Dislocation loop 
Plane Stacking fault 
 Grain boundary 
Volume Precipitate 
 Void 

 
The perfect crystalline lattice is only a model, just as the related band model of the crystal’s 

electronic structure. Real crystals are full of defects introducing defect states into the band gap. 

The defects can be classified according to their geometry, as listed in Table 1. The point defects 

are related to inconsistencies in the crystal lattice on the scale of one atom. Line defects occur 

when the discontinuity in the lattice can be described as a line, such as a dislocation line, and 

plane defects relate to surfaces such as grain boundaries and stacking faults. Volume defects 

can be for example larger, three-dimensional precipitates or clusters of one-dimensional 

vacancies. In addition to these defects, dangling bonds should be mentioned, as they are also 

related to trapping and defect states. Dangling bonds can be found at the crystal surface or at 

the surfaces which break the crystal lattice, such as grain boundaries. 
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2.3.1 Point defects 

In thermal equilibrium a small fraction of atoms leave their exact lattice positions and 

occupy spaces between the lattice points. Such atoms are called interstitials. The unoccupied 

lattice position is a vacancy. Both of these are intrinsic point defects. Intrinsic point defects play 

a major role in monocrystalline silicon, where grain boundaries are absent and dislocations can 

be found in very low densities. Interstitial silicon atoms are for example generated at the 

interface of an oxide growing on silicon or near oxide precipitates growing in the bulk and they 

affect the diffusion of impurities through the material. In monocrystalline material the 

concentration and type of point defects depends on the temperature gradient at the solid liquid 

interface and the crystal growth rate. Intrinsic point defects are not electrically active. 

Extrinsic point defects are impurity atoms, either substitutional atoms on a lattice point, or 

interstitial atoms in spaces between the regular atoms of the matrix. Impurities will be discussed 

in subsequent chapters. 

2.3.2 Line defects 

Dislocations are one-dimensional defects in crystals, and they can be understood as 

incomplete planes of atoms in the crystal lattice. The line defect is then the edge of the plane 

where it is incomplete. There are two types of dislocations, the edge and the screw dislocation. 

The differences between these types can be seen in Fig. 6. Dislocations are created during 

crystal growth and by plastic deformation of the crystal. Their move during such deformation 

is the main mechanism of stress relaxation when the material is in temperatures high enough to 

allow it [31]. 

 

Figure 6. a) Positive edge dislocation, b) Left-handed screw dislocation. Taken from [32]. 
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Figure 7. Movement of an edge dislocation - glide. Taken from [33]. 

Dislocations are defined by their line direction vector l and their Burgers vector b. The 

Burgers vector for a given dislocation is obtained when an atom-to-atom path is constructed in 

a crystal around a dislocation, and when the same path is then constructed in a perfect lattice. 

Due to the nature of the defect, the path will not close, and the vector needed to close it is the 

Burgers vector [32]. Straight dislocation lines end on the surface of the material or on grain 

boundaries, but dislocations can also exist in the bulk in the form of dislocation loops with both 

screw and edge segments. 

As seen in Fig. 7, glide, the mechanism of movement of an edge dislocation is relatively 

simple. It makes this type of dislocation extremely mobile in specific crystal planes and crystal 

directions. Glide of many dislocations can be referred to as slip. The crystal planes along with 

crystal directions allowing most mobility are called slip systems. They are in most cases 

characteristic for the crystal lattice, but the activation of a specific system depends also on the 

direction of the applied stress. The general rule is that dislocations are most mobile in the most 

densely packed planes, thus for the diamond lattice this means the {111} slip planes with <110> 

slip directions. <110>a/2  is then the shortest Burgers vector possible in the {111} system, 

where a is the silicon lattice constant, that is the main dimension of the silicon unit cell: 

a = 5.43095 Å [30]. Edge dislocations are limited to one slip plane only, while screw 

dislocations can perform cross slip, where they change the plane on which they glide.  

Dislocations in silicon are mobile above a certain temperature, reported to be between 

500°C and 1000°C depending on the strain applied to the material [34]. Below this brittle-to-

ductile transition temperature they are immobile and the material is brittle, making it very easy 

to fracture a silicon wafer. Increasing the temperature, however, allows not only for glide, but 

also for a different dislocation movement mechanism, climb. Dislocations can climb on planes 

outside of their crystal slip systems, but this requires vacancies or interstitials to diffuse to the 
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dislocation line and create jogs. A schematic of this type of dislocation movement along with a 

dislocation line with jogs can be seen in Fig. 8. When jogs occur in the slip plane, they are 

called kinks. Kinks are often created to reduce the dislocation energy by allowing different 

segments of the dislocation to lie in energetically preferable directions, while the kinks 

themselves become the high-energy segments. Dislocations moving by glide or climb interact 

with themselves and with other crystalline defects. When dislocations with a Burgers vector of 

an equal value and opposite direction meet, they annihilate. Dislocations moving along different 

planes can create kinks and jogs on each other. In an irregular array of dislocations some can 

lie partially in their slip planes, and partially in different planes, and the segment capable of 

glide can then act as a source for further dislocations. Such a source is called the Frank-Read 

source [35]. 

 
Figure 8. a) Dislocation move by climb, b) dislocation with jogs created by climb. b) taken from [33]. 

 

When a network of dislocations is present in the material its energy is increased and it’s a 

metastable state. When additional energy in the form of high temperature is available, 

dislocations undergo the recovery process which ends with polygonization [36, 37]. During the 

recovery process defects in the material rearrange to lower energy configurations, part of the 

defects annihilate and as the name suggests the resulting material is ‘recovered’ to a state closer 

to a perfect crystal. This affects both point defects and dislocations, but the grain boundary 

structure, especially its part consisting of large angle grain boundaries, is not affected. The final 

phase of recovery is the polygonization process, in which dislocations realign into a network of 

small angle grain boundaries. 

While some types of dislocations are considered to have fully reconstructed cores and don’t 

introduce deep defect states [38], some others can be understood as dangling bonds arranged in 

a line in the crystal. Such dislocations would introduce defect states into the bandgap [39]. The 

density of dislocations is an important factor for the effect of dislocations on such parameters 



16 
 

as lifetime or cell efficiency [40-43]. Also the contamination levels in the vicinity of a 

dislocation is important [44-46]. Clean dislocations can introduce defect states into the band 

gap, but they become much more harmful when decorated by impurities such as Fe or Ni. This 

‘decoration’ can occur in the form of Cottrell atmospheres of interstitial impurity atoms 

diffusing to the dislocation due to its stress fields. These fields are naturally occurring because 

of the lattice displacement on a dislocation, and the expanded or contracted or lattice attracts 

the interstitials [47]. Impurity precipitates can also nucleate on dislocations [48]. 

2.3.3 Plane defects 

The most common two-dimensional defects include stacking faults and grain boundaries. 

Stacking faults can be understood as errors in the stacking of atom planes with highest density. 

In the diamond lattice this is the (111) planes, and in a perfect silicon crystal they would be 

stacked according to an ABC pattern, each of these three shifted into a different position in 

relation to its neighboring planes. When the stacking is imperfect, and for example an ABABC 

structure is created, this type of defect is called a stacking fault [30]. It is common in the 

semiconductor industry, where oxidation is often used in the device manufacturing process. As 

mentioned before, oxidation causes an emission of interstitial atoms and these interstitials can 

combine into a stacking fault, causing a defect known as oxidation induced stacking faults [49]. 

While a native oxide layer is created on silicon during contact with water or in oxygen-

atmosphere [50], and silicon oxide is routinely used for solar cell surface passivation and can 

give high device efficiency [51], stacking faults are a minor problem in multicrystalline silicon 

used for solar cells, especially when compared to the second plane defect mentioned Table 5, 

that is grain boundaries. 

As the name suggests, multicrystalline material consists of multiple crystals. In a material 

consisting mostly of one phase, such crystals are called grains and each interface between two 

grains of the same phase is a grain boundary. Grain boundaries have a thickness of a few atomic 

distances, and their arrangement depends on the orientations of the two grains they separate. 

The relationship of the two grains can be described with a rotation by a specific, smallest 

be used to distinguish between two main types of grain boundaries: small-angle and high-angle 

grain boundaries. It has been reported that grain boundaries with misorientation angle below 

10-15° are small-angle and above are high-angle, though this limit is quite spread in the 

literature [36, 52, 53]. 
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Small-Angle Grain Boundaries (SAGB) can be approximated as rows of dislocations, 

spaced proportionally to the grain boundary misorientation angle. The distance between such 

dislocations can be calculated by a simple equation, presented along with a scheme of such a 

small-angle boundary in Fig. 9: 

 

Figure 9. Scheme of a small-angle symmetrical grain boundary. 
[53]. 

In the most simple case a pure tilt or twist grain boundary can be distinguished in small-

angle grain boundaries. Small-angle grain boundaries in which dislocations can be 

distinguished can be formed during the recovery process, especially during its final 

polygonization phase. Another proposed mechanism of small-angle grain boundary growth is 

during faceted growth of the crystal [54]. 

Grain boundaries with larger misorientation, the high-angle grain boundaries, cannot be 

explained with the dislocation model. At larger misorientation the distance between 

dislocations is reduced to the point where the dislocation cores overlap and a dislocation 

structure cannot be further resolved. This does not mean, however, that the structure of such 

grain boundaries is completely chaotic. The surface energy of grain boundaries depends highly 

on the misorientation angle, as can be seen in Fig. 10. After a sharp increase from 0° to about 

15° the relative energy stays in a narrower range, and the local minima correspond to specific 

misorientation angles with which the grain boundary arrangement is preferred. To explain this 

behavior the Coincidence Site Lattice (CSL) model was introduced. In this model two grains 

can have a certain misorientation between them, but still have common lattice sites. The 

ratio of the density of atoms in the original lattice to the density of atoms in the coincidence site 

lattice [55]. A grain boundary between two such grains with a coincident lattice is called a CSL 

grain boundary and its type is defined by the coincidence index. Only certain coincidence 
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a twin boundary. It can be the result of rotating a grain by 60° around a <111> axis, 

but also a  

 

Figure 10. Relation between the misorientation angle and relative 
boundary energy of a [001] twist boundary in Cu. Taken from [52]. 

Different criteria can be used to decide the acceptable deviation from the perfect CSL 

orientation between two grains for which the grain boundary is ‘special’ [56-58]. The most 

popular is the Brandon criterion, where a grain boundary is classified as a CSL boundary with 

 

= 15°   (2.6) 

from a perfect CSL orientation. 

In the articles forming the core of this work, and in its other parts, the more restrictive 

Palumbo criterion is used unless stated otherwise. This criterion was found to separate different 

types of grain boundaries into categories correlating better with their properties [58-60]. With 

this criterion boundaries are classified as CSL when they are within tolerance of: 

= 15°   (2.7) 

High-angle grain boundaries which cannot be classified as CSL are termed random-angle 

grain boundaries. 

The electrical activity of grain boundaries in silicon is a topic of high importance since 

polycrystalline material started to be used for solar cells [61-63]. It highly depends on the 
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boundary structure and the level of contamination in its vicinity, with a general rule that the 

higher the contamination level, the larger the recombination at grain boundaries due to the effect 

of an increased impurity segregation [41, 64]. For small-angle grain boundaries, it was observed 

that electrical activity depends on misorientation. Chen et al. use the Electron Beam Induced 

Current (EBIC), a technique measuring the current induced in the material by an electron beam, 

and allowing to assess the recombination activity of extended defects. They show that this 

activity increases with increasing the misorientation angle from 0 up to 2°. This corresponds to 

a decreasing distance between the dislocations creating the small-angle grain boundaries – at 

2° they are about 200 nm from each other. At larger misorientation, that is at smaller distances 

between the dislocations, the EBIC signal stabilizes, meaning that the areas affected by 

recombination at dislocations overlap. Small-angle grain boundaries are the most detrimental 

to solar cell efficiency according to this study, followed by Random-Angle Grain 

Boundaries (RAGB) [63]. Since the electrical activity is related to contamination on the grain 

boundary, grain boundaries introducing more stress into the lattice tend to attract impurities and 

also allow for their faster diffusion [53, 65]. For large-angle grain boundaries this means that 

the electrical activity will increase with increasing coincidence index, and that random-angle 

grain boundaries should show the largest activity in this group. This was in fact observed by 

Chen et al. for the case of as-grown silicon material and Karzel et al. for silicon wafers after 

different processing [66, 67]. An increased level of metal contamination was also correlated 

with grain boundary type in silicon material [68]. On the other hand clean, uncontaminated 

grain boundaries showed very little electrical activity, below 2% of EBIC contrast at room 

temperature [63]. Wang et al. proposed that shallow energy states were introduced by the 

were introduced at the grain boundary by impurities which segregated on it [69]

boundaries show the lowest electrical activity of all studied grain boundaries, but their structure 

can also provide preferential nucleation sites for dislocations when they are macroscopically 

incoherent, that is they have dangling bonds in their structure due to a mismatch with the lattice. 

been reported in literature [69, 70]. The mechanism behind this incoherency is that the 

orientation is different from the most common (111) plane and this leads to a macroscopically 

incoherent, faceted boundary plane, consisting of coherent segments, for example of planes (1-
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12) and (211) [70]. Such faceted grain boundaries were also reported for higher coincidence 

index types, and it was proposed that they could act as sources of dislocations [71]. 

2.3.4 Volume defects 

As mentioned in the previous sections, both dislocations and grain boundaries have a much 

stronger influence on electrical parameters of the solar cell, and on semiconductor devices in 

general, when they are decorated with impurities. Impurities can diffuse towards the defects 

and decorate them in form of solute atoms, but after a certain concentration above the solubility 

limit is reached, precipitate nucleation will occur [59, 72, 73]. Precipitates are usually 

intermetallic phases of the impurity and matrix elements. Precipitates are rarely coherent with 

the matrix lattice and because of this they introduce stress and dislocations into the material. 

The effect of precipitates on silicon electrical properties is relatively strong, and it also drew a 

lot of researchers` attention. Buonassisi et al. showed that the precipitate distribution needs to 

be carefully assessed when analyzing this effect [74]. Smaller, evenly distributed metal 

precipitates separated by small distances are more harmful, because they limit the minority 

carrier lifetime more than larger precipitates or clusters of small precipitates separated by larger 

distances. Morishige et al. analyzed how the main solar cell processing steps affect the 

distribution of precipitates and showed that even steps with a very limited thermal budget such 

as contact firing can lead to changes in their size and density [73]. A lot of effort has been made 

to quantify the effect of precipitates on the final cell properties [75, 76] and how they interact 

with other defects in the material [59]. With that said, most of the properties of precipitates in 

silicon depend on the precipitated element. The element on which many studies focus is iron, 

considered as the most harmful impurity in silicon solar cells. A more detailed discussion of 

the effect of precipitates will be possible in the context of particular impurities described in a 

subsequent section. 

The second type of volume defect often found in silicon is a void. Voids are usually created 

during crystal growth and their presence in the crystal depends on the growth rate and viscosity 

of the melt [30]. While it has been reported that such voids or pinholes can be for example the 

cause of structure loss in Czochralski grown monocrystalline ingots [77], they are less important 

when it comes to the electrical properties of directionally grown multicrystalline silicon. 
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2.4 Impurities 

Previous sections show that extended crystalline defects are usually considered a problem 

for semiconductor devices. When they are decorated with impurities they introduce deep 

recombination levels into the bandgap providing recombination centers and limiting the 

minority carrier lifetime. Because of this, a major effort has already been put into understanding 

the effect of different impurities on silicon [74, 78-80]. This understanding led to a simple 

categorization of impurities into dopants, light elements and metallic contamination [78]. 

Dopants are intentionally added into silicon to control its charge carrier nature and 

concentration. The most common dopant for p-type silicon is boron, and for n-type – 

phosphorus. Dopant and impurity levels in the silicon bandgap can be seen in Fig. 11 and the 

effect of different impurities on solar cell efficiency in Fig. 12. 

 

Figure 11. Silicon bandgap, 1.14 eV, with energies of impurity levels relative 
to the valence band edge energy, as in [29]. 

 

Figure 12. Solar- -type CZ ingot. 
Taken from [80]. 
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2.4.1 Feedstock 

Impurities are incorporated into the material all along the production chain. The feedstock 

for silicon ingot growth can also be a source of impurities. Silicon feedstock is manufactured 

from quartz or quartzite. Depending on the deposit geographic location, various impurities can 

be present in the raw material, with iron, aluminium, titanium, calcium, cobalt, boron and 

phosphorus as the main ones [81]. This raw material is then reduced into silicon with carbon 

via a carbothermic reaction. Coal, coke, charcoal or woodchips can be used as the reducing 

agent, and they also introduce impurities such as boron or phosphorus, calcium, sulfur and 

carbon. The electrodes used in this reaction can also introduce impurities, just as all the furnace 

elements with direct contact with silicon in subsequent operations or even the handling 

equipment. Carbothermic reduction of silicon oxide leads to metallurgical grade silicon of about 

98-99% purity (up to 2N – 2 nines), often labeled as MG-Si. The energy cost of such material 

is between 11 and 13 kWh/kg [82]. The standard way to higher purity feedstock for the 

semiconductor industry leads through a reaction of powdered MG-Si and HCl to obtain gaseous 

SiHCl3, trichlorosilane or TCS. It is then refined and deposited on thin polysilicon rods. This 

procedure is called the Siemens process [83]. The Siemens process can give silicon purity of 

about 10N (nines up to the eighth decimal place, corresponding to a contamination level of 

about 0.1 ppbw). One of the main drawbacks of the Siemens process is that it requires a large 

energy input, above 80 kwh/kg for Solar-Grade silicon (SoG-Si), that is more than 7 times the 

energy cost of MG-Si [84, 85]. Recently, alternative routes for silicon purification have been 

developed and are gaining market share. The Fluidized Bed Reactor (FBR) process is one such 

alternative [86]. The FBR process uses silicon granules in a fluidized bed instead of the 

polysilicon rods. The Siemens process requires heating of the polysilicon rods for silicon 

deposition and simultaneously cooling the reactor walls to avoid deposition there. The rods 

need to be changed for each process. The fluidized bed allows to avoid energy losses related 

with these factors and requires about 50 kwh/kg of SoG-Si – about 60% of the energy needed 

in the Siemens process [85]. It is worth mentioning that while the polysilicon rods from the 

Siemens process need to be crushed into proper feedstock, the output from FBR is already in 

form of granules, which also contributes to the lower energy cost. Finally, it is worth mentioning 

that solar cells with reasonable efficiencies have also been manufactured from feedstock 

obtained by metallurgical purification of the MG-Si [87, 88]. Silicon feedstock obtained by 
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these routes is called Upgraded Metallurgical-Grade silicon (UMG-Si). Currently the feedstock 

used by the industry for large scale production comes from the Siemens and FBR processes. 

While different manufacturing routes lead to different cleanliness levels of the feedstock, 

it is generally assumed that feedstock used for photovoltaic silicon, especially polysilicon from 

the Siemens process and solar grade from FBR, is not the main impurity source for the final 

material. The main sources of impurities can be found in the crystallization process. 

2.4.2 Impurity sources in crystallization 

Crystallization defines the impurity concentration and distribution in the ingot. As 

mentioned in the introduction, there are currently two main routes for silicon crystallization for 

photovoltaic applications: the Czochralski process and directional solidification, closely related 

to the Bridgeman process. The principles of these processes can be seen in Fig. 13. In the 

Bridgeman process the ingot is grown starting from the bottom of the crucible, and the 

temperature gradient is introduced by pulling the crucible out of the hot zone. When there is no 

seeding at the bottom of the ingot, heterogeneous nucleation on the crucible walls leads to a 

polycrystalline structure. The main modification in directional solidification is that the 

temperature gradient is obtained not by pulling the crucible, but by opening and careful control 

of special heat sinks below the crucible bottom. In the Czochralski technique a monocrystalline 

seed is dipped in the melt and then pulled up, so that the growth interface is very close to the 

level of the melt-atmosphere interface. The pulled ingot and the crucible are rotated in opposite 

directions during the process. The ingot grows in a monocrystalline structure according to the 

seed. Careful control of the process is required so that the seed structure is kept. 

 

Figure 13. Principles of a) Bridgeman and b) Czochralski ingot growth 
techniques. The arrow indicates the pulling direction. After [89]. 
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In both cases, and also for alternative crystallization techniques, the solidification process 

is one of the main sources of impurities. For multicrystalline material, which is the focus of this 

work, the majority of impurities comes from the crucible, the crucible coating, which is used to 

inhibit the contamination from the crucible, and from the furnace atmosphere. 

The crucible is made of quartz, which is a suitable material to withstand the high melting 

temperature of silicon – 1414 °C [90]. Two main types of crucibles are used: fused quartz for 

Czochralski growth and slip cast for directional solidification. Fused quartz crucibles are made 

by fusing together purified quartz powder in a plasma arc inside a graphite mould. The outer 

layers of the crucible differ from the inner layers. For silicon crystallization the inner layer is 

usually manufactured from synthetic quartz. For slip cast crucibles large amounts of quartz sand 

are fused into a glass phase, cooled down, crushed into powder, which is then used along with 

water and a special binder to create a silica slurry called slip. Slip is then used to cast the crucible 

in a plaster mould, which extracts moisture. Finally the crucible is sintered. The main impurities 

found in quartz crucibles are Fe, Al, Na and Ca [91]. In fused quartz crucibles, these impurities 

are in the range of ppbw, while in slip cast they are in the range of ppmw. They are introduced 

into silicon by dissolving the crucible wall and by diffusion from the crucible to the melt, and 

in case of directional solidification also by diffusion from the crucible to solidified silicon. 

Oxygen from the dissolved crucible will also be incorporated into the ingot from the melt. The 

level of oxygen will differ between the growth techniques as well. In Czochralski growth the 

ingot covers a large part of the free liquid surface, thus oxygen evaporation will be reduced and 

its concentration in the melt will be increased during the process. In directional solidification 

oxygen evaporation from the melt is easier with a larger free liquid surface, and also the surface 

of contact between the crucible and the melt will be reduced more rapidly, leading to lower 

oxygen concentration in multicrystalline silicon than in CZ material. While for CZ oxygen 

interaction with point defects during cooling is the main reason for quality loss [92], metallic 

impurities are the main problem for directionally solidified mc-Si. Recently silicon nitride 

crucibles were investigated as possible replacement for quartz crucibles with an additional 

possibility of using the same crucible for several solidification processes [93]. 

As previously mentioned, a crucible coating is used in directional solidification to inhibit 

the diffusion of impurities into the melt and into the multicrystalline ingot. The coating is made 

of silicon nitride. It is deposited on the crucible by air spraying a slurry made of silicon nitride 

powder, water, an organic binder and a surfactant. Several layers of such slurry are deposited 
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and dried between each deposition. After the final drying, the crucible is fired in air to burn off 

the organic binder and oxidize the silicon nitride powder, which is important for coating 

stability and to avoid wettability. Such coatings are the main source of nitrogen in 

multicrystalline silicon, but they can also contain metallic impurities. Silicon nitride coatings 

can contain up to ppm levels of metals such as Al, Cu, Fe, K, Na, Co and W [91, 94, 95]. With 

that said, the coating is still required to block the impurities from the crucible from diffusing 

to silicon. Except for their main function as impurity diffusion barrier, it was also shown 

that silicon nitride coatings are important for silicon nucleation during directional 

solidification [96]. 

Other furnace elements also contribute to the impurity level in the final ingot. Graphite 

heaters and hot zone elements are commonly used in silicon crystallization furnaces. The SiO 

present in the melt due to melting of the quartz crucible evaporates and reacts with the graphite 

elements, resulting in SiC and CO. Carbon can be then incorporated into the melt from the 

furnace atmosphere, subsequently being incorporated into the ingot [19].  

The distribution of impurities in a silicon ingot depends highly on their concentration in 

the crucible, coating and furnace atmosphere, but for some elements there is a large difference 

between their solubility in the melt and in the ingot. This leads to their segregation during 

growth. This segregation depends on the ratio of impurity concentration in the melt and in the 

ingot: 

=    (2.8) 

where, keq is the equilibrium segregation coefficient, CS is the impurity concentration in the 

solid and CL is the impurity concentration in the liquid. 

Depending on the value of the segregation coefficient, the impurity present in the melt 

before crystallization in concentration C0 is distributed in the solid during the process according 

to the Scheil equation: 

= (1 )   (2.9) 

where f is the solidified fraction at which the concentration in the solid is calculated. The 

Scheil equation results in a distribution depending on the segregation coefficient, as can be seen 

in Fig. 14 a). Segregation coefficients of selected impurities are presented in Table 2. 
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Table 2 Effective segregation coefficients keff of selected impurities [80]. 

Al Cu Fe Mg Ti Mo W P B C 
3x10-2 8x10-4 6.4x10-6 3.2x10-6 2x10-6 4.5x10-8 1.7x10-8 0.35 0.8 0.05 

 

Multicrystalline silicon is solidified by the directional solidification technique from the 

crucible bottom towards the top, with constant impurity diffusion from the crucible bottom and 

walls. The phenomena described above lead to a concentration of impurities towards the top of 

the ingot (due to segregation), and at the sides and bottom (due to in-diffusion from the crucible 

and coating). These areas are described as the “red zone”. A typical red zone is visible in Fig. 

14 b), which shows a lifetime map of a cross-section of a multicrystalline ingot. Since metallic 

impurities affect the lifetime, it is lower where their concentration is the highest. This happens 

to be close to the crucible bottom and walls due to diffusion, and near the top due to segregation. 

The lifetime is commonly represented with a colorscale on which the lowest values are red and 

this explains the origin of the term. The red zone can have a width of 2-3 cm [97], and it usually 

needs to be cut off from the ingot before it is processed further, resulting in yield losses. 

  

Figure 14. Distribution of impurities in the ingot. a) relative impurity concentration according to 
the Scheil equation and b) a lifetime map of half of a directionally solidified silicon ingot [81]. 

 

2.4.3 Impurity overview 

 

The effect of impurities on silicon properties depends on their concentration, but also on 

their type and distribution. The three mentioned groups of impurities, that is dopants, light 

elements and metallic impurities can serve as a general categorization, but it can be useful to 

describe the effect of different elements. 
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Dopants 

Boron is the primary dopant used in the semiconductor industry for p-type silicon. It is 

important to control its levels, as it is directly related to the resistivity of the obtained material. 

The target resistivity for solar cells is approximately 1 Ohm cm, which relates to about 300 

ppba of boron. SEMI, an organization dedicated to standardizing the processes in the 

semiconductor industry, divides silicon feedstock into four classes of feedstock quality with 

respectively <1, <20, < 300 and <1000 ppba boron concentrations [98]. The last two classes are 

comparable to metallurgically refined silicon. Using such feedstock requires careful control of 

resistivity levels. Boron in itself is acting like a dopant, but in monocrystalline cells it is also 

usually related to the Light Induced Degradation (LID) effect [99]. One of the defects 

hypothesized to explain this effect is a boron-oxygen complex, which is created under 

illumination, but can be dissolved by annealing [100]. Boron, a negative ion in the lattice, is 

also attracted to iron ions, positive in p-type silicon. They form iron-boron pairs, immobile at 

room temperature. Such pairs introduce defect energy levels shallow in comparison to the levels 

introduced by interstitial iron. The pairs can be dissociated either by thermal or optical 

excitation. This allows measurements of interstitial iron concentration, based on measuring 

lifetime before and after iron-boron pair dissociation [101, 102]. 

In photovoltaics phosphorus is the standard dopant for creating the n-type emitter in 

boron-doped p-type wafers. The SEMI standard mentioned previously limits phosphorus in 

feedstock classes respectively by <1, <20, <50 and <720 ppba, which is more strict than for 

boron. Since phosphorus has a lower segregation coefficient than boron, using highly 

contaminated feedstock might result in a change of type from p-type to n-type towards the end 

of crystal growth. Using feedstock with a considerable concentration of boron and phosphorus 

leads to a requirement for compensation when doping the material. Work on compensation is 

also an important focus for photovoltaic silicon research [103]. 

Light elements 

Oxygen comes mostly from the quartz crucible. Oxygen is a slow diffuser, thus 

contamination through the solidified part is negligible in directional solidification. The presence 

of oxygen in silicon strongly influences many properties of electronic and photovoltaic devices 

made from the silicon material, and because of this oxygen distribution in the ingot has long 

been an interesting field of study for many researchers. The segregation coefficient of oxygen 
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in silicon is still debated, and values between 0.2 and 1.25 were reported [104]. While oxygen 

is not considered harmful in itself, oxides might be detrimental to cell quality. Oxide 

precipitates, preferentially nucleating on defects such as dislocations or, in the case of CZ 

material, in the vacancy-rich regions of the crystal, introduce defect states to the bandgap [105]. 

Such precipitates can also attract other impurities, which leads to increased recombination 

activity. It was shown using n-type material that the density of oxide precipitate defect states 

can be correlated with the precipitate interface area [106]. An important phenomenon related to 

oxygen in silicon are the oxygen complexes called thermal donors. Thermal donors grow during 

heat treatments, and they might influence the charge carrier concentration [20]. The so called 

“old thermal donors”, are generated in temperatures between 400 and 500°C, and annihilated 

above 650°C. “New thermal donors” are generated in the range 600-900°C and annihilate above 

1100°C. 

For carbon it has been mentioned previously that the main sources are the furnace graphite 

parts, which react with silicon oxide coming from the crucible. Carbon is considered electrically 

inactive, but in too high concentrations silicon carbide precipitates are formed and they may 

cause problems both in wafering and solar cell operation. Wire from the wire saw can break on 

SiC and frequent wire changes reduce the process throughput [107]. SiC particles can also act 

as shunts through which the current is flowing in the cell, reducing the effectiveness of the p-n 

junction [108]. 

Nitrogen comes mostly from the crucible coating. It is electrically inactive, 

but its precipitates might act as shunts and nucleation sites for SiC. The role of silicon nitride 

coming from the coating in nucleating silicon crystals during directional solidification was 

already mentioned. In Czochralski crystals nitrogen is known to suppress vacancy and Si 

interstitial-type defects [109]. 

Metallic impurities 

The amount of equipment parts made of metal and used in solar cell manufacturing is too 

large to name them all, and they can all be potential sources of metallic contamination. Most of 

them can be fortunately neglected because they have no direct contact with silicon. 

 When it comes to metallic impurities, iron is the most extensively studied contamination 

[59, 73, 75]. Its typical concentration in the multicrystalline material is between 1012 and 1015 

at/cm3. The majority of iron in silicon ingots comes from the coating and crucible and this is 
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the element responsible for the red zone effect. In larger concentrations, it highly affects cell 

operation. It is highly recombination active, especially in its interstitial form, however only 

about 1% of the total iron concentration remains in the interstitial form in the ingot [110]. Large 

part of the subsequent sections about defect-impurity interactions is focused on iron. It is also 

hypothesized to be the main harmful element in the material described in papers forming the 

core of the thesis. 

Lifetime is also very vulnerable to titanium presence, but fortunately the element is a slow 

diffuser and in-diffusion is unlikely. If its levels are low in the feedstock, crucible and coating, 

it should not affect the device significantly. It is still worth attention as a potentially severe 

lifetime killer, with concentration levels of 1012 at/cm3 already affecting cell efficiency [111]. 

Nickel is part of corrosion resistant steel used for many parts of equipment for silicon 

processing and as such is very difficult to avoid. It is also a very fast diffuser [112], which 

makes some researchers consider it having an impact on the device similar to iron even though 

its concentration in the feedstock, crucible and coating is smaller. Nickel silicides will introduce 

deep levels into the band gap and act as recombination centers [46]. Nickel is also found co-

precipitating with iron in nickel-iron silicides [113]. 

Aluminium can act as an acceptor, similarly to boron. It is usually used to make back 

contacts and to generate a back surface field (BSF), which introduces a potential difference on 

the backside of a solar cell. Such a field is used to reduce surface recombination [114]. It can 

be also used to form the p-type emitter on n-type silicon solar cells. Similarly to boron it can 

form complexes with oxygen [115]. The oxygen-aluminium complex introduces an energy state 

deep in the bandgap and as such can act as a recombination center. 

Silver is also used for front contacts in silicon solar cells. It is a fast diffuser [116] and 

some cross-contamination is inevitable, but the contact firing process is the last high 

temperature treatment in solar cell processing and it relies on rapid heating to the peak 

temperature and a rapid cooldown, so the thermal budget is much smaller than that during 

solidification. Therefore, silver is not as harmful for silicon solar cells as iron. 

Copper is an element that rapidly diffuses in silicon as a positively charged interstitial ion. 

While it is not considered as harmful as iron in multicrystalline silicon due to its lower 

concentration in the feedstock, crucible and coating materials, it can be a larger problem in CZ 

material [117]. Copper silicides, Cu3Si, can cause severe minority-carrier recombination. 
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Copper can also co-precipitate with iron and nickel, forming strong recombination centers 

[113]. The element is most problematic in n-type silicon due to the fact that interstitial copper 

ions are positively charged. Its silicide is also positively charged when the Fermi level is below 

Ec – 0.2 eV. In n-type silicon the Fermi level can exceed this value for certain doping 

concentrations. The silicide then becomes neutral or negatively charged, enhancing copper 

precipitation [99]. In addition, copper is one of the elements responsible for LID, even in 

material without boron doping [99]. Due to its diffusivity, copper can also be used for 

delineating defects in monocrystalline silicon [118]. 

Chromium behaves in a similar manner to iron and discussion on iron can also be applied 

here [119]. It is a fast diffuser and can be potentially harmful in concentrations as low as 1010 

at/cm3 [120]. It is, however, less abundant in the solar cell manufacturing process than iron. 

Sodium is present in the coating powder in ppm levels. This means it can diffuse into 

silicon, but it occupies substitutional sites and as such is a slow diffuser. It is assumed that 

sodium can also be introduced into the cell from the glass used for cell encapsulation [121]. In 

silicon solar cells it tends to decorate crystal defects such as stacking faults, and leads to the so-

called Potential Induced Degradation (PID) mechanism [122].  

Alkali metals are harmful in the semiconductor industry, because they have a strong 

impact on thermal oxides, but this is not that relevant for multicrystalline silicon solar cells. 

Other elements such as magnesium, tungsten, cobalt or zinc can also be found in silicon. 

Transition metals can all be considered as harmful impurities and need to be controlled during 

solar cell processing. Especially the steps with a high thermal budget need to be carefully 

optimized, because in higher temperatures the transition metals have a higher diffusivity and 

with enough time, this creates a space for harmful defect-impurity interactions. 

2.5 Defect-impurity interactions 

The main interactions between defects and impurities are related to segregation and 

precipitation. The segregation mentioned here is different to that described in relation to 

crystallisation, where impurities are segregated by not being incorporated into the growing 

crystal and stay in the liquid near the solid-liquid interface. It rather refers to a phenomenon of 

impurity atoms diffusing towards surfaces of a solid material or to interfaces or defects in its 

structure. In general, segregation can be defined as an increase in concentration of one or more 

components near lattice discontinuities [123]. When this definition is limited to one-phase fields 
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on a phase diagram, precipitation can be defined as a similar inhomogeneity, but involving 

phase separation. Indeed these two are linked – usually segregation leads to precipitation when 

the segregating element concentration locally exceeds the solubility limit in the material. Both 

these phenomena are of great importance in materials science and have been studied for a long 

time – one of the first accounts of how impurities affect iron properties in ways now understood 

as segregation-based is dated to 1894 [124]. In metallic materials it can affect brittleness, creep, 

intergranular corrosion, recrystallisation texture or grain boundary migration rates. Similarly 

the role of segregation and precipitation is also important in photovoltaic applications, and it is 

especially relevant for multicrystalline material due to its high defect densities. 

The main driving force behind segregation is the reduction of the surface energy of the 

interface towards which the segregation is happening [125]. When the temperature for diffusion 

is sufficient, impurity elements will diffuse towards the interface or defect and the final ratio 

between their concentration near the interface and in the bulk of the material can reach several 

orders of magnitude. Cottrell atmospheres (mentioned before) are an example of segregation of 

impurities towards a stress field introduced by a dislocation. 

After exceeding the solubility limit for a given temperature, precipitate nuclei begin to 

form. The dependence of solubility on temperature is complex. Solubility of a certain element 

depends also on the concentration of other elements, including dopants [126]. An example of 

calculated iron solubility in p-type silicon can be seen in Fig. 15. 

 

Figure 15. Calculated iron solubility in silicon as a function of boron doping level. Taken from [126]. 

Nucleation can occur by two main mechanisms: homogeneous and heterogenous. At a 

given temperature multiple nuclei are formed out of the impurity agglomerates present in a 



32 
 

solution. The majority of them dissolves, because there is an energy barrier which needs to be 

overcome for a nuclei to grow further. This energy corresponds to creating a nucleus with a 

radius larger than a critical, stable value. The nuclei are created and dissolve in random 

concentration fluctuations. The majority of these fluctuations result in nuclei smaller than the 

critical size, but part of them have the necessary energy and develop into larger nuclei which 

can continue to grow. This can only happen when there is a certain undercooling, that is for a 

given impurity concentration the temperature is lower than the temperature in which this 

concentration can remain completely dissolved in the silicon matrix. The difference between 

these temperatures is the undercooling. Homogeneous nucleation occurs when the undercooling 

is sufficient for the nuclei to overcome the energy barrier in a defect-free lattice. The energy 

barrier is relatively lower when defects such as dislocations or grain boundaries are present, 

providing preferential nucleation sites. An analogous description of nucleation is usually 

presented when explaining crystal growth and nucleation from the melt, and homogeneous 

nucleation is then understood as nucleation in a pure melt. Heterogenous nucleation from 

the melt occurs on crucible walls or particles in the melt, because both lower the nucleation 

energy barrier. 

It was stated that clean defects introduce only shallow levels into the band gap and as such 

they are not harmful for solar cell operation. It is the impurity segregation and precipitation at 

defects that leads to minority carrier recombination and a deterioration of material quality. Since 

segregation occurs when impurity diffusion is fast enough and precipitation depends on 

solubility, the main defect-impurity interactions affecting cell quality occur at elevated 

temperatures. There are three main process steps in solar cell production which utilize high 

temperature treatments. The first is crystallization of silicon ingots with subsequent slow 

cooling. After the ingot is solidified, blocks are cut out of it and wafers are cut from these 

blocks. The second high temperature step in the silicon production chain is the phosphorus 

diffusion, usually performed on p-type wafers to introduce phosphorus and create an n-type 

emitter. After depositing the anti-reflection coatings and screen-printing the contacts, the cell 

is then fired to remove the additives from the paste and solidify the contacts. This firing is the 

third high temperature treatment which can potentially affect the impurity distribution. 

As explained previously, the majority of impurities is first introduced into the material 

during crystallization. One of the first interactions between defects and impurities is 

hypothesized to occur at the growth interface, where segregation is weaker in the vicinity of 
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grain boundaries, acting as sinks for impurities from the melt due to their higher diffusion at 

the boundaries, and stronger in the intragrain areas of the growing ingot [64]. This could lead 

to a higher impurity content at grain boundaries just after the material is solidified. In the first 

hours of cooling down after crystallization the temperature in the ingot is still relatively high, 

allowing for further segregation, so the defects become decorated with impurities. A SIMS 

copper distribution of a silicon bicrystal containing a grain boundary can be seen 

in Figure 16 a). A clear increase in copper concentration on the grain boundary is visible. 

Impurity segregation in the form of denuded zones near grain boundaries is visible in 

Figure 16 b). The map shows the internal quantum efficiency (IQE), a parameter describing the 

quality of the material for photovoltaic applications, with high resolution. IQE is highest in the 

zone between the grain boundaries and the middle of the grain. This is because the impurities 

provide the main minority carrier recombination sites and their distribution after segregating 

towards the boundaries is related to the IQE presented in the figure. Only impurity atoms from 

the close vicinity of grain boundaries manage to diffuse towards them during cooling of the 

ingot, and recombination is weaker in the areas denuded of impurities. Recombination is higher 

in the middle of the grain, where the impurity concentration is relatively unchanged, and highest 

at the grain boundaries which attracted the impurities from the denuded zone. Dislocations also 

attract impurities. Their effect in multicrystalline material can be stronger than that of grain 

boundaries. Figure 17 shows how dislocation density and lifetime can correlate in such material. 

 

Figure 16. a) SIMS copper distribution mapping of a small-angle grain boundary cross-section in a bicrystal pulled 
with a speed of 3 μm/s. The spatial scale is 50 μm long, the color scale is in auxiliary units. Taken from [64]. b) 
High resolution LBIC map of red zone multicrystalline silicon after solidification. The black stripe in the middle 
of the image is a contact finger. 
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Figure 17. a) Lifetime and b) dislocation density maps of 
neighbouring 125 x 125 mm2 wafers. Both taken from [40]. 

It was shown that if the structure of the material is changed to contain more random-angle 

grain boundaries, the overall density of dislocations is reduced and higher cell efficiencies can 

be achieved [16]. To control the structure, a special seeding layer or careful control of the 

temperature gradients near the crucible bottom is needed. Material obtained this way is termed 

High Performance Multicrystalline silicon (HPMC-Si). 

The next high temperature process in the production chain, phosphorus diffusion, can have 

a beneficial effect on impurity concentration and distribution. Phosphorus diffusion is usually 

done using a POCl3 source for depositing a P2O5 layer on top of the wafer in a tube furnace. 

The layer reacts with silicon into SiO2 and P, which then diffuses into the wafer and creates an 

n-type emitter layer. The furnace is heated up to about 800-900° C, which is required for the 

in-diffusion. The process usually lasts from 60 to 100 minutes, and such a thermal budget allows 

changes in the impurity distribution, particularly for fast-diffusing impurities (e.g. Fe, Ni and 

Cu). Impurities from the bulk of the wafer diffuse towards the phosphorus rich surface layer. 

This reduces the overall impurity concentration in the active part of the device. Processes which 

rely on diffusion of impurities towards noncritical regions of the wafer are called gettering 

[127]. The efficiency of gettering depends highly on the impurity type, because different 

impurities show different diffusivity in silicon. An overview of diffusivity of different 

impurities can be seen in Figure 18. It can be seen that copper will be gettered easier than iron, 

which is easier to getter than titanium or vanadium. The diffusivity directly affects the distances 

from which impurities can be gettered. 
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Figure 18. Diffusion coefficients as a function of temperature. Taken from [128]. 

Gettering accompanies phosphorus diffusion in the silicon solar cell process. In literature 

this particular process, important for silicon photovoltaics, is often abbreviated as PDG - 

Phosphorus Diffusion Gettering. It was shown that PDG can lead to a reduction of interstitial 

iron concentration by about two orders of magnitude [129]. The driving force behind gettering 

is not completely understood, but the difference in impurity solubility between the phosphorus 

rich layer and the bulk silicon has been suggested as one hypothesis. Some authors indicate a 

local decrease of dissolved impurity concentration and a concentration gradient due to easier 

precipitation of impurities in the phosphorus-rich emitter. 

A distinction needs to be made, however, because during PDG impurities diffuse not only 

towards the emitter layer, but also towards defects. This can also be generalized for other 

gettering techniques, which can be divided into external and internal gettering. PDG is a case 

of external gettering in which the impurity sinks are at or near the surface. Part of the impurities 

diffuse to the external phosphorus glass layer, which is later removed from the wafer. However, 

during PDG some impurities diffuse also towards the defects present in the material. This is a 

case of internal gettering. The segregation and precipitation at defects during the cooling of the 

ingot can also be understood as internal gettering. It is also worth mentioning that another 

defect-impurity interaction can be found in the phosphorus diffusion process step. The 

phosphorus profiles after diffusion depend on the structure of the material, and the diffusion 

along grain boundaries and intragrain defects is faster than in defect-free material. A deeper 

penetration of phosphorus into the material have been found with SIMS near such defects when 

compared with defect-free areas [130]. 
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Different gettering techniques are utilized in the photovoltaic and semiconductor industry, 

and there is a different understanding of internal and external gettering. In most microelectronic 

devices only a relatively shallow layer of silicon near the wafer surface are active in the device 

manufactured on the wafer. The remaining bulk is the noncritical part of the device. This means 

that except for gettering impurities to the backside surface, for example by artificially 

introducing defects to the backside by sandblasting it or by depositing a polysilicon layer on it, 

techniques which introduce defects into the bulk can also be used. In this case internal gettering 

refers to removing impurities from the active front surface layer into the bulk. An interesting 

variation of this technique results in a Magic Denuded Zone, as named by MEMC Electronic 

Materials [131, 132]. In this technique a vacancy concentration profile is introduced into the 

wafer through a thermal treatment, so that a lower concentration is found near the surface than 

in the bulk. This leads to a difference in oxygen precipitate density, larger in the middle due to 

a larger density of vacancies acting as oxygen precipitate nucleation sites and gettering this 

element. Metal impurities present in the active surface layer or introduced in subsequent process 

steps are then gettered on the oxygen precipitates in the bulk. 

In photovoltaic applications, however, impurities in the bulk will lead to minority carrier 

recombination and a reduction of solar cell efficiency in consequence, thus only external 

gettering techniques are suitable and can be understood in the positive sense. Because of this, 

internal gettering in this field is understood as gettering on defects naturally occurring in the 

material. Internal gettering can be beneficial to minority carrier lifetime by reducing the 

concentration of the more harmful interstitial impurities and confining them in the vicinity of 

structural defects [133], but it is not always positive in photovoltaic applications. Impurities 

gettered on dislocations and grain boundaries in standard cell processing still act as 

recombination centers [41]. The general understanding is that even in the presence of defects 

in the multicrystalline material the minority carrier lifetime can be improved with PDG and that 

external gettering is stronger than internal gettering systems [21, 134]. Murphy et al. studied 

this in monocrystalline material by analyzing the effect of oxide precipitation and showed that 

in the presence of internally gettering oxide precipitates the phosphorus diffusion gettering 

process was still effective for improving material performance [135]. Different studies, 

however, showed that lifetime can be increased only slightly where it was high before gettering, 

and it can be even reduced in areas with high defect densities during annealing with an external 

gettering layer [21, 136]. 
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Except for PDG, other variants of gettering are known in photovoltaics. Aluminium 

gettering can be used during fabrication of a p-type emitter layer on n-type wafers. It is also 

occuring during the fabrication of a p/p+ junction generating the Back Surface Field (BSF) in 

p-type solar cells [128]. Boron diffusion gettering can be used for n-type wafers, when boron 

is chosen as the dopant for emitter fabrication. 

Since the gettering efficiency depends also on precipitation and impurity distribution, 

several models have been developed to evaluate precipitation in silicon, mainly with focus on 

iron as the main impurity diffusing from the crucible and coating [73, 75, 137]. The main 

models of precipitation are based on either the Ham’s law or the Fokker-Plank equation. Both 

assume that the supersaturation of the precipitating element in its matrix is the precipitation 

driving force. This means that for precipitation to start the solute concentration needs to be 

larger than its solubility. Ham’s law is based on the assumption that there is a given precipitate 

density which does not vary over time. The precipitates are modeled as spheres which grow or 

shrink during processing. It is simple and allows fast computation, but neglects the changes in 

precipitate density which may occur due to nucleation of new precipitates or dissolution of 

existing ones. Ostwald ripening, which is the dissolution of existing small precipitates 

enhancing the growth of larger ones is also neglected. These phenomena are accounted for in 

the Fokker-Plank equation. It is, however, more complex and computationally demanding. A 

review of these models with a focus on iron precipitation by Morishige et al. shows that the 

gettering process highly affects the iron concentration and the size and density of its precipitates 

[73]. Two different sets of process conditions are studied: i) high temperature gettering at 900°C 

with a starting iron concentration of 3.5x1013 at/cm3, and ii) low temperature gettering at 815°C 

with a concentration of 2x1014 at/cm3. In both cases the models show a decrease of interstitial 

iron in the material, even though the precipitates can be expected to dissolve and introduce iron 

to the matrix. In the Ham’s law model it is shown as a decrease of precipitate size to near full 

dissolution in the high temperature case. In the Fokker-Plank equation it is shown as the 

decrease in precipitate density with simultaneous increase in their size. In the high temperature 

gettering process the Fokker-Plank equations predict a small increase in precipitate density in 

the end, but to a level lower than in the beginning. In the low temperature treatment, the removal 

of iron is slower than the precipitate dissolution, as the process is limited by diffusivity, but the 

out-diffusion lasts even after precipitate dissolution is stopped during cooldown, and in the end 

the interstitial iron concentration is lower. Del Canizo and Luque have shown how to calculate 

lifetime given the precipitate distribution [138], and Kwapil et al. refine such modelling by also 
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considering the effect of band bending around the metallic precipitates, which results in a 

Schottky contact between the precipitate and the surrounding silicon [75]. 

What Morishige highlights in her overview of precipitate modelling is that the precipitate 

distribution depends highly on the distribution of defects in the material. Her models are run 

over four different structural defects distributions. Since defects act as nucleation sites, the 

results vary between the different scenarios, and a large difference can be seen especially 

between the scenario without defects present in the material and the ones in which either 

dislocations, a grain boundary, or both were included. Dislocations can have a different effect 

on material properties, however, depending on the structure of the dislocation and it’s alignment 

in the crystal. This is also true for grain boundaries, which can have a different effect depending 

on their type. To provide more precise models this should be evaluated and taken into account. 

 

Figure 19. Classification of EBIC contrast of GBs at 300 K with respect to GB character 
- - [63]. 

For grain boundaries it was already mentioned how their structure can affect their electrical 

properties. In general,

and the effect is stronger with a growing coincidence index. Random-angle grain boundaries 

provide more nucleation sites, and small-angle grain boundaries, understood as dense 

dislocation networks, have the strongest effect. This is summarized best with a chart by Chen 

and Sekiguchi, presented in Fig. 19. Since this electrical effect seems strongly correlated with 

precipitation, and consequently with the availability of nucleation sites and the potential to 

attract and segregate impurities, it can be also understood as depending on their internal 

gettering strength. 

The strength of internal gettering of dislocations also depends on how they are arranged in 

the material. According to Donolato, the effect of dislocations on the diffusion length 
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and on the lifetime of minority carriers in the material can be described with a parameter called 

recombination strength – [23, 42]: 

= =   (2.10) 

where d is the linear recombination velocity, defined as the number of recombinations Nr 

per time t, dislocation length l and excess carrier density n. D is the minority carrier diffusion 

coefficient. 

The recombination strength is an important parameter used to describe the relation between 

e minority carrier diffusion length L in this area. 

The direct relation is complex, and can be found in the original paper by Donolato [23]. The 

reason why this relation is mentioned in the context of gettering and defect-impurity 

interactions is that Rinio at al. showed that the spatial distribution of dislocations seems to have 

an effect on their recombination strength, and explained it with a relation between the time they 

are generated in the material and the different thermal budget available for impurities to 

segregate towards them and precipitate on them [42]. This can be understood easier when 

looking at Fig. 20. Fig. 20 a) shows how the Donolato theory relates dislocation density to 

electrical performance of the material, here as internal quantum efficiency (IQE), with the use 

of the recombination strength parameter. In Fig. 20 b) different dislocation clusters can be seen, 

and a higher recombination strength is found on unordered dislocation clusters looking like 

“explosions”, in contrast to a lower recombination strength calculated for ordered clusters, 

where dislocations tend to align on specific planes [42]. Castellanos et al. showed that in the 

clusters with a higher recombination strength the etch pits tend to be shaped like ellipses, and 

indicated a relation between the etch pit eccentricity range in a cluster and the recombination 

strength of this cluster [43]. These results show how the dislocation cluster structure can have 

an effect on their interaction with minority carriers, and this interaction is strongly connected 

with impurity segregation and internal gettering. The dislocations with round etch pits, showing 

a lower eccentricity range, are perpendicular to the sample surface and relatively ordered. The 

clusters with high etch pit eccentricity range most probably consist of dislocations tangled 

together, full of jogs and kinks, at different angles to the surface. 

In the light of the discussion above this would mean that the unordered dislocations provide 

much more nucleation sites and a stronger stress field. This leads to stronger impurity 

segregation and a larger precipitate density in their vicinity. This was confirmed by Castellanos 

et al. with several synchrotron-based micro X-Ray Fluorescence measurements, which showed 



40 
 

copper precipitation on the highly recombination active cluster E and no copper decoration on 

cluster A. The group hypothesizes that the differences in dislocation spatial distribution and 

structure can be explained by differences in the time of their generation. 

 
Figure 20. Recombination strength of dislocations based on Donolato’s model and its relation with dislocation 
spatial distribution and structure. a) The relation between internal quantum efficiency (IQE) and dislocation 
density 
showing the relation between recombination strength of different dislocation clusters and their spatial distribution, 
are taken from [42]. The micrographs in b) show selected dislocation clusters from the experimental data partially 
presented in chart a). Micrographs in c) show differences in eccentricity of dislocation etch pits in two extreme 
cases of dislocation clusters and the chart in d) shows the relation between dislocation etch pit eccentricity and 
their recombination strength. c) and d) are taken from [43]. 

The dislocations with low recombination strength were supposedly generated during 

crystal growth, even at the solid-liquid interface. This would give them enough time in the high 

temperature regime for polygonization, which leads to an ordered dislocation structure and 

decreases the driving forces for segregation and nucleation of precipitates on these clusters. The 

unordered dislocation clusters with high recombination strength are then supposed to originate 

later, during cooling of the ingot, and their structure is defined by glide due to thermal stress, 
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which introduces the kinks and jogs serving as preferential nucleation sites for impurities. All 

this will have a major influence on the gettering process, decreasing the efficiency of external 

gettering especially in areas with unordered clusters with high recombination strength. Adding 

to this the dependence on different impurity types and their diffusivity, and the different defect 

and impurity distribution in the crystallized material makes the gettering process a difficult step, 

requiring a good understanding of the underlying physics and a lot of effort to optimize. 

The final process, which has an effect on the impurities and defects in the bulk, is the 

contact firing in the presence of hydrogen-rich anti-reflection coating. After the emitter has 

been formed, the phosphorus glass is removed. The wafer is cleaned, textured and an anti-

reflection coating is deposited on the frontside to reduce the optical losses due to reflection. 

Different anti-reflection coatings such as silicon oxide, aluminium oxide or amorphous silicon 

are used, but one of the more common coatings is the hydrogen-rich silicon nitride, SixNy:H. 

The nitride is deposited by breaking down silane, SiH4, and ammonia, NH3, in the process of 

Plasma Enhanced Chemical Vapour Deposition (PECVD). Due to the amount of hydrogen 

involved in the reaction, the layer is a non-stoichiometric nitride with up to 40% of atomic 

hydrogen [139]. Recently also stacks of different layers are used to enhance the coating 

properties. On such layers the contact grid is printed, usually using a silver paste in a screen 

printing process. The paste contains cutting agents, which allows to cut through the anti-

reflection coating and bond to the underlying silicon in a firing process. The firing process is a 

short annealing, commonly done in a belt furnace. The main aim of this process is the 

fabrication of contacts by removing the water and organic additives from the silver paste and 

allowing it to bond with silicon. Additionally part of the hydrogen from the anti-reflective 

coating diffuses into the bulk of the silicon wafer and passivates the structural defects. This 

phenomenon is referred to as hydrogenation. It is established that hydrogenation improves cell 

performance by passivating defect levels in the bandgap and shifting them either from deep 

levels into shallow levels or out of the bandgap completely [139, 140]. In p-type silicon 

hydrogen can passivate interstitial iron and chromium, as well as boron-oxygen complexes 

[141]. Typical firing profiles usually depend on a rapid heating from room temperature up to 

about 800°C and relatively slower cooling. The full thermal processing lasts up to a minute, 

and only during few seconds of the temperature peak the material is above 600°C. This is 

enough for hydrogen to diffuse into the bulk and either bond with impurity atoms or saturate 

the dangling bonds in the defect structure to reduce their strength as recombination 

centers [142]. Due to this effect the diffusivity of hydrogen in silicon is also an important field 
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of study [143]. Sopori et al. have shown that the hydrogenation process is enhanced by an 

increased vacancy concentration, meaning that a vacancy-hydrogen complex is probably 

involved in hydrogen transport [142]. Similarly as for gettering, new models need to be 

developed due to the rising importance of new, low temperature hydrogenation techniques [141, 

143].  The exact mechanism of hydrogenation is still debated. It was also hypothesized that the 

presence of hydrogen in silicon increases the diffusivity of metal impurities, making them easier 

to getter [144]. Another study indicates that the silicon nitride layer on the wafer surface also 

acts as an additional gettering layer [145]. On the other hand the review by Morishige et al. 

indicates that the firing process influences precipitate distribution by dissolving part of the 

precipitates and also leads to an out-diffusion of iron from the emitter layer back to the bulk 

[73]. A presence of a silicon nitride layer and an introduction of hydrogen into the lattice might 

change the behavior of the excess interstitial iron. The average effect of hydrogenation is more 

or less understood, even if the exact hydrogenation mechanisms are still discussed. Studying 

the local effect on different types of defects can give additional information on the interactions 

occurring in this process, just as it is with gettering. Karzel et al. have studied such an effect on 

grain boundaries, and they have shown that different types of grain boundaries respond 

differently to hydrogenation [67]. Their study was based on strong statistics. It analysed both 

the effect of phosphorus gettering and hydrogenation, and the local effects were studied on CSL 

and random-angle grain boundaries. The conclusions from analyzing gettering in standard 

multicrystalline material were similar to the ones presented above, for example to the electron 

beam induced current study of grain boundaries by Chen et al. They also show that the 

improvement after hydrogenation is stronger when an externally gettering layer is present, 

which would confirm that the short temperature peak of contact firing adds a gettering effect. 

Karzel’s results concerning hydrogenation were also in line with the discussion on different 

types of grain boundaries presented here: the increasing coincidence index was correlated with 

a poorer response to hydrogenation, that is with a smaller improvement in lifetime at the grain 

boundary after the process. This would mean that a higher impurity concentration on a grain 

boundary leads to a decreased hydrogenation effect. Thus, higher impurity concentrations 

inhibit the hydrogen passivation of dangling bonds. This conclusion led the authors to suggest 

which is contradictory to the improvement obtained by using HPMC-Si material with large 

densities of random-angle grain boundaries and lower dislocation densitites. Castellanos et al. 

showed that the HPMC-Si material gives larger improvements in lifetime after phosphorus 
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gettering than standard multicrystalline material [146]. The work presented in this thesis aims 

to analyse this subject in more detail. The main focus is placed on defects and impurities in 

HPMC-Si, on how they interact during gettering and hydrogenation, and how these interactions 

affect cell performance. 
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3. Experimental techniques

3.1 Solidification and wafer processing 

The samples studied in this work were prepared by means of directional solidification. 

Samples presented in article I and II, and reference material presented in articles III and IV 

were prepared from ingots grown in state-of-the-art facilities in Singapore, owned and operated 

by the REC Group. Material studied in articles III and IV was grown at NTNU, in a pilot scale 

Crystalox DS250 furnace. This furnace has capabilities to produce 12-15 kg silicon ingots with 

diameters of 250 mm and height of about 100 mm. It is a directional solidification furnace, 

which can be operated in two modes, the Vertical Gradient Freeze (VGF) and as a Bridgman 

type furnace. The former was used in this work. In VGF the temperature gradient necessary for 

solidification is obtained with multiple heaters or a variable heat leak. The crucibles used in the 

process were spray- -Si3N4 from a powder dispersion and heated before filling with 

feedstock in order to remove the binding and dispersing agents and dry the coating. The ingot 

was seeded partially with monocrystalline seeds, and partially with FBR feedstock, and the 

remaining feedstock was high purity. A quartz rod was used during the process to probe the 

solid-liquid interface to ensure that the seed melted only partially. 

After solidification, the ingots were cut into blocks, ground and sent to REC for wafering 

and thermal processing, i.e. gettering and hydrogenation. Part of the processing on selected 

wafers was performed at IFE in Kjeller, Norway. 156 x 156 mm2 wafers after thermal 

processing performed according to the respective experiment design presented in the included 

articles were laser-cut into smaller pieces and prepared for the selected characterization 

techniques. The sample preparation procedure will be presented in the subsequent sections 

along with the techniques used to characterize the sample. 

3.2 Characterization techniques 

3.2.1 Microwave detection of photoconductive decay - μPCD 

The lifetime of carriers in a semiconductor can be measured by microwave detection of 

photoconductive decay - μPCD [55, 92]. This contactless technique relies on the fact that 

microwave reflection in the material depends on conductivity, which in turn changes with the 

number of free carriers. μPCD measurements are performed by illuminating the sample with a 

laser pulse while simultaneously using a microwave antenna to emit a signal towards it. The 
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conductivity of the sample decays into the equilibrium state after the laser pulse because of 

carrier recombination, and the antenna detects the change in microwave reflection due to this 

decay. The photoconductivity transient curve is then used to calculate the lifetime. The 

microwaves are of about 10 GHz frequency and the laser pulse lasts a few hundred nanoseconds 

with an intensity of about 1013 photons/s. The technique is non-steady-state, which comes from 

the fact that it is calculating the lifetime from a transient and the sample is not analysed in 

equilibrium, with a steady illumination. The laser pulses last only few μs. This non-steady-state 

aspect of the measurement leads to a limitation of precise interpretation of low lifetime values.  

Usually the sample is scanned with the laser and lifetime maps can be obtained with 

resolution depending on the laser spot size. Due to the weak signal, the lifetime is usually 

measured in high injection, which is different from the standard, natural one sun illumination. 

One of the disadvantages of the technique is that the measured lifetime is attributed to the 

illuminated spot, but the recombination is occurring also outside of this spot because of lateral 

diffusion of carriers. It is, however, routinely used in industrial applications because it is 

relatively fast and well known. 

The technique, just like photoluminescence and quasi-steady-state photoconductance 

techniques, measures the effective lifetime in the sample. This parameter is a good indication 

of the quality of the material, and is given by: 

= + = + + +   (3.1) 

The equation means that both bulk and surface recombination limit the effective lifetime 

of the sample. To extract the bulk lifetime value, the surface recombination needs to be 

minimized and this is obtained by surface passivation. Sample preparation for bulk lifetime 

measurements is then focused on passivating the surface. In this work the samples were 

passivated by PECVD deposition of thin layers of hydrogenated amorphous silicon, 

approximately 40 nm on both wafer surfaces. The layer was deposited with an Oxford 

Plasmalab 133 system, with the deposition at 230 °C. The resulting layers show surface 

recombination velocities of about 5 cm/s. The μPCD measurements were performed on a WT-

2000PVN instrument from Semilab. The wavelength of the illumination source was about 905 

nm with a pulse width of 200 ns and an average power output of 8.5 mW. A spatial step size of 

250 μm was used for the measurements. 
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3.2.2 Photoluminescence - PL 

Another technique used to analyse carrier recombination and lifetime utilized in this work 

is photoluminescence imaging – PL [92, 147]. Here the sample is excited with a laser beam of 

about 800 nm and the resulting band-to-band emission from the material, a broad spectrum 

between 1000 and 1100 nm, can be detected with a CCD camera. The rate of spontaneous 

emission depends on electron and hole densities and on carrier lifetimes. Similarly to μPCD, 

the technique is contactless and allows for relatively fast in-line measurements, usually done in 

the form of spatial mapping of wafer lifetime. It is, however, difficult to calibrate and often the 

results are given in terms of auxiliary units. In this work quasi-steady-state photoconductance 

(QSSPC) was used to calibrate PL images [148]. QSSPC depends on the photoconductive decay 

like μPCD, but the transient is obtained in a quasi-steady-state by illuminating the sample with 

a flash lamp instead of a laser [149]. The time constant of the lamp is measured along with the 

photoconductive transient and this allows more precise measurements of small lifetimes, where 

carrier lifetime is lower than the lifetime of the flash, as well as larger lifetimes. The drawback 

is that the combination of using a flash lamp and microwave reflection measurements makes it 

impossible to obtain spatial information. The area from which signal is measured is limited to 

only few cm2. Proper interpretation of QSSPC results requires also knowledge of sample optical 

properties and carrier trapping at low injection levels. 

Similarly to μPCD, the samples for QSSPC calibrated PL require surface passivation. 

Again, 40 nm layers of hydrogenated, amorphous silicon were used for this purpose. 

A LIS-R1 measurement system from BT Imaging was used for PL measurements presented 

in this work. It used a high power laser diode with 808 nm wavelength. Up to 75 W illumination 

with 1 sun intensity could be achieved with this system. Spatial resolution up to 160 μm 

could be obtained. 

3.2.3 Light Beam Induced Current - LBIC 

The μPCD and PL setups used in this work offered limited spatial resolution, and to obtain 

more detailed maps of electrical properties of the samples Light Beam Induced Current (LBIC) 

measurement was used. This technique uses a laser beam to excite charge carriers in a sample 

with a p-n junction and the current induced by the beam is measured [42]. Scanning the sample 

with the laser beam allows to measure the lateral distribution of the photocurrent. The principle 

of the LBIC measurement is presented in Fig. 21. Different detectors are used to measure the 



48 
 

light power of the laser - PL, reflection – R, and the short circuit current of the cell - Isc. Basing 

on these parameters, the internal quantum efficiency, IQE is calculated:  

=
/

/( / )
   (3.2) 

where, e is the electron charge, h is the Planck constant, c is the speed of light in vacuum, 

 

 

Figure 21. Light Beam Induced Current measurement system. Taken from [42]. 

IQE is a ratio of the number of collectable carriers obtained after illuminating the cell with 

a given light source to the number of photons of a given energy that shine on the solar cells 

from this source and are absorbed by the material. It is a good measure of the quality of the 

material, giving detailed information on recombination. The sample can be scanned with the 

laser beam, just as in the previously discussed lifetime measurement techniques, but here the 

optical system allows a much higher resolution, even down to 6 μm on the homemade system 

in the Department of Engineering and Physics at the Karlstad University in Sweden, which was 

used in this work. The laser used in this equipment had a wavelength of about 826 nm with a 2 

μW light power. 

This measurement technique requires a p-n junction in the sample and contacts through 

which the short circuit current can be collected, and to this end the wafers after selected thermal 

treatments were processed into solar cells. The effect of thermal history of the wafers on their 
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properties was the focus of the study, thus low temperature processing into Heterojunction with 

Intrinsic Thin layer solar cells (HIT) was chosen [150]. The processing was done in 

temperatures below 200 °C, and consisted of PECVD of amorphous intrinsic silicon, n- or p-

type doped amorphous silicon, and indium oxides doped with tungsten as a transparent 

conductive film. The a-Si layers were approximately 10 nm thick, the tungsten-doped indium 

oxide layer had about 80 nm on the front and 70 nm on the backside. Silver contacts were 

printed using the same mesh on both sides of the cell to limit their effect on the LBIC signal in 

the spatial IQE maps. 

3.2.4 Electron Backscatter Diffraction - EBSD 

Part of the microstructural analysis was performed with Electron Backscatter Diffraction 

(EBSD). It can be performed with a Scanning Electron Microscope (SEM) equipped with an 

EBSD detector. The SEM provides the functionality of scanning the sample surface with an 

electron beam. Typical energies of the electrons in the beam range from few to about 40 keV. 

In the case of the technique used in this work, the electrons had 20 keV. The beam interacts 

with the sample, and several different signals can be measured from this interaction, giving 

different information about the sample topography and composition. In the case of EBSD, the 

information comes from a thin layer near the surface, approximately 20 nm deep, from which 

backscattered electrons can leave the material [151]. Only the electrons diffracting at specific 

crystal planes are treated as signal, and to increase its strength a large enough volume is 

required. The sample is tilted and angles from 60° to 80° are recommended. The diffracting 

electrons are detected by a phosphorus screen and the signal is registered in CCD camera. The 

registered patterns, called Kikuchi patterns, are characteristic for the crystal orientation of the 

sample. Scanning the sample surface with the beam allows indexing the grain structure at larger 

areas. The formation of a Kikuchi pattern can be seen in Fig. 22. 

In this work EBSD was used for orientation imaging microscopy (OIM), from which grain 

boundary information was extracted. To increase the indexed area, a combo-scan feature was 

used, that is the sample was automatically moved in a raster-like pattern, and each position in 

this raster was then scanned by the electron beam. 40 mm x 30 mm areas were scanned in this 

manner. The equipment used for this was a JEOL JSM840 SEM with a Nordif EBSD detector. 

In order to obtain the best EBSD signal, the sample needs to have as little topography as 

possible, because each topographical feature might absorb the electrons diffracted from beneath 
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the surface. Therefore, the sample wafers needed to be ground and polished. All the samples 

analyzed in this work were about 50 mm x 50 mm wafers with a thickness of about 170 – 180 

μm, in most cases after thermal treatment or several cleaning and etching steps. In the case of 

HIT solar cells made on such wafers, the cell structure was first removed by etching for 2 h in 

aqua regia, that is HCl : HNO3 in a molar ratio of 3 : 1, heated to 80 °C. The grinding and 

polishing were done in the following order: 

 Gluing the sample on a steel holder 

 Grinding with SiC paper, 1200 grit, 1 minute 

 Polishing with 9 μm diamond suspension, 10 minutes 

 Polishing with 3 μm diamond suspension, 10 minutes 

 Polishing with 1 μm diamond suspension, 5 minutes 

 Degluing with a stream of hot water 

Special care was required in order not to break the wafers during this procedure. 

 

 

Figure 22. a) Formation of a Kikuchi band in EBSD, b) a Kikuchi pattern of 
cadmium, obtained with a 20 keV electon beam. The pattern consist of multiple 
bands coming from different crystal planes. Both images taken from [151]. 

3.2.5 Selective etching 

Additional microstructural information was obtained by selective etching of the polished 

samples and microscope analysis. Selective etching is a standard technique used in the 

semiconductor and photovoltaic industry to delineate crystal defects in silicon, and several 

different etching recipes were developed over the years [152-154]. HF and HNO3 are the basic 

components of silicon etchants, because the etching reaction of silicon proceeds in a two step 
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cycle: silicon is oxidized by HNO3, and the silicon oxide layer is dissolved with HF [155].  The 

basic principle is that the etching rate is different, usually larger, on dislocations, grain 

boundaries and other defects, and smaller on perfect crystalline lattice. In the case of Secco or 

Sopori etchants, this rate is also independent of crystal orientation of the grain. When a polished 

sample is etched, the resulting topography highlights the defects in the material, and after this 

procedure quantification of the defects is possible with a light microscope. 

The standard procedure for multicrystalline silicon defect delineation at NTNU was to use 

a Sopori etching step with a 25 s duration.  The Sopori etchant composed of HF (48%) : 

CH3COOH (100%) : HNO3 (69%) in  a volume ratio of 36 : 15 : 2. The full etching procedure 

was as follows: 

RCA1 cleaning/10 min

Dip in deionized water

5% HF/3 min

Sopori/25 s

HF:HNO3(1:9)/5 s

Dip in deionized water

Flush with ethanol

The RCA1 cleaning mixture used in step 1 was developed in the Radio Corporation of 

America as the first step in a procedure for cleaning of silicon wafers [156]. This step was aimed 

at cleaning organic residues and particles off of the wafer. The RCA1 mixture consists of 5 

parts of deionized water, 1 part of ammonia water (29%  HNO3) and 1 part of aqueous H2O2 

(30%). The mixture needs to be heated to 80 °C and used with agitation. For the remaining 

steps the solutions were applied at room temperature and without agitation, only with delicate 

mixing by slowly moving the sample holders in the bath. 

This procedure was optimized for quick dislocation and grain boundary analysis, but the 

resulting etch pits were relatively large, and for high dislocation densities above 106 per cm2, 

they overlapped and made the analysis unprecise. 

In article II the Secco etch was used with a 60 s etching step, as this etchant provided a 

slower etching rate and allowed better control of the etch pit size, so small etch pits without 

overlap could be obtained. The Secco etch used in this work was a mixture of one part of 0.15 



52 

molar solution of K2Cr2O7 in H2O and two parts of 49% HF. In the Secco etch, the K2Cr2O7 

acts as an oxidizing agent. 

Article V deals with the optimization of Sopori etching for different dislocation densities. 

The etch pit size after different Sopori etching time is also compared with Secco to evaluate the 

possibility of replacing the Secco etchant, which contains the highly harmful potassium 

chromate in addition to HF. 

3.2.6 PVScan and microscope analysis 

Dislocation densities were measured on etched samples with two techniques. The first one 

was done in a PVScan 6000 instrument by scanning the surface with a laser and analyzing the 

reflected light after collecting it in an integrating sphere [157]. The laser beam was scattered 

more when the scanned area had a high etch pit density and this led to a stronger signal collected 

in the integrating sphere. This technique allowed for fast analysis of an etched sample and gave 

an overview of the distribution of dislocations in the material, but the measured densities were 

not precise. This affected especially areas with densities above 106 etch pits per cm2 due to etch 

pit overlap, and with densities below 104 etch pits per cm2 due to too weak scattering of the 

laser beam. Grain boundaries also etch faster and are visible after selective etching. The laser 

beam is scattered on grain boundaries and this affects the precision of PVScan measurements. 

A typical map of multicrystalline material measured with PVScan can be seen in Fig. 23. 

PVScan was used in this work in comparison with μPCD measurements, and the results 

are presented in Article I. 

Figure 23. PVScan of a laser marked 50 mm x 50 mm sample after etching 25 s with the Sopori 
etchant. Scan step size: 100 μm, scan speed: 20 mm/s. The color scale is scaled in etch pits per cm2. 
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To obtain more precise information about dislocation densities in the areas previously 

scanned with LBIC, light microscope imaging was coupled with image analysis software. 

Microscope images were taken in the regions of interest selected from LBIC maps. Their 

position on the sample was described in terms of the LBIC coordinate system. The images were 

manually cleaned in the GNU Image Manipulation Program - GIMP, thus no contamination, 

scratches or grain boundaries were visible with high contrast, and analysed with an ImageJ 

script which thresholded them and counted etch pits [158]. The position of each etch pit was 

saved in the LBIC coordinate system and etch pit maps with coordinates corresponding to the 

LBIC maps were created basing on this information. These LBIC-dislocation density map pairs 

allowed an analysis of the dislocation recombination strength in Article II. The relatively large 

images analysed for this article were composed of an array of images taken with an automated 

light microscope Olympus MX61A. A comparison of the precision of PVScan and ImageJ 

analysis of microscope images is presented in Article V. 

3.2.7 Secondary Ion Mass Spectrometry – SIMS 

Figure 24. Scheme of SIMS instrument. Description of numbered parts in main 
text marked with numbers in parentheses. Image in public domain. 

Several dislocation clusters with high recombination strength and neighbouring areas with 

low dislocation densities were analysed for the presence of metallic impurities with Secondary 

Ion Mass Spectrometry – SIMS. Secondary Ion Mass Spectrometry is a technique of 
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composition analysis. It is especially suitable for studying impurities in semiconductors and 

thin films and it detects elements at level of 1016 – 1014 atoms/cm3. This means that SIMS allows 

analysis of impurities on ppb level. The core principle of SIMS is sputtering of sample surface 

and analysis of secondary ions with a mass spectrometer. A simple scheme of one type of SIMS 

equipment can be seen in Fig. 24. The magnetic sector type of SIMS equipment presented in 

Fig. 1 usually has two primary ion sources – Cs for analysis of electronegative elements (1) and 

O for analysis of electropositive elements (2). Primary ions are focused on the sample with a 

system of electromagnetic lenses (3) and usually hit the sample surface with energies in range 

of 0.5 – 30 keV (4). Ions sputtered out of the surface have much smaller energies – 5 to 15 eV. 

They are accelerated by appropriate voltage and guided through a system of an electrostatic 

sector analyser (5) and a magnetic sector analyser (6). The system selects ions based on their 

mass to charge ratio. The selected ions are then projected to an electron multiplier (7 top), a 

Faraday cup if the intensity is too high for other detectors (7 bottom) or a CCD camera (8). 

Such a system gives high mass resolution, low detection limits and high transmission. Other 

systems are also available, with time of flight systems allowing simultaneous analysis of 

different elements and measurements of large molecules. 

The analysis in this work was performed on a Cameca IMS 7F measurement system at the 

University of Oslo (UiO, Norway). It allowed studying the impurity content in circular areas 

with a diameter of about 60 μm. The results of SIMS depth profiling are presented in Article 

III. 

3.2.8 Neutron Activation Analysis - NAA 

The scope of the SIMS analysis done in this work and presented in Article III, that is the 

list of elements which were analysed with SIMS, was limited by the results coming from an 

earlier Neutron Activation Analysis (NAA) study of the ingot material. This technique consists 

of two distinguishable steps. The sample is first irradiated with neutrons in a nuclear reactor, so 

that the different element atoms capture neutrons, and their radioactive isotopes are created. 

The irradiation can last up to several days and the received dose of neutrons determines the 

detection limits of the technique. The irradiated samples are then withdrawn from the reactor 

-ray spectroscopy. Since each 

isotope has characteristic wavelengths of radiation emitted during decay, the composition of 

the sample can be analysed with sub-ppm precision [159]. Although the precision of this 

technique is very good, it can only measure bulk values. The samples analysed in this work 
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were cubic pieces of silicon with a side length of about 20 mm. NAA cannot provide depth 

profiling or precise mapping like SIMS. 

The NAA measurements presented in this work were performed by the staff of the Missouri 

University Research Reactor in USA. 

3.2.9 Micro X-ray fluorescence - μXRF 

The composition of several areas in the vicinity of the grain boundaries analysed in Article 

III was measured with Micro X-ray fluorescence (μXRF). X-ray fluorescence is also based on 

the characteristic emissions of elements, but here the emission is generated by first irradiating 

the sample with X- -rays. This excites the atoms in the sample, and when they relax, 

they emit secondary X-rays. This characteristic secondary spectrum is then analysed, allowing 

for chemical composition determination [160]. The “micro-” prefix in the name of the technique 

comes from the fact that the analysis is performed with a highly focused X-ray beam, allowing 

a spot size of about 200 nm [161]. μXRF can be used to obtain composition maps of small areas 

of the sample, similar to SIMS, but with better spatial resolution. 

The μXRF perfomed in this work was carried out at the Advanced Photon Source of the 

Argonne National Laboratory in USA. The equipment used allowed the detection of metallic 

precipitates above about 10 nm in diameter. 

3.3 Modelling 

Combining the LBIC and light microscope analysis allowed to model the recombination 

strength of dislocations in Article II. The calculations were based on the Donolato theory of 

charge carrier recombination at dislocations [23], mentioned in the introduction. The steps 

necessary to perform the recombination strength fitting are presented in Fig. 25. 

The LBIC measurements were first to be performed on the samples with HIT cell structure, 

which was removed with etching afterwards. The samples were selectively etched and 

microscope images of their surface were taken. First the etch pit – IQE map pairs were prepared 

as described in 1.2.6. Topograms of the etch pit density were then calculated as in [42], so that 

their resolution was the same as that of the IQE maps. This allowed to compare the map pairs 

pixel by pixel, resulting in a relation between the dislocation density and IQE. The selected 

pixels were then used for fitting the Donolato curves. Since the Donolato model relates the 

dislocation density with diffusion length, PC1D [162] was used for modelling the IQE for a 
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given set of diffusion lengths in the cell structure used in this experiment. The HIT cells were 

modelled assuming a shallow emitter with about 2.9x1020 cm-3 peak doping on an Erfc profile 

and a front surface recombination velocity of 1000 cm/s. Since the laser used in the LBIC 

measurements had a wavelength of about 826 nm, which is close to the infrared spectrum and 

is absorbed in the rear of the cell, the rear surface recombination was fitted to the highest IQE 

values measured in the cells. The highest IQE values in each sample were measured in areas 

with the smallest defect density, thus as close to perfect material as possible, and hence the rear 

surface recombination was used as the parameter limiting the cell. The recombination strength 

of dislocations in the analysed cluster was extracted from the fitted curve. 

Figure 25. Modelling of the recombination strength of dislocations. The light blue marks 
visible on the IQE maps and etch pit maps from the microscope analysis show which pixels 

were selected from the IQE maps and etch pit density topograms for the Donolato curve fitting. 
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4. Summary of the publications within the four main topics

investigated in this PhD thesis

4.1 Effect of grain boundaries on lifetime 

The thesis work started with an analysis of the effect of grain boundaries on minority carrier 

lifetime in industrially grown HPMC-Si during solar cell processing. The results were presented 

in Article I. The μPCD mapping technique was used to measure the lifetime in samples after 

different processing. Four groups of samples were studied: i) without any thermal processing 

(ungettered), ii) after gettering, iii) after gettering and hydrogenation, and finally iv) without 

the gettering step, but after hydrogenation (ungettered and hydrogenated). The gettering was 

done by a standard phosphorus diffusion gettering process. The hydrogenation was an effect of 

first depositing a SiNx layer rich with hydrogen, and then firing with a temperature profile as 

used for standard contact firing. The processing was done in state-of-the-art facilities of REC 

Singapore. All samples were etched to remove the surface layers and to have comparable 

surface properties, and had their surface passivated for lifetime measurements. The results 

showed that both gettering and hydrogenation are necessary for lifetime improvement from the 

ungettered state. Both these steps gave a 15% improvement in the mean lifetime of samples 

from the middle of the ingot, which is the most important part for commercial solar cells. In the 

case of performing only hydrogenation, or only gettering, the mean lifetime deteriorated from 

the ungettered state. This was especially visible for hydrogenation. Grain boundaries and the 

intra-grain areas were studied separately. It was shown that the gettering process considerably 

increases the lifetime in the intra-grain areas, but also the recombination activity is increased at 

grain boundaries. Subsequent hydrogenation passivated the grain boundaries and led to an 

improvement, which was also confirmed by recombination velocity modelling of grain 

boundaries. This parameter was increased by gettering, and then reduced through 

hydrogenation to levels comparable with grain boundaries in the unprocessed sample. 

The main challenge with this study was that the μPCD technique used for measuring the 

lifetime maps had poor resolution and did not allow for detailed analysis of the defects. Some 

grain boundaries could be barely distinguished on lifetime maps of the samples even  when 

carefully compared with their EBSD maps. Dislocation clusters were also found on the samples 

after selective etching, but due to the μPCD resolution their effect on the lifetime was also hard 

to assess. 
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Article II was a continuation of the previous work, where more precise high resolution 

photoluminescence imaging was used. The study focused on the effect of the gettering process 

on recombination in HPMC silicon and it was shown that the recombination due to interstitial 

iron atoms was reduced after PDG in the middle part of the ingot, but a different recombination 

mechanism was activated or enhanced. The change in impurity distribution, that is the 

dissolution of metal impurities with lower diffusivity or precipitation within the grains were 

hypothesized as possible causes. 

4.2 Recombination strength of dislocations 

Further analysis of extended defects in HPMC Si was performed with LBIC with much 

finer resolution, and this allowed a deeper insight in both the effect of dislocations and grain 

boundaries on the electrical properties of the material after different processing. The samples 

were processed in a similar way as in the previous study, but the analysis of the ungettered and 

hydrogenated group was dropped because this treatment clearly deteriorated the material 

quality. Article III focused on dislocations. They were analyzed using the Donolato theory of 

recombination. The results confirmed the trend observed in previous work that the 

recombination activity at the defects is increased during gettering and then reduced by 

hydrogenation. These results were quantified as recombination strength – 

the ingot the dislocations in the ungettered samples showed values at the level of 10-3, gettering 

increased them by an order of magnitude in most cases, and hydrogenation reduced them back 

to 10-3. In the top, where a larger concentration of impurities segregates, the effect of gettering 

was stronger, increasing the gamma values up to 10-1. SIMS showed that the concentration of 

nickel on the dislocation clusters is increased after gettering. In the case of one of the analyzed 

clusters a change in precipitate distribution was found after gettering. The effect of segregation 

towards defects and changes in precipitate distribution are hypothesized to be the main factors 

behind the changes of the electrical properties during gettering. The work also confirms the 

strong effect of hydrogen passivation. 

4.3 Recombination activity of grain boundaries 

High-resolution LBIC measurements allowed also a more detailed analysis of grain 

boundaries, and the results are presented in Article IV. The grain boundaries, just like discussed 

above, increased their recombination activity during gettering. However, 90% of random-angle 

grain boundaries, described as detrimental to cell operation, were very well passivated by 

hydrogenation. Only a small fraction of these GBs remained recombination active in the fully 
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processed cell. To answer the question what remains recombination active, a statistic of the 

grain boundary types was calculated, and the results showed that it is the small-angle grain 

boundaries that had the largest effect on IQE. This type of GBs consists of dislocation networks, 

and along with the observations from Article II it shows that even with utilizing the HPMC 

growth techniques and minimizing their density in the material, dislocations remain the defect 

having the largest effect on solar cells. A fraction of segments of CSL grain boundaries also 

ome 

s

one inactive after full processing were analyzed with μXRF. The analysis was done on 

ungettered and gettered samples. The results showed that the inactive GB was decorated with 

impurities in the ungettered state, but gettering removed most of the impurities from its vicinity. 

The case of the active GB was different: it was clean in the ungettered state, but  after gettering, 

probably due to internal gettering processes, became decorated with impurities and 

recombination active. These results were in line with the results presented in Article III, 

showing that a change in precipitate distribution due to internal and external gettering affects 

the electrical properties of the material. 

4.4 Selective etching and dislocation density measurements 

The work presented in Article I and Article III led to the conclusion that a better 

understanding of the defect delineation procedures is required for more precise dislocation 

density analysis. The standard procedures used at NTNU utilized the Sopori etchant, with the 

main etching step lasting about 25 s. This results in relatively large etch pits, above 2 μm in 

diameter, which overlap in the large dislocation density areas and leads to an unprecise 

measurement of dislocation density in such areas when using the PVScan, a technique based 

on analyzing scattered laser light. More precise measurements can be obtained with light 

microscopy and computer image analysis, yet still the highest precision is achievable with the 

Secco etchant used so that the etch pits are small, below 1μm in diameter. The issue with the 

Secco etchant is that it contains the toxic hexavalent chromium compounds in addition to the 

standard silicon etching chemicals such as hydrofluoric acid. The aim of the study presented in 

Article IV was to compare different conditions of Sopori etching and whether it is possible to 

optimize it for both improving the precision of the fast PVScan technique and achieve results 

similar to the Secco etching for precise light microscopy analysis. 
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High performance multicrystalline silicon wafers used in 

solar cell processing have been investigated with focus 

on quantification of the grain boundary effect on lifetime. 

The lifetime of a set of 16 wafers from different positions 

along the ingot and after different process steps – phos-

phorus gettering, SiNx:H layer deposition and firing – is 

measured by μPCD and compared with microstructural 

information from EBSD. This allows for analysis of the 

behaviour of grain boundaries and their influence on life-

time during solar cell processing. The minority carrier 

lifetime of HPMC-Si wafers is not increased after the 

gettering step, but even reduced for some samples. It is 

shown that the lifetime in areas close to grain boundaries 

is reduced during the gettering step and this has a strong-

er effect on the average value than the improvement 

within the grains. Only wafers after both gettering and 

hydrogenation show an overall improvement in carrier 

lifetimes. However, in the regions close to the bottom of 

the ingot, wafers show lifetime degradation after the hy-

drogenation process. The results are used to obtain quan-

titative information on recombination velocity of grain 

boundaries.  

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim  

1 Introduction 

Multicrystalline silicon (mc-Si) is widely used in the 

photovoltaic industry, despite the performance limiting de-

fects and impurities that are abundant in this material [1, 2]. 

One route to improve efficiency is to use the so-called high 

performance multicrystalline silicon (HPMC-Si). The 

structure of such material is based on reduced grain size 

and increased number of random grain boundaries, which 

correlates to an overall reduced dislocation density and a 

lower number of dislocation clusters [3]. Recombination 

activity of both grain boundaries and dislocations has been 

shown to correlate to the level of impurity content in the 

material [4, 5]. Conventional multicrystalline silicon has 

been studied extensively in regard to changes in defect re-

combination activity during solar cell processing [6-8]. 

Two main process steps affecting this mechanism are 

phosphorus diffusion gettering and hydrogenation. Getter-

ing has a thermal budget high enough to allow impurity 

diffusion towards the electrically inactive emitter, but also 

to dissolve precipitates decorating bulk defects. This leads 

to a competition between the extraction of harmful, inter-

stitial impurity atoms from the bulk and impurity re-

precipitation with a different precipitate distribution, pos-

sibly leading to new defect mechanisms [9, 10]. Subse-

quent contact firing, usually with a hydrogen rich anti-

reflection coating present, also requires high temperatures. 

Even though the firing time is much shorter than the getter-

ing process, it can also affect impurity distribution [9]. 

During the firing step hydrogen from passivation layers or 

antireflection coatings is able to diffuse into the bulk and 

passivate bulk defects, reducing their impact on minority 

carrier lifetimes [11]. In conventional multicrystalline p-

type material the response to these processes varies, de-

pending on process conditions and initial impurity content 

and distribution. In general, it is assumed that gettering in-

creases the average bulk carrier lifetime in multicrystalline 

silicon by removing impurities, while hydrogenation has a 

positive effect on the recombination strength in crystal de-
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fects. There are differences between conventional mc-Si 

and the HPMC-Si studied in this work, mostly due to dif-

ferent defect distribution. While conventional mc-Si suf-

fers from dislocations multiplicating in relatively large 

grains, HPMC-Si is characterized by reduced grain size 

and more random angle grain boundaries, on which dislo-

cations annihilate. These different defect distributions re-

sult in different behaviour upon solar cell processing [12]. 

This work investigates this behaviour in industrially proc-

essed wafers. 

 

2 Experimental methods 
The material used in this study comes from an ingot 

solidified, wafered and processed largely in industrial con-

ditions. Sample wafers were taken from 4 different posi-

tions in the ingot, at 6, 25, 43 and 62% of relative height. 

Neighbouring wafers from each position were divided in 4 

different groups. The sample groups have been processed 

as presented in Fig. 1. 

 

Figure 1 Processing scheme for the experiment. U and G refer to 

ungettered and gettered, respectively. H represents an additional 

hydrogenation process, i.e. a simulated contact firing with a SiN-

layer present. 

  

State-of-the-art industrial processing was utilized for 

both high temperature steps. All samples, both gettered and 

ungettered, are etched for the same amount of time in order 

to obtain comparable surface properties. After the indus-

trial processing, hydrogenated samples had their SiN layer 

removed.  Prior to minority carrier lifetime measurements 

the surfaces were electrically passivated by deposition of 

approximately 40 nm hydrogenated amorphous silicon on 

both sides, followed by a short anneal [13]. Sample life-

time has been mapped with μPCD (microwave photocon-

ductive decay) on a WT-2000PVN instrument from Semi-

lab. After lifetime measurements, the samples were pol-

ished down to 1 μm for electron backscatter diffraction 

(EBSD), which was performed on Jeol SEM – JSM 840, 

with Nordif EBSD detector. Grain boundaries have been 

classified as coincident site lattice (CSL) boundaries vs. 

random angle grain boundaries according to the Palumbo 

criterion [14]. Sub-grain boundaries with misorientation 

angle below 5° are not detected. 

Carrier lifetimes values in the intra-grain area and on 

the recombination active grain boundaries have been aver-

aged from plateau and peak values in linescans perpen-

dicular to recombination active grain boundaries. 

The lifetime-prediction model, designed in Comsol, is 

based on Donolato’s theory on dislocation recombination 

strength [15, 16]. The model has been designed to fit the 

predicted lifetime to linescans perpendicular to GBs. 

Measured intra-grain lifetime ( 0) has been used to adjust 

for intra-grain dislocation recombination. The boundary’s 

recombination velocity S was obtained by fitting predicted 

lifetime values to measured linescans. 

 

3 Results and discussion 

EBSD measurements show that wafers along the ingot 

contain on average 49% CSL 3 boundaries, and 39% ran-

dom angle grain boundaries.  9 and  27 grain boundaries 

have also been detected, with average share of 8 and 4%, 

respectively. Of the two dominating grain boundary orien-

tations 3 GBs are the least, and random angle grain 

boundaries are the most recombination active [4]. There-

fore the focus here is on random angle grain boundaries. 

 

 

Figure 2 Mean lifetimes of measured HPMC-Si samples. 

 

Mean lifetime values, shown in Fig. 2, indicate that for 

the middle part of the ingot both phosphorus gettering and 

a subsequent hydrogenation step are required in order to 

exceed the ungettered lifetime. Both gettering and hydro-

genation will, if used separately, deteriorate the wafer elec-

trical performance in the middle of the ingot. This HPMC-

Si behaviour is different from the results presented by Kar-

zel et al. for a standard multicrystalline wafer, where get-

tering resulted in increasing values relative to the unget-

tered state, but is in agreement with observations by other 

works on mc-Si [6, 7, 13]. Improvement of lifetime only 

by gettering is obtained in the bottom of the ingot, at 6% of 

the ingot height. Impurities dissolved in the lattice are 

more easily gettered than those in precipitates. The ratio 

between dissolved and precipitated impurities is higher in 

bottom wafers, where the total amount of impurities is 

higher due to in-diffusion from the crucible during cooling 

of the ingot. In order to distinguish between the random 

angle GBs in the bottom area and the middle of the ingot, 

samples from 6% height are discussed separately from 

samples from 25, 43 and 62% of height. 
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3.1 Bottom of ingot 
Lifetime images and values in the bottom part of the 

ingot are presented in Fig. 3 and in Table 1, respectively. 

 

 

Figure 3 Spatially correlated lifetime maps of neighbouring wa-

fers from about 6% relative height, processed in different routes. 

Note the different lifetime scales for gettered and ungettered 

samples. Average lifetime for each map presented on its upper 

right corner. 

 
Table 1 Lifetime values extracted from samples at 6% height. 

Both intra-grain and GB lifetime values were extracted from the 

maps using linescans. IG stands for intra-grain. 

process 

No. of 

GBs 

IG 

avg. [μs] 

IG 

std. dev. 

GBs 

avg. 

[μs] 

GBs 

std. dev. 

U+H 65 1.5 0.2 2.5 0.3 

U 58 1.4 0.4 2.4 0.5 

G+H 58 37.9 2.8 30.8 2.5 

G 50 49.4 8.8 33.9 6.5 

 

The ingot fraction rich in impurities is mostly affected 

by gettering process. In ungettered state, both with and 

without a hydrogenation process, areas near grain bounda-

ries show higher lifetime values than intra-grain. This is 

probably because grain boundaries act as precipitation sites 

while the ingot is cooling after solidification, resulting in 

denuded zones close to grain boundaries [17]. Lateral car-

rier diffusion leads to smearing in the images, and only the 

denuded zones close to grain boundaries are visible, while 

decreased lifetime values directly at the boundaries are not 

detected. 

Gettering considerably improves the intra-grain life-

time and to a lesser extent lifetime measured at GBs. The 

intra-grain improvement is varied from grain to grain. 

Grain boundaries and dislocations are known to reduce the 

efficiency of the gettering process [18]. Hydrogen defect 

passivation is not effective in this ingot part. It leads to a 

slight decrease in both GB and intra-grain lifetime values 

relative the gettered state. In addition to reducing the intra-

grain lifetime, the variation in lifetime between grains is 

reduced. Passivation of certain defects must be assumed. 

 
3.2 Middle and top of ingot 
In the middle of the ingot, where impurity levels are 

lower, lifetimes in both grains and GBs are higher. The da-

ta are presented in Fig. 4 and Table 2. 

 

 

Figure 4 Spatially correlated lifetime maps of neighbouring wa-

fers from about 43% relative height, processed in different routes. 

Average lifetime for each map presented on its upper right corner. 

 
Table 2 Lifetime values extracted from samples at 25, 43 and 

62% heights.  

process 

No. of 

GBs 

IG 

avg. [μs] 

IG 

std. dev. 

GBs 

avg. [μs] 

GBs 

std. dev. 

U+H 22 82.3 9.4 65.7 9.5 

U 34 134.6 20.0 106.8 17.2 

G+H 18 143.1 17.2 113.0 20.2 

G 47 159.0 41.0 97.9 25.7 

 

Gettering increases intra-grain lifetimes from the un-

gettered state in the middle of the ingot by about 8%, but 

lifetimes measured near GBs deteriorate by 15%. Since the 

HPMC-Si material contains more GBs than conventional 

mc-Si, this effect leads to a reduction of average wafer life-

time. This is, however, mitigated by subsequent hydro-

genation. 

The results show that hydrogenation reduces the life-

time difference between GB and intra-grain areas from un-

gettered state, but it also deteriorates the mean lifetime of 
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the wafer. When hydrogenation is performed after getter-

ing, the impurity concentration is already reduced in the 

active wafer part and since passivation reduces GB recom-

bination, this leads to about 15% improvement of mean 

lifetime for the middle of the ingot. 

 

3.3 Modeling results 

Recombination strengths of 10 GBs are calculated us-

ing the lifetime prediction model. Linescans from samples 

from the middle of the ingot were used, and the study was 

limited to recombination active boundaries. The results are 

presented in Table 3. 

 
Table 3 Recombination velocities (S) of GBs. 

process Avg. S [cm/s] Std. dev. S [cm/s] 

U+H 1106 871 

U 816 584 

G+H 800 708 

G 1413 866 

 

The model predictions are in line with values presented 

in previous section and show that gettering increases the 

recombination velocity of grain boundaries, but this effect 

is then reduced by hydrogenation, which allows full life-

time improvement. When hydrogenation is applied without 

previous gettering, recombination velocity decreases. 

Highest recombination velocities are shown after gettering 

without hydrogenation, but since intra-grain lifetime is also 

increased by gettering, the average measured GB lifetime 

is not far from that on ungettered samples. Both hydro-

genation and gettering increase recombination velocity 

when applied without the other. This suggests that the as-

sociated heat treatments activate new defects or the pre-

cipitate distribution rearranges. 

 

4 Conclusions 
Combining microstructural analysis with electrical 

properties measurements gives good insight into the mech-

anisms governing wafer performance. We have shown that 

in the middle section of commercially available ingots both 

gettering and hydrogenation are needed to achieve lifetime 

improvement from the ungettered state. The mean lifetime 

of wafers from the main part of the ingot studied in this 

work improved by approximately 15%. Gettering alone de-

teriorates the average wafer lifetime relative to ungettered 

state, even though intra-grain lifetime is increased, because 

of the increased recombination activity of random angle 

grain boundaries after this step. The firing required for hy-

drogenation used without previous gettering also has a 

negative effect on mean wafer lifetime. 

This is also confirmed by a lifetime prediction model, 

which shows that the values measured on samples from 

middle of the ingot can be obtained when the recombina-

tion velocity of grain boundaries increases by gettering, 

and is subsequently reduced by hydrogenation. For sam-

ples hydrogenated without gettering the model also pre-

dicts increased recombination velocities. 

Bottom wafers react differently to processing due to 

higher impurity content. While hydrogenation has minor 

effect on such wafers, gettering can enhance their quality 

considerably, mainly by removing fast diffusing impurities. 
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Abstract

The influence of phosphorus diffusion gettering on recombination at grain boundaries has been studied in a commercially cast 
high performance multicrystalline silicon block. Wafers from four different heights have been studied with high resolution 
photoluminescence-imaging. The recombination at grain boundaries was studied from linescans perpendicular to the grain 
bounadary of interest. The change in recombination activity at grain boundaries after gettering has been correlated with grain 
orientation measured by electron backscatter diffraction and classified according to Brandon criterion. The relative change in 
carrier lifetime after gettering depends on the height in the cast, and is very sensitive to the injection level. Iron concentrations
were also found from photoluminescence-imaging of iron in Fei and FeB states, respectively. After gettering recombination grain 
boundaries in the middle section of the ingot has become strongly recombination active. Fei, has been efficiently removed and no 
longer constitute the main recombination path at any height.   

© 2016 The Authors. Published by Elsevier Ltd. 
Peer review by the scientific conference committee of SiliconPV 2016 under responsibility of PSE AG. 
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1. Introduction

The performance of multicrystalline silicon (mc-Si) solar cells is limited by impurities, crystal defects and
interactions thereof[1-3]. Crystal defects such as grain boundaries and dislocations are easily decorated with 
impurity species, forming recombination active defects in the material[4-6]. Dislocation clusters are especially 
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detrimental to the minority carrier lifetime in conventional mc-Si as dislocations multiply and grow during 
solidification[7-9]. In addition phosphorus diffusion gettering (PDG) has proven to be less effective in removing 
impurities trapped by these crystal defects[10].  

Recent years the industry has moved toward new methods for casting multicrystalline silicon ingots. High 
performance multicrystalline silicon (HPMC-Si) denotes mc-Si with improved material properties [11]. A seed layer 
or seed structure is typically used to control the initial growth of the ingot in order to avoid much of the dislocation 
growth[11, 12]. As a result HPMC-Si typically has smaller grain sizes, but less dislocations than conventional mc-
Si[13]. However, smaller grain sizes alone is not beneficial for the minority carrier lifetime, as an increase in grain 
boundaries is implied. Improved understanding of the electrical properties of grain boundaries during the different 
solar cell processing steps is therefore important as it allows for further improvement of the final cell performance.   

Phosphorus diffusion gettering is routinely used in solar cell processing to remove metallic impurities, and to 
form the emitter. PDG is commonly known to improve the lifetime of multicrystalline silicon[14], however, recent 
publications have shown a decrease in average lifetime despite the removal of metallic impurities during the 
gettering process[9, 15]. Increased recombination after PDG can in some cases be reversed by H-passivation after 
SiN-fireing[6, 16].    

In the present work the effect of phosphorus diffusion gettering on the recombination activity of grain boundaries 
in commercially available HPMC-Si wafers is studied by investigating the photoluminescence of both passivated 
and non-passivated wafers. Gettered and ungettered wafers are compared in order to better understand the local 
effects on the recombination activity. Grain boundaries are classified using electron backscatter diffraction (EBSD). 

2. Experimental 

Four wafers from four positions in a commercially cast p-type high performance multicrystalline silicon block 
were studied. The processing of neighbouring wafers from each height is illustrated in Figure 1.  Four wafers from 
each position were etched to remove saw damage. This etched state will later be referred to as ungettered.  
Phosphorus diffusion gettering at 835oC was then carried out on two wafers from each position, followed by etching 
to remove the diffused emitter. The samples were then split in two batches were one received double side surface 
passivation by hydrogenated amorphous silicon, the other half were kept unpassivated.  

Fig. 1. Illustration of how the four samples from each height is processed.  

Band-to-band photoluminescence (PL) imaging shows the local recombination activity with high resolution. 
From unpassivated images one can observe sharp features where strong recombination centres are present. The 
images show a 2x2 cm2 area captured with a high magnification lens (20 pixels/mm) which resolves fine features 
not visible when imaging the full wafer. The recombination activity at and in the vicinity of grain boundaries has 
been studied from linescans perpendicular to the GB of interest in PL-images. For material with high lifetime and 
good surface passivation the diffusion length of carriers is sufficient to cause a smearing of the PL-signal, due to 
transport of carriers from high lifetime to low lifetime regions. The PL signal scales with excess carrier 
concentration ( n) which is the sum of the recombination current (U) and net carrier diffusion. In order to eliminate 
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this effect, and locate the region where the recombination actually takes place, unpassivated samples were evaluated. 
In this case the surface recombination is very high eliminating the contribution from net diffusion of carriers, 
beyond the wafer thickness.  

Grain orientations have been found by EBSD and grain boundary degree of fit has been identified according to 
Brandon criterion. 

PL imaging calibrated by harmonically modulated photoluminescence[17] in combination with metastable defect 
imaging provides images of the concentration of interstitial iron[18]. These measurements were performed at 
Fraunhofer ISE. 

3. Results and Discussion 

3.1. Lifetime and Fe-concentration 

The mean lifetime measured by Quasi Steady State Photoconductance (QSSPC) along the height of the block 
before and after PDG is show in Figure 2. After PDG the lifetime in the top and bottom section with initially very 
low lifetimes improved. However, in the middle section of the block the mean lifetime slightly decreased after PDG. 
Iron imaging of wafers from the same positions showed a reduction of Fei concentration in top and bottom with 
approximately two orders of magnitude, and one order of magnitude in the middle section. In the ungettered top and 
bottom wafers almost 90% of the carrier recombination was due to Fei. In the middle section this fraction was 
around 35-50%, see more details in Table 1. After PDG Fei was no longer the dominating recombination path at any 
height.     

Fig. 2. QSSPC lifetime at 1e15 cm-3 (or maximum injection level) as a function of height in the block. 

Table 1: Iron concentrations measured by metastable defect imaging photoluminescence imaging by calibrated by harmonically modulated
photoluminescence. Calculated recombination fraction due to Fei.

 %Fei recomb. 
gettered

% Fei
recomb. 

Ungettered

Fei
gettered

Fei
ungettered

Bottom 8.8% 87% 1.3e10 3e12 
Lower center 2.7% 37% 2.6e9 3.4e10 
Upper center 4.8% 48% 5.4e9 5.2e10 

Topp 3.6% 88% 6.2e9 2.2e12 

3.2. Bottom of ingot 

PL-images of unpassivated samples do not suffer from smearing, which occur in PL-images of passivated 
samples with high lifetime. Figure 3 show distinct difference in recombination at and around the grain boundaries 
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before and after PDG. The ungettered bottom wafer had highly recombination active grain boundaries in the 
ungettered state surrounded by a region of higher lifetime, seen as a bright region surrounding the GB in the PL-
image. After PDG gettering, most GB’s are still strong recombination centers but the bright region has vanished.  

a b c

Fig. 3. High magification PL-image of an unpassivated a) ungettered and b) gettered wafer from the bottom section of the cast (4% of ingot 
height). EBSD map from same wafer position is shown in c). 

A linescan perpendicular to a GB in the bottom wafer is shown in Figure 4. The average Fei concentration in this 
bottom wafer was reduced by two orders of magnitude and the overall lifetime after PDG increased.

Fig. 4. Linescan from PL-image perpendicular to a GB. The black/dashed line represent the ungettered wafer. 

The increased PL-signal next to the GB after PDG corresponds well with a denuded zone formed around the GB 
due internal gettering of impurities to precipitates formed during cooling of the ingot[5]. Grain boundaries are 
known as preferred nucleation sites for iron precipitation, there is a smaller barrier to growth of already existing 
precipitates, compared to the nucleation of new precipitates[19]. Attributing this denuded zone to diffusion of iron 
also agree well with profiles from high resolution iron imaging[5, 20].  The highly recombination active region 
observed in the centre of the grain boundary is likely due to existence of Fe precipitates. This phenomenon is only 
observed in the bottom region with high iron concentration. After PDG the denuded zone around the GB vanished. 
In literature EBIC studies has also revealed a denuded zone around moderately and heavy contaminated 27 and RA 
grain boundaries[21].  3 GB’s were inactive and unaffected by PDG, this has also been reported previously by 
others[22].  
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3.3. Middle section of ingot 

Wafers from these centre positions represent typical properties in the major part of the ingot. Opposed to the 
highly recombining GB’s in the ungettered bottom wafer, no strongly recombining grain boundaries are visible in 
the ungettered wafers from 30% and 60% of the block height, Figure 5. After PDG recombination at some of the 
GB’s has been activated. Most of the strongly activated GB’s have been classified as random angle (RA) and a few 
as 27. The inactive grain boundaries in the ungettered material may imply that there are no preexcisting 
precipitation sites around the GB’s, resulting in a larger number of small precipitates and strong activation of 
recombination after PDG[23]. As in the bottom wafer GB’s classified as 3 are inactive both before and after PDG. 

a b c

Fig. 5. High magification PL-image of unpassivated a) ungettered and b) gettered wafer from the middle section of the cast (Upper row 30%  and 
lower row 60% of ingot height). EBSD map from same ingot height is shown in c). 

A linescan for such an activated GB is shown in Figure 6. After PDG a previously inactive grain boundary has 
become strongly recombination active, as previously also reported by Rinio[6] and Geerlings[15]. Figure 6 shows 
the grain boundary as an abrupt decrease in the PL signal where it appears as a step in the PL signal between two 
adjacent grains in the ungettered sample. The higher levels of the left grain compared to the right is due to higher 
reflectivity, surface recombination velocities or light emission for different grain orientations. 3 grain boundaries 
between grains with equal bulk signal cannot be observed from the PL signal. Increased recombination in vicinity of  
GB’s after PDG has previously been attributed out-diffusion of impurities, also referred to as bleeding or poisoning 
of the bulk silicon, from the grain boundaries during the high temperature emitter in-diffusion process[6]. Or it can 
be due to increased recombination activity of certain GB’s after PDG[15, 19] due to precipitation. 
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Fig. 6.PL signal at a RA grain boundary. Dashed line show ungettered and solid line is after PDG. 

Figure 7b show coincidence of the inflection point (d2y/dx =0) of two peak fitted PL-signals (Figure 7a) of a 
grain boundary which were recombination active already in the ungettered state.  The coincidence of the inflection 
point for these two profiles indicate that the width of the recombination active GB is unaffected by PDG. This 
indicates that the increased recombination after PDG in this case is rather due to increased precipitate density than 
out-diffusion of supersaturated dissolved impurity atoms from the extended defect[6, 24]. The rapid cooling after 
PDG freezes the small precipitates, which results in larger recombination activity than a few large precipitates 
formed during slow cooling of the ingot[15].  

Fig. 7. (a) Uncalibrated PL signal at GB. Solid line PDG and dashed line ungettered samples. The dotted lines are peak fitted curves with respect 
to the left grain. Double derivatives of the peak fitted signals are shown in (b). 

3.4. Upper section of ingot 

In the top wafer the same GB’s are recombination active both before and after PDG. Similar to all the samples 
from lower heights 3 GB’s are inactive and unaffected by PDG. Only a few inactive 9 GB and no long 27 GB’s 
were detected. Even though the iron concentration is comparable to the bottom section, there is no sign of a denuded 
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zone which was observed in the bottom wafer. This can be because the top of a cast is allowed shorter time for 
diffusion of impurities after it has solidified.

a b c

Fig. 8. High magification PL-image of an un-passivated a) ungettered and b) gettered wafer from the upper section of the cast (100% of wafered 
block height). EBSD map from same wafer position is shown in c). 

3.5. Injection dependence of GB recombination 

Recombination strength and injection dependence of the recombination processes has been studied on double 
side passivated wafers from the middle section of the ingot.   

Fei was efficiently removed after PDG, and the typical crossover point in the QSSPC signature of Fei and FeB 
disappeared.  Still the PL signal from the bulk grains measured after PDG was reduced. One reason for measuring a 
lower lifetime with QSSPC calibrated PL after PDG is strong recombination of carriers at the grain boundaries and 
diffusion of carriers toward this sink. This reduces the number of free carriers far into the bulk grains on samples 
with good surface passivation. On HPMC-Si with a small to moderate grain size this may dominate the measured 
lifetime after PDG, where real bulk lifetime values are never reached. This strong gradient in the injection level 
toward the GB’s makes QSSPC calibration of the PL-signal to lifetime after PDG inaccurate. QSSPC calibration of 
PL-images depends on an injection dependent calibration constant which is not globally valid for strongly 
inhomogeneous samples. To study the injection dependent recombination uncalibrated images were acquired at 
different illumination flux. The recombination activity after PDG as a function of illumination intensity has been 
extracted from the uncalibrated PL-signal divided by illumination flux for bulk and GB’s separately in Figure 9. 
After PDG there is a clear activation of recombination at the grain boundary relative to the neighboring grains. 
There is also an increased dissimilarity between different grains. However, whether there is an increase or decrease 
in recombination activity in the grains after PDG with respect to the ungettered state, depends on the injection 
conditions. At moderate to high injection there is an increase in the recombination activity after PDG, Figure 9c). 
However, at low injection the lifetime appears to improve, Figure 9b).  

After PDG the recombination strength of the different grains and grain boundaries varies, but the dependence on 
illumination intensity is the same. This indicates that the recombination mechanism which limits the carrier lifetime 
is the same in bulk and at active GB’s, but the concentration may vary depending on location.  
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Fig. 9. (a) Normalized PL-signal (against Peak1 ungettered) vs illumination flux for Peak1, GB and Peak2. red) ungettered and blue) PDG. b) 
Linescans across a the grain boundary b) 1.7e16 and c) 2.1e17 Photons/cm2 

The Fei concentrations are reduced by 90% or more by phosphorus diffusion gettering. If the Fei was the only 
recombination mechanism influenced by PDG, one would from Shockley-Read-Hall (SRH) recombination theory 
expect reduced injection dependence and improved lifetime after PDG. However, we observe a crossover point 
between the injection dependent recombination before and after PDG, Figure 9a. According to this an additional 
recombination mechanism has been activated after PDG, and it is active both in bulk and at GB’s. This is in 
agreement with findings of Scott et al.[25] also ruling out iron as a cause for reduced lifetimes after gettering at 
increasing temperatures. It is currently not clear what this additional recombination mechanism is, however, 
dissolution of metal impurities with lower diffusivity and solid solubility[25] or precipitation within the grains[26] 
are possible candidates. Also in the ungettered state the recombination is not completely dominated by Fei as about 
half of the recombination processes are through other paths, of which some may be enhanced after PDG.  

We observe a reduced injection dependence of the recombination at GB’s after PDG. SiO et al.[23, 27] quantified 
recombination at GB’s according to surface recombination velocity. Contrary to our finding they found two classes 
of GB’s one with increased in injection dependence after PDG and one which had similar injection dependence 
before and after.  

Recombination at GB’s after PDG can be reduced after subsequent H-passivation during SiN-fireing[15, 16]. 
This may reduce the severity of GB activation on the final solar cell. The effect of H-passivation has not been part of 
this study.  

4. Conclusion 

The influence of PDG on recombination activity at the GB’s strongly depends on the height in the cast. For all 
positons 3 CSL grain boundaries were unaffected by PDG. Grain boundaries in the bottom wafer were surrounded 
by a higher lifetime region, denuded zone. This was completely removed after PDG and the overall lifetime 
improved.   

In the middle section of the ingot a large number of RA grain boundaries inactive in the ungettered state became 
recombination active after PDG gettering. Even though the recombination strength changed, the width of an initially 
recombination active GB remained constant after phosphorus diffusion. For the wafers from the middle section 
strong recombination at the grain boundaries caused strong gradients in the carrier density in the sample and 
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enhanced diffusion toward the grain boundaries. These locally large gradients in carrier concentrations also made 
QSSPC calibrated lifetime less accurate and evaluating recombination from uncalibrated PL signal were preferred. 
After PDG recombination due to Fei has been reduced, however a new recombination path has been activated. This 
recombination path has the same injection dependence both on GB’s and in bulk grains.   

In the top wafer the same GB’s were recombination active both before and after PDG.  
Carrier recombination due to Fei is no longer the main lifetime limiting recombination path after PDG at any 

height. Only the top and bottom wafer positions with initially high iron concentration showed reduced 
recombination activity after PDG.  
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Recombination Strength of Dislocations in
High-Performance Multicrystalline/Quasi-Mono
Hybrid Wafers During Solar Cell Processing

Krzysztof Adamczyk,* Rune Søndenå, Chang Chuan You, Gaute Stokkan,
Jeanette Lindroos, Markus Rinio, and Marisa Di Sabatino

Wafers from a hybrid silicon ingot seeded in part for High Performance
Multicrystalline, in part for a quasi-mono structure, are studied in terms of the
effect of gettering and hydrogenation on their final Internal Quantum Efficiency.
The wafers are thermally processed in different groups – gettered and
hydrogenated. Afterwards, a low temperature heterojunction with intrinsic thin
layer cell process is applied to minimize the impact of temperature. Such
procedure made it possible to study the effect of different processing steps on
dislocation clusters in the material using the Light Beam Induced Current
technique with a high spatial resolution. The dislocation densities are measured
using automatic image recognition on polished and etched samples. The
dislocation recombination strengths are obtained by a correlation of the IQE
with the dislocation density according to the Donolato model. Different clusters
are compared after different process steps. The results show that for the middle
of the ingot, the gettering step can increase the recombination strength of
dislocations by one order of magnitude. A subsequent passivation with layers
containing hydrogen can lead to a decrease in the recombination strength to
levels lower than in ungettered samples.

1. Introduction

Crystalline silicon maintains its status as the main material used
in solar cells. The latest reports show that multicrystalline silicon

has gained more ground in the last years
andmade up 70% of themarket in 2016.[1,2]

While the Czochralski (CZ) crystallization
technique provides high-quality monocrys-
talline material leading to higher cell
efficiencies, the directional solidification
of multicrystalline ingots allows for higher
throughput and lower production costs,
offsetting its lower efficiency.[3,4] Still much
effort is aimed at decreasing the negative
effect of structural defects on the device
performance.[5,6] One approach is to con-
trol the structure of the final ingot by
changing the nucleation phase, such as
growing Quasi-Mono (QM) silicon[7] or
High Performance Multicrystalline
(HPMC) ingots.[8] Quasi-mono growth
requires a seeding layer consisting of
monocrystalline silicon slabs of specific
orientation, which are laid out next to each
other and melted partially, before the ingot
starts to crystallize. This approach leads to a
crystalline structure replicating that of the
seeds. Defects originate from the joints
between the seeds and from grains nucle-
ated on the crucible walls.[9,10]

Seeding can also be used to grow HPMC-Si, e.g., by fluidized
bed reactor Si feedstock.[6,8,11,12] This method results in a
structure with grains smaller than in standard multicrystalline
silicon. HPMC-Si also contains an increased number of random
angle grain boundaries, in contrast to standard multicrystalline
ingots that are dominated by Σ3 Coincidence Site Lattice grain
boundaries. Random angle grain boundaries were shown to be
more detrimental to performance thanΣ3 boundaries, since they
are more heavily decorated with impurities.[13–16] However, in
HPMC, random angle grain boundaries offset some of their own
recombination activity by annihilating dislocations.[17] This leads
to increased performance in HPMC cells, when compared with
the standard multicrystalline cells that contain higher densities
of efficiency-limiting dislocations.[18]

The effect of defects and impurities present after crystalliza-
tion on cell performance can be mitigated during cell processing
through impurity gettering and defect passivation. Both grain
boundaries and dislocations present in the material are less
harmful when clean, but their negative effect increases with
impurity decoration.[14,19] Gettering can be used to introduce
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sinks for fast diffusing metallic impurities, such as Fe, Ni, or Cu,
into the noncritical parts of the device.[16,20–24] A subsequent
technique in the solar cell production chain, hydrogen
passivation or hydrogenation for short, passivates part of the
metallic impurities and dangling bonds of the crystal lattice near
structural defects, resulting in an increased minority carrier
lifetime.[25–30]

Even though gettering and hydrogenation are applied in
standard solar cell manufacturing, the HPMC-Si material is still
limited in efficiency by defects, particularly by dislocations.[17,18]

The effect of dislocations on the recombination of minority
charge carriers was modeled by Donolato with a parameter
describing the recombination strength γd, normalized to a
dimensionless parameter Γ¼ γd/D, where D is the minority
carrier diffusion coefficient.[31] γd is the number of recombina-
tions per time, the dislocation length, and the excess carrier
density.[32] The normalized value of this parameter G serves as a
measure of the recombination strength of dislocation clusters.
Rinio et al.[32] showed that the effect of dislocations on the cell
efficiency depends on their spatial pattern. An interesting
observation was that larger recombination strengths were
typically found at dislocation clusters with random arrangement,
while lower recombination activity is seen at clusters of ordered
and aligned dislocations. The difference has been explained to
result from different evolution and structures of the dislocations
after crystal growth, with or without recovery and polygoniza-
tion.[33] Polygonization, a process where dislocations arrange in
low energy structures by glide and climb processes, leads to a
certain degree of ordering. The tensile stress field of a dislocation
aligns with the compressive stress field of its neighboring
dislocation, reducing the strain. This process can be expected
only at higher temperatures because it requires climb and glide.
It is possible that after polygonization the dislocations have a
lower gettering strength as a result of a smaller number of kinks
and jogs on the dislocations in ordered structures and a weaker
stress field around them, which both lead to a higher precipitate
nucleation energy barrier.

The question how dislocation clusters in HPMC-Si react to
gettering and hydrogenation requires further work in order to
reduce their effect on device performance. This study aims to
analyze this issue in terms of recombination strength in HPMC-
Si. A hybrid ingot, consisting of both HPMC and quasi-mono
silicon, is used to investigate this effect. The quasi-mono part
serves as a reference material grown in the same crystallization
process as the HPMC part, but without the effect of grain
boundaries.

2. Experimental Section

2.1. Ingot Growth

A hybrid ingot with an approximate diameter of 25 cm and a
weight of 15 kg was grown with a Crystalox DS 250 directional
solidification furnace. Boron was added to achieve a resistivity of
about 1.0–1.3Ω cm. The ingot structure was defined by placing a
seeding layer on the bottom of a high-purity quartz crucible
coated with Si3N4. Such a crucible is normally only used for CZ
growth, but it was chosen for this directional solidification

experiment, in order to obtain an ingot purity comparable to the
industrial quality in a pilot scale furnace.

The quasi-mono part of the ingot was seeded by placing two
slabs cut from a CZ ingot in [100] orientation over one half of the
crucible bottom as shown in Figure 1(a) and (b). The other half
was filled with Fluidized Bed Reactor (FBR) granules up to the
CZ slab level to seed the HPMC part. The whole crucible was
filled with high purity feedstock. During the melting, a quartz
rod was used to probe the solid–liquid interface to check that the
seeding structure had melted only partially, allowing for seeded
growth in both parts of the crucible. The result was a hybrid ingot
consisting of HPMC and quasi-mono. Additional details on
ingot growth can be found in Ref. [34]. After growth a slab
containing the seeds, of about 3 cm thickness was cut off from
the bottom of the ingot and from the remaining part a
156� 156mm2 block was cut, according to the scheme in
Figure 1(b). The resulting block had about 10 cm height. The
block was grinded and industrially wafered into 180 μm thick
hybrid wafers.

2.2. Wafer and Cell Processing

The wafers were divided into groups and processed according to
the scheme in Figure 2. Industrial reference HPMC-Si material
was added to each respective group. All groups were first damage
etched in a HF:Nitric acid:Acetic acid solution (CP5) and

Figure 1. a) Seeding structure for the hybrid ingot. b) Top view of the
seeding structure with an overlaid block cutting scheme (red lines), and
the orientation of the seeding with CZ slabs. c) The grown hybrid ingot in
its crucible. d) Minority carrier lifetime map (PL) of an ungettered, but
surface-passivated wafer (156� 156mm2) cut from the middle of the
ingot. Dashed lines on the PL map show the 50� 50mm areas, which
were cut from the full wafers and processed into HIT cells for LBIC
measurements.
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cleaned. The ungettered (U) group was only etched and cleaned
after wafering. The gettered (G) group underwent a phosphorus
in-diffusion process (PDG) in about 830 �Cwhere POCl3 gas was
used as a phosphorus source to create a 75Ω sq.�1 emitter. In the
third group, gettered and hydrogenated (GþH), PDG was
followed by surface passivation with a hydrogen-rich SiOxNy/
SiNx stack layer using plasma-enhanced chemical vapor
deposition (PECVD). The SiOxNy layer was deposited at
130 �C and capped with SiNx deposited at 400 �C.

With layers deposited in such manner the wafers were
subsequently hydrogenated through a standard high-tempera-
ture contact firing process, with a 720 �C peak temperature.
Finally, all the wafers were etched in a fresh CP-5 solution to
remove a layer thicker than the emitter in the G and GþH
groups. Some sister wafers from all three groups were passivated
on both sides with amorphous Si layers (about 40 nm thick) by
PECVD at about 230 �C for lifetime measurements. Other sister
wafers were cut into 50� 50mm2 samples and processed further
into Heterojunction with Intrinsic Thin layer solar cells (HIT)[35]

for LBIC measurements. The HIT structure with its low-
temperature processes (<200 �C) was chosen to prevent
thermally induced changes to the bulk recombination activity
in all three wafer groups. The HIT process consisted of
subsequent PECVD of different layers: amorphous intrinsic
Si, n-type or p-type doped amorphous Si, and indium-wolfram
oxides as a transparent conducting film.[36] The a-Si layers were
�10 nm thick, the IWO layer had about 80 nm on the front and
70 nm on the backside. The Ag contacts were printed using the
same mesh on both the front and the back sides, to create
overlapping contacts with minimal effect on the LBIC signal.
Following electrical characterization, the HITcells contacts were
removed by etching in aqua regia at 80 �C for 2 h, followed by
mechanical polishing. The polished samples were selectively
etched in the Secco etchant for 60 s[37] to obtain optimal etch pit
size.

2.3. Characterization

The wafer set for lifetime measurements was characterized by
band-to-band photoluminescence (PL) imaging during uniform
illumination with a 808 nm laser, calibrated with quasi-steady
state photoconductance measurements on an LIS-R1 instru-
ment from BTImaging.[38,39] The average minority carrier
lifetime was determined at one sun light intensity corresponding
to a constant carrier generation rate of 1.13E 19 cm�3 s�1.

The HIT samples were first characterized using a custom-
built LBIC system with a 826 nm laser as excitation source, with
resolution of 12.5 μm and about 2 μW light power[32] to obtain
maps of the internal quantum efficiency (IQE). Microscopic
images were measured in an array using an automated optical
microscope (Olympus MX61A) combined with the ImageJ
analysis software to measure the positions of etch pits.[40] Based
on this, topograms of the dislocation density with a resolution
identical to the IQE topograms of the same area were
calculated[41] to allow for a direct pixel by pixel comparison of
EPD and IQE.[42] The carrier diffusion length and dislocation
density were related by the Donolato model, with the
recombination strength as a fitting parameter.[31,32] IQE was
related to the carrier diffusion length in the cell through a simple
PC1D model.[43] The HIT-like cells were modelled assuming a
shallow emitter with about 2.9� 1020 cm�3 peak doping on an
Erfc profile and a front surface recombination velocity of
1000 cm s�1. The rear surface recombination was fitted to the
highest IQE values measured in the cells. Plots of IQE as a
function of etch pit density were drawn and fitted with the
Donolato recombination model for the analysed dislocation
clusters. The recombination strength of the dislocations was
extracted from curve fitting of each dislocation cluster.

The impurity content in the ingot was measured by Neutron
Activation Analysis (NAA) at the Missouri University Research
Reactor. A precise measurement with this technique required
relatively large, roughly cubic pieces of material with a 20mm
edge. The results presented in this work come from a piece of the
HPMC part of the ingot, which was cut out next to the
156� 156mm block at 44–66% of fraction solidified. The error
of NAA for each element is given with the respective results. The
segregation of impurities into the dislocation clusters was
analyzed by Secondary Ion Mass Spectrometry (SIMS) on a
Cameca IMS 7F measurement system. This system allowed
studying the impurity content in selected circular areas with a
diameter of about 60 μm. The SIMS measurement error was at
its highest 10% of the measured value and it originated from an
instrument error along with the uncertainty in the implanted
dose of the reference sample.

3. Results and Discussion

3.1. General Trends

The average minority carrier recombination lifetimes (lifetimes
for short) obtained from PL measurements and shown in
Figure 3 indicate that the QM part of the ingot has higher
lifetimes than the HPMC part in all three wafer groups at all
ingot heights. What can also be seen for both QM and HPMC is

Figure 2. Processing steps for three groups of full (156� 156mm2)
hybrid wafers.
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that the bottom and top parts of the ingot show reduced lifetime
values, with the lowest values in the bottom. This should be
attributed to the impurity distribution in the ingot, i.e., the red
zone effect related to both segregation during crystal growth, and
diffusion of impurities from the crucible walls during cooling of
the ingot. An interesting observation is that this effect is much
stronger in the HPMC part, where a high density of defects is
present, possibly allowing for faster diffusion in the ingot.[44,45]

Gettering is also less efficient in the HPMC part. In the upper
part of the ingot, gettering of HPMC even results in a decrease of
the mean lifetime, similar to a previous study on commercially
available multicrystalline wafers.[46] It has been shown that such
a deterioration of the wafers by gettering typically can take place
at the extended defects. In line with recent reports an additional
hydrogenation step is required to obtain an improvement to
values higher than in the ungettered state in the top and middle
of the ingot.[15,47,48] The situation is different in the bottom
wafers, as gettering alone improves the mean lifetime, probably
because of the higher initial impurity content. In the QM part,
the gettering process increases the mean lifetime for each
position. Hydrogenation slightly increases the mean lifetime
even further. This is because the QM part of the ingot has a low
density of extended defects (grain boundaries, dislocations)
when compared with the HPMC part. The detailed study of how
the dislocation recombination strength changes after each
process step and affects the electrical performance of the device
has been performed by LBIC measurements and is presented
below for different ingot positions.

3.2. HPMC – Bottom of Ingot

In the bottom of the ingot, on samples from about 10% relative
ingot height, dislocation clusters were too few to allow for
quantification of their recombination strength. The dislocations
that were available for analysis were found too close to grain
boundaries, their effect on IQE was also too low to extract any
data allowing a fit with the Donolato curves. The IQE maps
allowing for a qualitative comparison are presented in Figure 4.
The main observation, already mentioned, is that even with
relatively large dislocation densities, about 8� 105 cm�2 in the
case of the area marked in Figure 4, the effect of dislocations on

the overall performance seems small when compared to the
effect of grain boundaries. In the ungettered state, the IQE in
high dislocation density areas is higher than in neighboring
grains with dislocation densities below 104 cm�2. The IQE in the
ungettered state is overall much smaller than after subsequent
process steps. The major difference occurs in areas of low
densities of extended defects, where values of about 70% are
measured in the middle of the grains in the ungettered state,
while in the gettered and gettered and hydrogenated the same
areas show values of about 95%. This shows that PDG can be an
efficient way of improving the efficiency of samples from the red
zone area of the ingot.

3.3. HPMC – Middle of Ingot

The middle of the ingot contains dislocation clusters that are
recombination-active enough for quantification. Figure 5 shows
the recombination strength of dislocation clusters in the middle
and top of the hybrid ingot and in the middle of an industrial
HPMC reference ingot. Dislocations from the HPMC part of the
hybrid ingot grown in laboratory scale furnace show very similar
recombination strength values to the ones observed in industrial
reference.

The main trend is a considerable increase in dislocation
recombination strength after gettering and a subsequent
reduction by hydrogenation. This is in agreement with the
lifetime measurements, where gettering causes only a relatively
small improvement or even deterioration of the measured
average value.

Figure 3. Average lifetimes from QSSPC calibrated PL measurements for
both HPMC and Quasi Mono parts of the wafers along the ingot height.

Figure 4. Micrograph of dislocation structures in the bottom of the ingot
and IQE maps of the neighboring wafers after different processing. The
micrograph has been processed with “make binary” and “dilute” ImageJ
algorithms for presentation purposes. The dislocation density measured
in the area marked with a red square is about 8� 105 cm�2.
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IQE maps of a larger dislocation structure from the middle of
the ingot can be seen in Figure 6. These maps show that while
the signal from low defect density areas is improved during
gettering, with an increase from about 96 to 98%, recombination
at crystal defects increases considerably. The improved perfor-
mance of the hydrogenated cell can be attributed to a decrease of
recombination at grain boundaries and dislocations, while
maintaining the higher bulk lifetime gained during gettering. As
mentioned, there is also a difference between the dislocation
clusters that are visible especially after gettering but also present
after other process steps. The top row of Figure 6 presents two
clusters with different dislocation distributions. The cluster on
the left shows a type of ordered dislocations, while the right
cluster is unordered. Both of these clusters have a similar
dislocation distribution on the neighboring wafers. When
comparing the recombination strength of these clusters, it
can be noted that after every process step, the dislocations
distributed randomly show higher recombination activity, even

though the dislocation density in the ordered cluster
is considerably larger. This is in agreement with
previous, similar work performed on standard
multicrystalline silicon material.[32]

3.4. HPMC – Top of Ingot

The top part of the ingot differs from the middle in
terms of much lower mean lifetime values after
gettering (G), as seen in Figure 3. Nevertheless,
lifetime recovery and improvement were possible
through hydrogenation (GþH). This effect can also
be seen in IQE maps, presented in Figure 7. The
difference in the IQE scale should be noted, when
comparing the top maps to other ingot positions.
The effect of gettering on recombination activity of
the defects was considerably stronger, and while
values of about 70% IQE were measured on high
dislocation density areas in the middle of the ingot,

in the top these levels nearly reached 0%, especially in larger
dislocation structures like the one visible in Figure 7. The
recombination strength of dislocations in the top is similar to the
middle ingot part in ungettered (U) and fully processed (GþH)
states in Figure 5. In the gettered state, however, the
recombination activity of dislocations is higher in the top than
in the middle of the ingot.

3.5. Quasi-Mono

In the middle of the quasi-mono part, the only extended defects
are dislocation clusters originating from the horizontal seed
joint. These clusters are visible in the PL map in Figure 1d.
Figure 8 shows a fine resolution IQE map of this area on
neighboring wafers. Dislocation structures originating at the
seed junction are visible after all process steps. The low defect
density areas in the ungettered sample show relatively lower IQE

than in the gettered and fully processed samples.
The IQE contrast and recombination strength of the
dislocations is relatively high in the ungettered state,
higher than in HPMC. The increase in Γ of
dislocation clusters in the QM part during gettering
is not as strong as in HPMC, indicating an increased
efficacy of the gettering process in the QM part. This
may be caused by a lower defect density in this part
of the ingot, resulting in a an overall lower
concentration of impurities trapped on these
defects. A lower density of defects, acting as
nucleation sites for precipitates during gettering,
also allows for a more efficient gettering process.
The precipitates present in the material before
gettering can dissolve more easily, allowing also
more of the impurities to diffuse to the gettering
layer. This leads to a better performance after
hydrogenation and lower Γ-values after full process-
ing, even though only the unordered dislocation
clusters were found in this part of the ingot. Another
important factor is that during the ingot growth the

Figure 5. The recombination strength of dislocation clusters in the hydrid ingot and an
industrial HPMC ingot after different processing steps. The results for different gamma
values are presented in terms of a box plot: for each group the middle line is the median,
the box contains 50% of the population centered on the median, and the whiskers show
the upper and lower quartiles.

Figure 6. Bottom row – IQE maps of a high dislocation density structure on
neighbouring wafers after different process steps. Top row – micrographs of selected
dislocation clusters from this structure are presented along with their Γ-values.
Dislocation densities for the ordered cluster on left and unordered on the right are
7� 106 and 1� 106 cm�2, respectively.
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incorporation of impurities in the QM part is probably slower
than in theHPMCpart due to the differing defect densities. Such
a factor would affect both the performance of the ungettered
samples, as well as the IQE/lifetime levels after gettering.

3.6. Impurity Concentration

Since impurity decoration is known to determine the dislocation
recombination strength after various process steps, their
concentration in the material and segregation to defects was
assessed with NAA and SIMS. The mean concentration of
impurities in the ungettered material was measured with NAA
on a large, 20� 20� 20mm3 sample. It revealed that the ingot
was relatively pure. The only transition metals found in
concentrations above the detection limit are listed in Table 1.
Table 2 presents the detection limits of other expected
impurities.

While NAA only detected the mean impurity concentrations
in relatively large volumes of the unprocessed wafers, SIMS was
used to measure the impurity concentration in and the impurity
segregation toward dislocation clusters, enclosed within a
sputtered area of about 60 μm in diameter. Ungettered and
gettered samples were analyzed by SIMS, but only Ni was
detected due to poor detection limits. Changes in impurity
distribution during hydrogenation by firing were not expected to
be large enough to allow for detection. Figure 9 shows the Ni
concentration per cluster along with two depth profiles on one of
the analyzed clusters. In the ungettered middle of the ingot, a
clear difference is seen between the mean Ni bulk concentration
of 2.3� 0.08� 1013 atoms cm�3 (NAA) and the Ni concentration
in the dislocation clusters in the order of 1016 atoms/cm3

measured by SIMS. This indicates a strong impurity gettering of
fast-diffusing Ni[49] from the bulk towards the dislocations,
during the ingot cooling. Even though interstitial Ni is harmless,
it is unstable and prefers to precipitate at extended defects,
forming recombination-active NiSi2.[50] After PDG, the Ni
concentration is even higher in the dislocation clusters, showing
strong collection of Ni to the dislocations during PDG.
Therefore, increased Ni precipitation might explain the increase
in the recombination strength of the dislocation clusters after
gettering in Figure 5. Nickel precipitates can also be readily
passivated by hydrogen, which could partly explain the decreased
recombination activity after gettering and hydrogenation.[51] In
the ingot top, the Ni concentration at the dislocations in the
ungettered state is relatively larger than in the middle. We can
probably assume that also other harmful elements like Fe should
be present in higher, but still undetectable concentrations. In the
case of the top samples, impurities could then diffuse to the
dislocations from a smaller volume and still affect their

Figure 7. A binarized and diluted micrograph and IQE maps of areas on
samples from neighboring wafers from the top of the ingot. A large
dislocation structure can be seen in the images. The dislocation density in
the middle of the visible grain reached 4� 106 cm�2. Note the differences
in the IQE scale when compared to other maps presented in this work.

Figure 8. IQE maps of areas on samples from neighboring wafers from
the QM part from the middle of the ingot. Dislocation structures
originating at the seed joint are visible along a horizontal line in the
middle of the maps.

Table 1. Impurity concentrations found in the ingot by NAA. Given in
atoms cm�3.

Co Cr Ni Zn

2.2� 2� 1010 2.6� 0.04� 1012 2.3� 0.08� 1013 2.8� 0.4� 1011

Table 2. Detection limits of impurities not found by NAA. Given in
atoms cm�3.

Fe Cu K Ti Mo

2.3� 1012 7.1� 1012 5.5� 1012 6.7� 1014 4.4� 1011
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recombination strength. Considering this, elements diffusing in
silicon slower than Ni could be the reason for the very high
recombination strength of dislocations in the gettered samples
in the top of the ingot. Another possible explanation of the
increase of recombination strength during the gettering process
is a change in the precipitate distribution.[50] The depth profiles
of Ni presented in Figure 9 indicate this. Two peaks were found
in the depth profile of one of the clusters with higher
recombination strength, each about 0.8 μm wide. They possibly
came from large precipitates or precipitate agglomerates on this
cluster. A lack of similar peaks in the profile from the gettered
sample might mean that while the impurity content was similar,
the size of precipitates at these dislocations was different,
leading to different recombination mechanisms and differences
in recombination strength. Such explanation is based only on a
profile obtained from 1 out of 10 analyzed dislocation clusters. If
a change in precipitate distribution occurred on the other
clusters as well, it was not detected.

The SIMSmeasurements aimed also at analyzing the ordered
and disordered dislocation clusters in terms of impurity
concentration, but no significant differences were found.

4. Conclusions

Overall the recombination strength of dislocations Γ is increased
by an order of magnitude during the gettering process, often
leading to a decreased material performance in the gettered
state. Subsequent hydrogenation reduces the recombination
strength to levels lower than in the ungettered state. Both
processes are necessary to obtain optimal device performance.

In the bottom of the ingot there are few dislocation clusters
and their recombination activity is affecting the material
performance much less than grain boundaries. The dislocations
and the effect of thermal processing on these are largely
negligible in the bottom wafers.

Dislocations are present in higher densities in the middle and
top of the ingot. A difference in recombination strength between
unordered and ordered dislocation clusters was found, where the
unordered clusters exhibit higher Γ values.

While such difference has been previously shown in standard
mc-Si, this work shows that it also exists in HPMC-Si. There are

various explanations for this effect, but they highlight the
possible difference in impurity segregation toward ordered and
unordered dislocations.

The effect of segregation plays an important role in defining
the recombination activity, which could explain the difference in
recombination strength between the gettered clusters in QMand
HPMC parts. The decreased density of internal gettering sites in
the QM might result in a larger amount of impurities being
internally gettered to dislocations, and thus in a higher
recombination strength of dislocations in this part of the ingot.

The role of impurity segregation and precipitate distribution
for device performance is confirmed by the SIMSmeasurements
of impurity concentration at different dislocation clusters.
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A B S T R A C T

With multicrystalline silicon becoming the main material used for photovoltaic applications and dislocations
being one of the main material limitations to better solar cell efficiency, etch pit density measurements are
gaining more importance. Traditionally, etch pit density measurements are based on selective etching of silicon
samples. The majority of the etchants have been developed for monocrystalline samples with known orientation,
while those developed for multicrystalline samples have been less investigated and might need some
optimization. In this study, we use and compare the PVScan tool, which provides a quick way to assess dislocation
density on selectively etched samples, and microscope image analysis. We show how the etching methods used
for dislocation density measurements can affect the results, and we suggest how to optimize the Sopori etching
procedure for multicrystalline silicon samples with high dislocation densities. We also show how the Sopori
etchant can be used to substitute Secco while maintaining a high precision of dislocation density measurements,
but without the toxic hexavalent chromium compounds.
© 2018 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://
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Specifications Table
Subject area Materials Science
More specific subject area Analysis of methods for dislocation density measurements in silicon material for photovoltaic

applications
Method name Sopori etching for etch pit density measurements, combined with PVScan and microscope image

analysis
Name and reference of
original method

Sopori etching [1]
PVScan [2]
ImageJ [3]

Resource availability � Glassware and bench suitable for handling reagents with HF
� Grinding machine, grinding disc with grain size 500 and 1200
� Polishing machine, diamond paste with grain size 9, 3, 1 mm
� Sopori etchant– HF:CH3COOH:HNO3 with a ratio of 36:15:2
� Secco etchant–HF:015 mol K2Cr2O7with a ratio 2:1
� PVScan 6000 measurement system
� Metallographic microscope
� GIMP – GNU Image Manipulation Program
� ImageJ – Image Processing and Analysis in Java
� Matlab – used for PVScan data imaging
� MS Excel – used for result analysis and plotting

Background information

The Etch Pit Density (EPD) measured by the PVScan tool on an etched multicrystalline silicon wafer
is typically in the range 104 and 3 �106 cm�2. No lower and higher values are measured.

For smaller dislocation density areas, the reason for no detection might be that with the low
density of etching pits a change in the reflected laser signal is too small to be measured. For larger
dislocation density areas, like in dislocation clusters, correct dislocation density cannot be measured
because the etch pits overlap.

The main motivation behind this work was to address these issues by modifying the etching time to
obtain different size of dislocation etch pits and allow a more precise measurement with the fast, large-
area PVScan technique. It was hypothesized that to measure intra-grain dislocations, which are in the
range below 104 cm�2, a possible way could be to etch the sample longer and obtain bigger etch pits. For
dislocation clusters, decreasing the etching time should lead to smaller etch pits and less etch pit overlap.

In this work the influence of etching time on etch pit size and etch pit density measurements was
evaluated. The tests presented in this work were performed with the Sopori etchant recipe. Several
studies important for the PV industry have also been performed with the Secco etchant recipe
containing a carcinogenic hexavalent chromium compound, potassium dichromate, K2Cr2O7 [4,5]. In
addition to its toxicity, the Cr present in the Secco etchant can contaminate the sample and influence
subsequent measurements of chemical composition analysis. Because of these factors, part of this
work was also aimed at comparing the Secco and Sopori recipes for their use in etch pit density
measurements to establish if the Sopori etchant could be used instead of Secco for precise
measurements.

PVScan and microscope image analysis for EPD measurements

All the measurements were performed on one 5 � 5 cm slab coming from a high performance
multicrystalline silicon (HPMC-Si) ingot, seeded with Si feedstock from the fluidized bed reactor (FBR)
process and solidified at NTNU/SINTEF lab [6]. To prepare the sample for etching, its surface was
ground on sandpaper and polished using a diamond suspension down to 1 mm.

The standard recipe used at NTNU for selective etching consists of the steps presented below and
performed in one etching session (ratios, if not stated otherwise, are given in units of volume):
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1 RCA1 cleaning/10 min
2 Dip in deionized water
3 5% hydrofluoric acid - HF/3 min
4 Sopori/25 s
5 HF:HNO3(1:9)/5 s
6 Dip in deionized water
7 Flush with ethanol

The RCA1 cleaning mixture used in step 1 was developed in the Radio Corporation of America for
cleaning of silicon wafers {Kern, 1990 #8} [7]. It consists of 5 parts of deionized water, 1 part of
ammonia water (29% HNO3) and 1 part of aqueous H2O2 (30% H2O2). It is applied by dipping the silicon
wafer in the mixture at a temperature of 80 �C with agitation. The remaining etchants and mixtures are
applied by dipping the silicon wafer in the etchants at room temperature and without agitation, only
with a very slow mixing introduced by moving the sample holder in the bath. The dipping time is given
for each step. Dips in deionized water don’t require time control.

The Sopori etchant used in step 4 is a mixture of HF:CH3COOH:HNO3with a ratio of 36:15:2. Silicon
etching with such an etchant is a multi-reaction process in which a local concentration of reaction
products could lead to increased etching locally. The etchant mixing by moving the sample holder in
the bath is introduced to avoid such changes in the etching rate and allow for a more even distribution
of substrates and products.

Evaluation of different etching time was performed by changing the time used for Sopori step in the
standard NTNU recipe and leaving the remaining steps unchanged. In the first three etching sessions
the sample was etched afterwards without repolishing, with Sopori etching steps lasting 5, 10 and 10 s
– up to 25 s in total, as in the standard procedure. This was done to evaluate if it is possible to first
obtain a measurement on a surface with small etch pits and subsequently etch the same sample
further, to obtain measurements comparable with the standard procedure.

For the next sessions, the sample was repolished before each etching. Sessions with the Sopori step
lasting 25, 75 and 150 s were performed to obtain standard and larger etch pits. Finally, the sample was
repolished and etched for 5 s with the Sopori mixture diluted down to HF:CH3COOH:HNO3 ratio of
36:20:1 to obtain etch pits smaller than in the first three sessions.

The Secco etching procedure used in this work was as follows:

1 Dip in acetone
2 Dip in ethanol
3 Dip in deionized water
4 Secco/60 s

The Secco etchant is a mixture of one part of 0.15 M solution of K2Cr2O7 in H2O and two parts of 49%
HF.

Etch pit density measurements with PVScan and microscope analysis was performed after each
etching session.

PVScan 6000 is a surface scanning tool which allows for relatively fast evaluation of etch pit density
by integrating the diffused light reflected by the etched surface. The basic principle of operation of this
instrument is presented in Fig. 1. A laser beam is used to illuminate the surface. Surface free of any
defects like dislocation clusters or grain boundaries will reflect the light directly and the signal coming
from the diffused light detector is weak. When the laser illuminates defects, the signal is varied
depending on the density of the defects. As mentioned earlier, this technique fails when the etch pits
are not dense enough, or when their density is too high and leads to overlapping. Microscope image
analysis allows to measure etch pit density more precisely, but requires more time and usually allows
analysis of much smaller areas.

Calculating the etch pit density by microscope image analysis can be explained with Fig. 2 showing
the subsequent steps in the process. All the presented steps were performed in ImageJ software. The
image was first converted from the color image format into a black and white image. This allowed for
thresholding, which is a division of the pixels on image into two groups depending on their intensity
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values, higher and lower than the threshold, and assigning them to only two values, black and white.
To compensate for etch pit overlap, the ‘watershed’ operation was performed on the image. This
operation searches for cases of overlapping particles on the image, basing on their shape, and divides
them accordingly. While it may lead to dividing single etch pits into several areas on the image if their
shape is far from circular, the majority of the overlapping etch pits are separated. The etch pits
fulfilling the analysis conditions are then counted by the software.

To compare both methods different areas were selected on the samples, one with large dislocation
densities for analysis of shorter Sopori etching times, one with smaller dislocation densities for longer
etching times. The selection was made on PVScan dislocation density maps which, while less precise,
are easier and faster to obtain.

The dislocation density maps from PVScan are discrete, that is each value was obtained by stepping
over the scanned area with a discrete step size. In the case of reported measurements this step size
equaled 100 mm. Because of this the microscope images, covering a limited area, were first manually
stitched in GIMP software into larger images covering areas which could be more easily compared
with PVScan maps, and then divided into areas corresponding to PVScan pixels. This can be more
easily understood when looking at Fig. 3. The resulting ‘pixel’ microscope images were automatically

Fig. 1. Schematic presenting the basic principle of PVScan operation [2].

Fig. 2. Etch pit density measurement by microscope image analysis with ImageJ software. The image shown here was slightly
trimmed down from 100 � 100 mm for presentation. Its analysis resulted in a count of 58 etch pits, leading to a density of
5.8 � 105 dislocations/cm2. Each frame shows an effect of a processing step.
a) Microscope image is converted to 8-bit black and white image.
b) Image is thresholded into 2 values – white for etch pit, black for background c) Watershed operation performed in order to
divide overlapping etch pits d) Etch pits fulfilling the analysis conditions are counted by Particle Analysis tool.
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processed with ImageJ software, as described above. The etch pit density results were compared
between each PVScan pixel and a corresponding ‘pixel’ from ImageJ microscope image analysis.

For the low dislocation density areas, the lowest density measured – that is if 1 etch pit was visible
on 100 � 100 mm square – was equal to 104 dislocations/cm2. Since lower values were expected in low
dislocation density areas, they were divided into a grid of 200 x 200 mm instead of 100 � 100 mm. Such
larger ‘pixels’ were compared with PVScan maps, which were recalculated to the same pixel size – one
new pixel with a density value calculated as an average of four original PVScan pixels. Such binning
allowed comparison with microscope image analysis of areas with etch pit densities down to 2.5 �103

dislocations/cm2. It needs to be noted that the PVScan laser beam has a diameter of about 800 mm, but
reanalysing the microscope data so that each pixel result was a weighted average of itself and its
surrounding pixels with weights accounting for the PVScan beam intensity did not lead to different
conclusions than the ones without such recalculation, meaning that the intensity of the laser beam is
not uniform and majority of PVScan signal comes from scattering mostly its high-intensity center part.
For simplicity the microscope analysis results presented below are based on single pixels, without the
weighted average recalculation.

Etch pit size was measured with ImageJ software on the microscope images obtained after etching.

Fig. 3. Images of same area of the silicon sample, obtained with different techniques: on the left is a PVScan etch pit density map
and on the right is a microscope image, stitched and divided into areas corresponding to PVScan pixels. The orientation axis
system on the PVScan map refers to pixel positions. Each such pixel corresponds to 100 � 100 mm square on the microscope
image.

Fig. 4. Etch pit size for each of the etching procedures tested in the experiment. 150 random etch pit diameters averaged for
each etching time.
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Etch pit size comparison is presented in Fig. 4. As expected for Sopori, the average etch pit diameter
was largest for the longest etching time, and smallest for shortest time of etching in a dilute etchant.
The etch pit size obtained according to the Secco etching procedure was smaller than the size obtained
from a short etch in diluted Sopori.

The results showing a comparison between PVScan measurements and microscope image analysis
with ImageJ are presented in Figs. 5 and 6. The data for analysis of high dislocation density presented
in Fig. 5 for both charts comes from the same area as presented in Fig. 4, while data for low dislocation
density areas was obtained from a different sample area, free of larger dislocation clusters.

The black line dividing the chart area is a linear representation of the case where the results from
PVScan are equal to the results from microscope image analysis. If the point is above this line, PVScan
measured a value higher than obtained by microscope analysis on the same area. If the point is below
the line, the PVScan value was lower. A distinction is made within the data between pixels covering an
area with grain boundaries visible in addition to etch pits and pixels covering areas with etch pits, but
without grain boundaries.

A general conclusion from the above comparison is that if a grain boundary is present in the
scanned area, PVScan returns a higher dislocation density value than can be obtained with microscope
analysis. The etched grain boundary also scatters the laser beam and more signal is measured by
PVScan.

Fig. 5. Charts presenting the comparison between dislocation density values measured by PVScan and by microscope image
analysis. The different etching times were tested on the same area, repolished after each etching session.
a) Standard NTNU Sopori etchant, used for 25 s as in standard procedure.
b) Diluted Sopori etchant used only for 5 s, to obtain lower size of etch pits for analysis of high dislocation density areas.

Fig. 6. Comparison between dislocation density values measured by PVScan and by microscope image analysis on a sample
etched with the standard Sopori etchant used for 150 s to obtain larger size of etch pits for analysis of low dislocation density
areas.
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Another feature similar for all the datasets is that the PVScan showed a very low signal to noise
ratio for dislocation densities below 105 dislocations/cm2. This is a cutoff value for the data points on
charts a) and b). Even for pixels where etch pits were visible with microscope in densities closer to 104

cm�2, PVScan assigned values above 105 cm�2. It was expected to have low signal to noise ratio coming
from areas with low density of small etch pits, which is visible on the chart b) in Fig. 5, but increasing
the etch pit size by longer etching did not result in better sensitivity of the PVScan system. The chart in
Fig. 6 shows that there seems to be no correlation between dislocation density measured by PVScan
and with microscope image analysis in the low density range. This might be related to the etching
conditions, where the long etching time not only led to an increase in etch pit size, but also resulted in
introducing significant artifacts on the sample surface. Some of these artifacts are visible in Fig. 7. As
was seen in Fig. 4, the etch pits after 150 s of Sopori etching are not uniform, their size differs across a
wide range of values. The reason for such artifacts can be that for such long etching times the mixing
introduced by moving the sample in the bath is not efficient enough. Different techniques should be
used to increase the mixing. The artifacts can affect the results from both techniques, with PVScan
being probably more prone to error because of it. Each of these artifacts scatters light of the PVScan
laser beam, resulting in increased signal for this technique. Majority of the artifacts is not counted as
etch pits by the microscope image analysis algorithms due to their capability to distinguish defects by
their size. Etching the sample with three subsequent steps without repolishing, with 5, 10 and 10 s
steps, also led to having similar artifacts on the surface.

In the range of high dislocation densities, the data coming from a sample etched in a diluted
etchant gave a smaller spread of values coming from PVScan. The PVScan settings are a linear
calibration of the measured signal: r = C*S, where the dislocation density r is calculated from the
signal S based on a calibration constant C [8]. The calibration constant can be adjusted for the diluted
etchant showing a possibility of closer fit between PVScan and microscope image analysis in the range
above 105 cm�2. Modifying the calibration equation to contain a constant factor accounting for the
noise in low dislocation density areas can be also considered. This would increase the precision of this
fast measurement technique and make it more comparable with the more tedious, but also more
precise microscope analysis.

The comparison between measurements of high dislocation density areas showed an additional
issue with precise measurement. As can be seen in Fig. 5, in the range below 105 cm�2 there is a
difference in what was found by microscope image analysis after 25 s in the standard etchant and after
5 s in a diluted etchant. As analysis of the etched surfaces reveals, the standard etch results in a variety
of etch pits, ranging from circular to elliptic, and the elliptic etch pits seem more shallow. The
difference in etch pit shape can be explained by differing angles between the surface and the
dislocation core. The etch pits on the sample after the shorter, diluted etch are much more uniform, as
if only the dislocations at a certain preferential angle to the surface were etched. The small etch pit size
with fewer overlapping etch pits allowed for a more precise quantification of high dislocation density
areas, but the fact that part of the dislocations aligned in less preferential orientations didn’t etch

Fig. 7. Image of sample surface after 150 s etching in standard Sopori etchant.
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needs to be considered when applying this technique. A comparison of the surface after the two
discussed etching steps is shown in Fig. 8.

As the above results show, dividing the etching procedure into short etching for high dislocation
density analysis and subsequent long etching for low dislocation density analysis does not yield good
results, especially in the low density range after long etching. Combining long etching with short
etching without repolishing samples between such sessions may introduce etching artifacts and make
further measurements unprecise. Shorter etching times can be applicable if only high dislocation
density areas need to be characterized with more precision. Proper optimization of the etching time
can allow precise analysis on the PVScan instrument.

Comparison between Sopori and Secco etching

For a comparison between the Secco etchant and Sopori etchant, the etch pit density was measured
in the same areas after etching for 5 s in standard Sopori and then after repolishing and etching in
Secco for 60 s. In the original paper on Secco it was suggested to etch monocrystalline silicon samples
for 5 min with ultrasonic agitation. 60 s without agitation is enough to selectively etch multicrystalline
silicon samples, thus 60 s was used for this comparison. The results of the microscope image analysis

Fig. 8. Microscope images of the same sample area, a) etched for 5 s in a diluted Sopori etchant and b) for 25 s in standard Sopori
etchant. The sample was repolished between each etching session.

Fig. 9. Effect of etching procedure on EPD measurements by microscope image analysis. 60 s Secco and 5 s standard Sopori are
compared.
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of the surface obtained after each of these procedures are shown in 9. Microscope image analysis was
chosen as the technique for this comparison, because due to the etch pit size the PVScan signal was
very weak, resulting in lower dislocation densities. Fig. 9 indicates that even 5 s is too much for the
Sopori etchant to obtain precise dislocation density measurements in the high density range. The 60 s
Secco etch gives an etch pit size of about 0.5–1 mm, while the 5 s Sopori etch results in 2 mm etch pits.
The main cause for the difference in measurement between the two etching procedures is the overlap
of etch pits in the range above 105 cm�2 for Sopori.

The conclusion from this comparison is that the Secco etchant can be replaced with Sopori etching,
but the Sopori etching procedure needs to be further optimized for measurements of high dislocation
density areas. Etching times with the diluted Sopori etchant below 5 s are suggested in such case.
Replacing the Secco etchant with Sopori gives significant benefits since one can avoid toxic and
carcinogenic Cr compounds.

Acknowledgements

The authors would like to thank Torild Krogstad for her help with the etching performed in this
study. The work reported in this paper was performed in the project Impurity Control in High
Performance Multicrystalline Silicon, 228930/E20, funded by the Norwegian Research Council’s
ENERGIX programme and industry partners REC Solar, REC Silicon, Steuler Solar, and The Quartz Corp.

References

[1] B. Sopori, A new defect etch for polycrystalline silicon, J. Electrochem. Soc. 131 (1984) 667–672.
[2] B. Sopori, W. Chen, Y. Zhang, T. Hemschoot, J. Madjdpour, Extending PVSCAN to meet the market needs for high-speed, large-

area scanning, 9th Workshop on Crystalline Silicon Solar Cell Materials and Processes (1999).
[3] C.A. Schneider, W.S. Rasband, K.W. Eliceiri, NIH Image to ImageJ: 25 years of image analysis, Nat. Methods 9 (7) (2012) 671–

675.
[4] M. Rinio, A. Yodyungyong, S. Keipert-Colberg, D. Borchert, A. Montesdeoca-Santana, Recombination in ingot cast silicon

solar cells, Phys. Status Solidi A 208 (4) (2011) 760–768.
[5] S. Castellanos, M. Kivambe, J. Hofstetter, M. Rinio, B. Lai, T. Buonassisi, Variation of dislocation etch-pit geometry: an

indicator of bulk microstructure and recombination activity in multicrystalline silicon, J. Appl. Phys. 115 (18) (2014).
[6] G. Stokkan, M. Di Sabatino, R. Søndenå, M. Juel, A. Autruffe, K. Adamczyk, H.V. Skarstad, K.E. Ekstrøm, M.S. Wiig, C.C. You, H.

Haug, M. M‘Hamdi, Impurity control in high performance multicrystalline silicon, Phys. Status Solidi A 214 (7) (2017)
1700319.

[7] W. Kern, The evolution of silicon wafer cleaning technology, J. Electrochem. Soc. 137 (6) (1990) 1887–1892.
[8] G. Stokkan, Characterisation of dislocation density of multicrystalline silicon wafers using the PVScan 6000, 22nd European

Photovoltaic Solar Energy Conference (2007).

1186 K. Adamczyk et al. / MethodsX 5 (2018) 1178–1186


	99183_PhDCover_Krzysztof_Adamczyk
	99183_PhD_Krzysztof_Adamczyk_83_ny



