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Abstract

This work presents a Computational Fluid Dynamics model of helically wound fin tube bundles and demonstrates its
predictive capability for thermal-hydraulic performance. A consistent validation against experimental data is given for
four different fin tube geometries, two with plain fins and two with serrated fins. Predicted heat transfer and pressure
drop data are within, or very close to, the experimental uncertainty, with maximum root mean square errors of 13.8 % and
14.4 % respectively. The modeled fin temperature distribution is used to evaluate three fin efficiency models, revealing
that correction equations can be in significant error for tall plain fins. Three sets of semi-empirical correlations for Nusselt
and Euler numbers are also evaluated, showing non-conservative predictions for several of the tested geometries. Results
from the study confirm the efficacy of reduced domain modeling, whereby geometric periodicity of the heat exchanger
array is exploited to reduce computational cost.
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1. Introduction

Waste heat recovery is currently under consideration in
the offshore oil- and gas industry to mitigate the high energy
use on platforms. Weight- and volume minimization of the
heat exchanger core is vital due to the lack of space on these
installations. Earlier work has indicated that overall Waste
Heat Recovery Unit (WHRU) skid weight can be reduced
by bringing down the tube diameter [1], which calls for an
extension of the validity range of existing thermal-hydraulic
design correlations. It is also highly desirable to be able to
validate the performance of a thermally optimized design by
detailed numerical modeling, before investing in fabrication
and experimental testing. Computational Fluid Dynamics
(CFD) can supplement experimental measurements and
provide additional insights in this endeavor, provided that
models are thoroughly validated.

Numerical CFD models have thus far contributed both
qualitatively and quantitatively to the thermal-hydraulic
modeling of finned tubes. Qualitatively, by giving an un-
derstanding the local flow phenomena around finned tubes.
Quantitatively, by enabling sensitivity studies which are
very time consuming to study experimentally.

As will be shown in the following, the majority of earlier
modeling efforts have focused on simulating plain fin tubes,
tube bundles with few (<5) tube rows and/or annular fin
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tubes. Large diameter tubes (≥25.4 mm) have been priori-
tized. Industrial relevance, combined with the possibility
to exploit geometrical symmetry while keeping model size
moderate have likely been the reasons behind this focus.
In contrast, compact offshore waste heat recovery units
can be expected to use helically wound serrated fins with
small diameter tubes [2]. Moreover, many studies have
compared modeling results with empirical correlations as a
means of model validation. This approach is insufficient if
model data are to be treated on par with experimental data,
due to the large spread in predictions between different
correlations.

The dissertation by Mon [3] constitute one of the first
application of CFD to finned tube bundles. 29 different
tube bundles with plain annular fins were modeled in stag-
gered and in-line configuration, all having four tube rows.
Mon’s CFD model was capable of describing intuitive, qual-
itative trends in overall heat transfer performance. The
simulations were used to propose a correction to the VDI
Heat Atlas correlation [4], although direct validation with
experiments were lacking. In a consecutive paper, Mon
and Gross [5] compared results for eight of the modeled
tube bundles to a few literature correlations. Similar work
has been presented in [6, 7, 8], of which only Pathak et al.
compared modeling results with experimental data.

The research by McIlwain [9] has many similarities
with the work of Mon. Qualitative flow features were used
to improve the pressure loss coefficients in the HTFS2
correlation. Six tube rows were modeled in all cases and
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plain annular fins were considered. Experimental data for
four in-line tube bundles and one staggered tube bundle
was used for model validation, with good, albeit somewhat
inconsistent, results.

Torresi et al. [10] modeled the pressure drop over a single
serrated finned tube row and subsequently implemented a
porous region model for the analysis of a full Heat Recovery
Steam Generator (HRSG). Benchmark results compared
favorably to a corresponding simulation in a proprietary
1D pressure loss code, but no comparison with experiments
were made.

McIlwain [11] simulated two different single row tube
bundles with plain and serrated fins, respectively, in order
to explain the higher pressure drop and heat transfer rate of
serrated fins. The same author also simulated a serrated fin-
tube in multi-row inline configurations and compared the
resulting pressure drop to that predicted from an industrial
correlation [12].

The thesis of Hofmann [13] and subsequent publica-
tions [14, 15] presented experimental measurements and
numerical models of one plain- and two serrated fin-tube
geometries. Modeled and measured Nusselt numbers and
pressure drop coefficients matched with reasonable accu-
racy, but significant scatter was seen in the experimental
data. Only one tube row was modeled numerically. A par-
ticular model simplification was evaluated and concluded
to be acceptable, namely to model helically wound fins
as annular (flat) fins. It should, however, be noted that
the investigated geometries had a relatively low fin pitch,
making them amenable to this simplification.

Lemouedda et al. [16] compared the heat transfer/
pressure drop trade-off of plain versus serrated fins in a
three-row tube bundle and studied the effect of fin tip twist
and the number of fin segments. The study only considered
moderate Reynolds numbers (1320 ≤ Redo

≤ 5750) and
did not validate the model with experiments. Moreover,
it is the only published study, to the authors knowledge,
that neglect turbulence modeling altogether and assume
laminar flow.

Ó Cléirigh and Smith [17] modeled the heat transfer and
pressure drop of three finned tube geometries with varying
degree of serration (from plain, through halfway serrated
to fully serrated). They showed that CFD gives similar
results as correlations over large range of Reynolds numbers.
Neither this study showed validation with experiments.

Martinez et al. [18] presented a modeling approach
where a small section of a finned tube bank is simulated
with fully periodic boundary conditions. Nusselt numbers
and friction factors were compared with two correlations
with satisfactory agreement. Detailed flow field data were
also compared to experimental measurements. The authors
went on to perform similar modeling of a six-row tube
bundle including inlet and outlet regions in a subsequent
publication [19]. A major conclusion of this work was that
velocity, temperature and turbulence fields indeed show
periodic behavior after the third tube row and that a fully
periodic model therefore is appropriate. The same six-row
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Figure 1: Fin tube geometric parameters

setup was finally used to show that a relatively large part
of the fin can be removed without significantly affecting
thermal-hydraulic performance [20].

In summary, only one publication (namely [9]) has
validated simulations of more than one tube geometry,
using a consistent numerical setup, with experimental data.
This is troublesome, since an insufficient numerical setup
or grid generation technique may seem acceptable for one
particular geometry but break down in the general case.
The validation case therefore needs to be revisited for
helically wound fin tubes in staggered tube configurations,
particularly for serrated fins. On a technical note, all but
one publication make use of Reynolds averaging coupled
with an eddy viscosity model of either k-ε or k-ω type.
Due to the lack of validation, it is not clear at this point
whether this modeling approach is sufficient or if higher
fidelity modeling is needed.

The novelty of this study is firstly that the numerical
model’s predictive capabilities are demonstrated over a
large range of tube- and fin dimensions. Consistent vali-
dation against experimental data for four rather different
fin tube geometries from the literature is given. Secondly,
the paper aims to evaluate the accuracy of fin efficiency
correction equations, particularly for small diameter and
high finned tubes. Fin efficiency corrections have received
comparatively little attention in the literature, but can influ-
ence performance predictions significantly for non-standard
fin tube geometries. A few selected thermal-hydraulic
correlations are also discussed. The modeling approach
and methods used in this paper are generally applicable
for thermal-hydraulic performance estimation, particularly
for heat exchangers with stream- and spanwise periodic
geometry.

2. Fin tube geometries and semi-empirical equa-
tions

Four finned tube geometries from the literature are
modeled in the present work, with geometric parameters
given in Table 1 and depicted schematically in Figure 1.
All geometries have previously been tested experimentally
in multi-row staggered configurations in dedicated wind
tunnels that are expected to be representative of conditions
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Table 1: Tube and array geometries (cf. Figure 1 and Figure 2). All
dimensions in mm unless stated.

Geometry A B C D
Reference [21] [22] [23] [24]
Fin type plain plain serrated serrated
Fin material aluminum copper steel steel

do [mm] 13.5 15.9 20.87 50.8
hf [mm] 10 1.42 8.61 25.78
hs [mm] 8.61 20.83
tf [mm] 0.5 0.41 0.91 1.22
sf [mm] 2.81 1.3 5.08 4.28
ws [mm] 3.97 4.32
β1 [deg] 30 30 30 30
cf [mm] 5.2 8.8 8 11.94
Pt [mm] 38.7 27.5 46.1 114.3
Pl [mm] 33.5 23.9 39.9 99.0

hf/ro [-] 1.48 0.18 0.83 1.01
hf/ŝf [-] 4.33 1.60 2.06 8.42

1The tube bundle layout angle is defined as

β = tan−1
(

Pt

2Pl

)

in a WHRU. Three sets of thermal-hydraulic correlations
are used for reference, namely the mathematically simple
PFR correlations [25], the industrially popular ESCOA
correlations [26] and the recent correlations by Holfeld
[21]. Relatively small diameter tubes are chosen to explic-
itly violate the validity ranges of the PFR and ESCOA
correlations.

A measure of the uncertainty of the experimental data
is necessary for a correct comparison with results from
numerical modeling. Holfeld [21] reported uncertainties of
9.0–16.7 % for the Nusselt number and 25.2–4.3 % for the
Euler number. The range corresponds to uncertainties at
low Re and high Re, respectively. Næss [23] reported uncer-
tainties of 4–8 % for Nusselt numbers and 10–2 % for Euler
numbers. Since uncertainty analyses are missing in [24]
and [22], we assume an approximate measurement uncer-
tainty of 10 % for heat transfer and 15 % for pressure drop
based on a review of other sources and taking all uncertain-
ties (measured quantities, geometry, production standards,
tube inside heat transfer) into account. These numbers also
reflect the additional uncertainty in the Reynolds number.

Two correlations for fin efficiency correction are consid-
ered in this work, namely the Weierman correction [27],

ηf
ηf,theo

=

{
0.7 + 0.3ηf,theo Plain fin

0.9 + 0.1ηf,theo Serrated fin

and the Hashizume correction [28],

Flow direction

Periodic interfaces

Continuous profile

Mass flow averaging planes

Figure 3: Reduced domain model setup

ηf
ηf,theo

= 1− (mhf )

·
(
a+ 0.14

(
do + 2hf

do

)2.7 (
1− 0.097 ln(Redo)

))
with

a =

{
0 Plain fin

0.016
(

hs

ws

)
Serrated fin

The theoretical fin efficiency is calculated based on the
work of Hashizume et al. [28].

3. Numerical model

The numerical modeling approach in this paper is based
on simulating a periodic “unit cell” in the heat exchanger
array, building on the work of Martinez et al. [18] (cf.
Figure 3). This approach reduces the computational cost
considerably over modeling a full tube bundle. One of the
tube geometries is also modeled in an eight row configu-
ration (cf. Figure 2) to verify the efficacy of the reduced
domain model. The common modeling assumptions are
given in the following paragraphs.

3.1. Model equations and numerical setup

The steady Reynolds Averaged Navier-Stokes (RANS)
equations are solved together with the energy equation and
a model equation for turbulence using the open source CFD
toolbox OpenFOAM v4.1. Second order upwind discretiza-
tion is used for all convective terms. The Spalart-Allmaras
turbulence model is selected due to its simplicity, robust-
ness and suitability for simulating boundary layers under
adverse pressure gradient conditions. It also yields similar
results as other eddy viscosity turbulence models when
applied to finned tube bundles [29]. All model constants
were kept at their default value.
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ṁin
poutTin

ν̃in

Fmincf

Figure 2: Computational domain, boundary conditions and array parameters; Full domain model

Turbulent viscosity is set to zero on solid wall surfaces,
except for the fin tip and segment sides where wall functions
for turbulent viscosity and turbulent thermal diffusivity are
used. A turbulent Prandtl number of 0.85 is used through-
out for thermal diffusivity calculations. The tube surface
and the fin root is given a fixed temperature boundary
condition of 298 K. Fin surfaces exposed to the fluid uses
a coupled boundary condition with a consistent heat flux
across the interface.

Two iterative convergence criteria are used: The drop
in mass averaged total pressure (p0 + 0.5ρU2) across the
computational domain and the total surface heat flux from
each fin surface. Equation residuals were also checked for
monotonic reduction.

3.2. Thermophysical models

The fluid is modeled as dry air with constant thermo-
physical properties, including density. This simplification
removes the dependency on whether the gas is cooled or
heated by the tubes and is justified by the fact that the gas
temperature change for each tube row usually is moderate.
Even if it is not, the impact on the heat transfer coefficient
should be negligible for gas cooling (heat recovery) appli-
cations as long as boundary layers remain laminar [30].
As regards the pressure drop, it is common practice to
perform measurements in separate, adiabatic, experiments.
Hence, the numerical simulations are representative of the
experimental setup in this regard. Some thermal-hydraulic
correlations indeed correct for the direction of heat flow,
but to verify such dependencies is outside the scope of this
paper.

The fins are modeled using an isotropic conducting ma-
terial with constant thermal conductivity corresponding to
carbon steel (48.5 W m−1 K−1), aluminum (193 W m−1 K−1)
or copper (375 W m−1 K−1), matching the experimental
setup.

3.3. Full tube bundle model

The computational domain and boundary conditions
for the full tube bundle model are indicated schematically
in Figure 2. A single fin pitch is modeled in the spanwise
direction (not shown), using periodic boundary conditions,
following [17]. A uniform profile for velocity, temperature
and modified turbulent viscosity is prescribed on the in-
let, with a Neumann condition for pressure. Conversely,
pressure in prescribed on the domain outlet.

Figure 4: Computational grid example; Fully serrated fin, fin domain
colored green, bulk fluid cell size is enlarged for clarity

3.4. Reduced domain model

The reduced domain (depicted in Figure 3) uses a pre-
scribed velocity profile on the leftmost (“inflow”) boundary
and a prescribed pressure profile on the rightmost (“out-
flow”) boundary, with Neumann conditions for pressure and
velocity, respectively. The profiles are updated regularly
during the solution process by sampling from the opposing
patch, in a staggered fashion, to avoid numerical instability.
The profiles for temperature and modified turbulent viscos-
ity are updated every iteration, acting as a fully periodic
boundary. Uniform profiles are used initially. The number
of iterations between profile updates are adjusted to ensure
convergence. In addition to being copied, profiles for veloc-
ity and temperature are scaled to satisfy a specified area
average, such that flow rate and temperature difference
can be set. Simulations are considered converged when
total pressure drop and surface heat fluxes does not change
significantly between profile updates, nor with continued
iterations.

3.5. Grid generation and grid convergence study

A hexahedra-dominated hybrid grid is generated around
the fin-tubes consisting of a boundary-layer resolving grid in
the fluid gap between the fins and an approximately uniform
grid for the bulk fluid between the fin tubes. Polyhedral
cells are used to connect the two mesh regions. This ensures
a consistent resolution of the inter-fin flow, with y+ < 1 and
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Figure 5: Grid convergence for fin-tube geometries A, C and D

a sufficient number of cells in the boundary layer, for all
bulk fluid cell sizes. A typical computational grid is shown
in Figure 4. The asymmetric geometry of the helically
wound fin is accurately represented, which is believed to
be important for an accurate pressure drop prediction.

Grid convergence is tested on the reduced computa-
tional domain for three of the fin-tube geometries (A, C
and D). The bulk fluid resolution is varied while keeping
the boundary layer growth rate and wall y+ constant. Eu-
ler and Nusselt numbers are generally found to be within
±1 % of its asymptotic value at a bulk cell size of 0.3 mm,
as shown in Figure 5. A cell size of 0.4 mm is judged accept-
able for the largest fin-tube, but it is interesting to note
that the resolution requirement does not scale with the
tube or fin dimensions. The boundary layer growth rate
was varied independently for one of the tube geometries
as an additional test. Comparing simulations with a 7 %
growth and a 20 % growth rate revealed differences in Euler
and Nusselt numbers of less than 0.1 %. Hence, a boundary
layer cell growth rate of 20 % was used throughout for pro-
duction simulations. Adiabatic boundary conditions were
used for fin tips and segment sides in the grid convergence
tests.

4. Data reduction

Upon convergence, the raw data from the numerical
model (T,p,U,. . . fields) is integrated and reduced to Nus-
selt, Euler and Reynolds numbers to facilitate interpreta-
tion and comparison with correlations. Average Nusselt
and Euler numbers are calculated for the full tube bundle
simulation, whereas local numbers are calculated for the
single central tube in the reduced domain case.

The temperature and pressure fields of the fluid are
mass flow averaged before and after the fin-tube bundle
as a basis for the data reduction. The inflow and outflow

boundaries are used for this purpose in the full domain case.
For the reduced domain, mass flow averaging planes are
inserted before and after the central fin-tube, as indicated
in Figure 3, to compute the drop in total pressure (p0 +
1/2ρU2). Mass flow averaging planes are also inserted
in the full domain model for comparison with the data
reduction of the reduced domain model.

The wall heat flux from the active heat transfer area is
evaluated numerically based on Fourier’s law and the near-
wall fluid temperature gradient. The bulk temperatures
used in heat flux normalization are then computed from
the inlet temperature plus the per-row temperature change
to ensure consistency, viz.

Tb,i = Tb,in +

∑n=i−1
n=1 Q̇w,n

ṁcp,m
(1)

for tube row index i ∈ {1, . . . , Nr +1}. For reduced domain
cases, Tb,in is the bulk temperature on the periodic inlet.

The heat transfer coefficient is calculated as

αo =
Q̇f + Q̇t

[ηfAf +At]∆T
(2)

where, in the full tube bundle simulation, ηf is the area
average fin efficiency and ∆T is the log mean temperature
difference,

∆T =
(Tb,in − Tt)− (Tb,out − Tt)

ln(Tb,in − Tt)− ln(Tb,out − Tt)
(3)

The reduced domain cases uses the arithmetic temper-
ature difference (since no counter-flow occurs in a single
tube row),

∆T ≈ ∆TA =
1

2
((Tb,before − Tt) + (Tb,after − Tt)) (4)

where Tb,before and Tb,after are bulk temperatures before
and after the central tube, respectively.

The fin efficiency is evaluated from the computed fin
surface temperature field,

ηf =
Q̇actual

Q̇ideal

=

αo

∫
fin

(Tb − Tf ) dA

αoAf (Tb − Tt)
=
Tb − Tf,avg

Tb − Tt
(5)

where Tf,avg is the area-averaged temperature of the fin,
viz.

Tf,avg =
1

Af

∫
fin

Tf dA (6)

The heat transfer coefficient is normalized by the outer
diameter of the tubes, and the fluid properties, forming

NuPr−1/3 =
doαo

k

(cpµ
k

)−1/3

(7)

The Reynolds number is correspondingly defined as

Re =
douFmin

ν
(8)

5



The pressure drop is normalized by the velocity head in
the minimum free flow area 1

2ρu
2
Fmin

, viz

Eu =
∆p

1
2ρu

2
Fmin

N
=

ρ∆p
1
2ṁ
′′2N

(9)

where N is the number of tube rows that ∆p is calculated
over.

Finally, the theoretical and corrected fin efficiencies are
needed for later comparison with the numerically integrated
one (Equation 5). An iterative method is needed to find the
theoretical, and the corrected theoretical, fin efficiency from
the raw simulation data (Qf , Qt, Af , At, ∆T ). This is a
result of the implicit equation for the outer heat transfer
coefficient:

αo =
Q̇f + Q̇t

[ηf,theo(αo, do, hf , . . . )Af +At] ∆T
(10)

This equation can be solved by back-substitution, i.e. by
guessing an outer heat transfer coefficient, calculating the
fin efficiency, and then updating αo and ηf in succession
until convergence. Note, therefore, that each method of
calculating ηf corresponds to a unique αo, since the trans-
ferred heat and ∆T remain constant.

5. Results and discussion

5.1. Full domain versus reduced domain model

Figure 6 shows a comparison between the Nusselt and
Euler numbers of the full tube bundle model, the reduced
domain model and experimental data for tube bundle C. It
is clear that the reduced domain model gives near identical
results compared to the full tube bundle model, at a much
reduced computational cost. The small differences between
the models can be attributed to the different expressions
for ∆T used in data reduction as well as tube bundle entry
and exit effects.

Figure 7 shows the pressure profile in the full tube
bundle model, including entry and exit effects. The slope
of the actual pressure curve, taken between two points
spaced one tube row apart, matches well with the average
pressure curve after the first tube row. This confirms earlier
indications that the reduced model is representative of the
full tube model after (at least) the third tube row [18] and
that a data reduction method using mass averaged pressure
planes to compute the Euler number is acceptable.

The computational cost for the reduced domain model
was approximately one-seventh of that of the full domain
model, which reflects the difference in the physical size of
the domain as well as the faster convergence of the reduced
model. The differences in model sizes and solution times
for all cases are shown in Table 2.

5.2. Predictive accuracy of CFD

Nusselt and Euler numbers predicted by the reduced
domain numerical model are compared to experimental

data and reference correlations in Figures 8 to 11. In
general, numerical model predictions are either within or
close to the experimental uncertainty region of all four
fin-tube geometries. The largest root mean square errors
are 13.8 % for heat transfer (Geometry A) and 14.4 % for
pressure drop (Geometry C). These errors are likely the
result of inaccurate geometric representation (e.g. failure
to model segment fin tip twist, burr edges and weld fillets)
and/or turbulence model errors. No major difference can
be seen in the prediction accuracy of plan fins versus that of
serrated fins. This is encouraging, given the more complex
flow around serrated fins, with repetitive boundary layer
breakup and fluid mixing.

5.3. Thermal-hydraulic correlation accuracy

A few interesting trends can be noted regarding the
predictive accuracy of the selected thermal-hydraulic cor-
relations. The Holfeld correlations are clearly the superior
equation set for predicting heat transfer for the investigated
geometries. The ESCOA correlations for heat transfer per-
form poorly for the three small-diameter geometries, with
errors of around 50 %. The PFR correlations perform rela-
tively well given their simplicity, but relatively large errors
are seen for geometry C. Notably, the three heat transfer
correlations agree well for the large diameter tube.

The pressure drop predictions show a different trend
than the heat transfer predictions. Overall, the PFR cor-
relation gives best predictions, with the Holfeld correla-
tions being moderately more in error for geometry B. The
ESCOA correlations again err significantly or the non-
conservative side, particularly for the serrated fin tubes.
The three pressure drop correlation sets agree more for the
small diameter tubes compared to the large diameter one.

5.4. Fin efficiency correction accuracy

Figure 12 shows a comparison between the numerically
integrated fin efficiency and the two selected fin efficiency
correction equations. For geometry A, the actual (nu-
merical) fin efficiency is quite close to the theoretical one
(ηf/ηf,theo = 1), even at high Reynolds numbers, indicating
that a correction is largely unnecessary. The two proposed
correction equations are indeed further away from the nu-
merically integrated one, and hence detract from modeling
accuracy. The unusual ratio between fin height and tube
diameter of geometry A can explain this discrepancy.

Contrary to geometry A, the actual fin efficiency of
geometry C and D is substantially lower than what the
theoretical fin efficiency model predicts. The Weierman
correction offers significant improvement over the theoret-
ical model, although an even stronger correction would
be needed in these cases to fully compensate for the non-
uniform heat transfer coefficient.

The Hashizume correction degrades accuracy for all
considered cases, and indeed has a slope inconsistent with
the data from the numerical models. In fairness, it should
be noted that all three geometries violate the validity ranges
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of the Hashizume equation slightly, but the correction
nonetheless appear excessively strong.

6. Conclusions

This paper has presented a numerical model of solid
and serrated fin-tube bundles, compared results to experi-
mental data as well as semi-empirical correlations and used
the numerically calculated fin temperature distribution to
evaluate fin efficiency models. The following conclusions
are drawn:

• RANS-based simulations can predict the thermal-
hydraulic performance of fin-tube bundles with good
accuracy for a range of helically wound solid- and
serrated-fin geometries, provided that best practice
grid generation guidelines are followed and that grid
convergence is demonstrated

• Numerical simulations enable time efficient and con-
sistent parameter studies, particularly when geomet-
ric periodicity can be exploited

• Compared to empirical correlations, the heat transfer
results are consistent with the recent Holfeld correla-
tion for the selected geometries. There is considerable
inconsistencies between the correlations for pressure

drop, and no single correlation capture the numerical
predictions for all geometries.

• Access to the local fin temperature distribution en-
ables fin efficiency evaluations which would have been
quite tedious to perform experimentally.

• In general, the fin efficiency, calculated on the basis
of a constant heat transfer coefficient, is negatively
influenced by the actual uneven heat transfer coef-
ficient distribution. The reduction in fin efficiency
depends on the fin geometry and material, and the
magnitude of the average heat transfer coefficient.
The fin-correction correlation of Weierman captures
the numerically computed trends, but does not re-
produce the numerical values. Clearly, more work is
required in this area.

Numerical simulations are well suited to perform broader
parameter studies in future work, in order to identify the
exact applicability limits of current correlations and suggest
areas where further experimental work is needed. Simula-
tions will also continue to have an important role in the
heat exchanger design process, in addition to correlations
and experimental validation.
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Table 2: Grid size and computational cost comparison; all simulations performed on a compute cluster based on Intel Xeon E5-2670 processors

Geometry A B C D

Modeled domain reduced reduced full reduced reduced

Inter-tube cell size [mm] 0.20 0.20 0.20 0.20 0.40
Fluid domain cell count [·106] 4.21 1.28 15.36 3.70 5.68
Solution time [CPU-hr] 331 136 2355 327 148
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Figure 8: Thermal-hydraulic results, Geometry A; Experimental data and uncertainty from [21]
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Nomenclature

Af fin heat transfer area [m2]
At tube heat transfer area [m2]
do outer tube diameter [m]
Fmin minimum free flow area [m2]
hf total fin height [m]
hs segmented height [m]
m nondimensional fin parameter [-]
ṁ mass flow [kg s−1]
ṁ′′ mass flux (= ṁ/Fmin) [kg s−1 m−2]

N number of tube rows [-]
p total pressure [Pa]
p0 static pressure [Pa]
Pt transverse tube pitch [m]
Pl longitudinal tube pitch [m]

Q̇ heat flow [W]
sf fin pitch [m]
ŝf fin aperture (= sf − tf ) [m]
T temperature [K]
tf fin thickness [m]
uFmin

mean velocity in minimum free flow area [m s−1]
ws segment width [m]
y+ nondimensional wall distance [-]

Greek symbols
αo external heat transfer coefficient [W m−2 K−1]
αe apparent heat transfer coefficient [W m−2 K−1]
β tube bundle layout angle [◦]
ηf fin efficiency [-]
ν̃ modified turbulent viscosity [m2 s−1]

Subscripts
avg average
b bulk, mixing cup
f fin
t tube
theo theoretical
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