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Abstract

Enterprises in today’s world find themselves in fast-changing environments and should for that reason be applicable to change. By being proactive and agile, enterprises can be early adopters of newfound opportunities, threats or other future events and can react quickly [PvdKP16, MSB14a]. In *A Framework For Helping Enterprises Position Themselves Towards Future Enterprises* [Ham17], which was a research project done during the fall of 2017 by the author of this thesis, a framework was developed to help enterprises position themselves and map their situation. By utilizing the framework, enterprises can get a better understanding of where they are and can compare their situation to the future enterprises defined by the EU commission [fin12]. The framework gives an enterprise an overview of strengths and weaknesses and in which areas they should improve. The framework has eight defined capabilities which are decentralization, interoperability, awareness, perceptivity, prediction, intelligence, action and extroversion.

The work done during this master thesis is enhancing that framework. The specific contribution this thesis does to the framework is to answer the question how an enterprise can improve within each of the different capabilities. The way this is done is by identifying approaches and technologies that can be used within each capability. It makes it easier for an enterprise to be able to start its transformation into being a proactive and future enterprise. The results of this thesis are mainly obtained through conducting a literature review and the development of a prototype.

The prototype is developed for a collaborating enterprise. Throughout this thesis, the collaborating enterprise will be referred to as *Business A*, due to anonymity. The prototype consists of the development of a prediction model to be used within predictive maintenance by Business A. The prototype is a contribution as it is included as a tutorial for enterprises. The prototype is used to enhance Business A illustrated through the framework. In addition, it enriches the framework by adding an example of an approach and technology.

The results of this thesis present an enhanced framework.
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Part I
Introduction

This part will introduce the master thesis. It will give an introduction to the motivation for the task, the problem description, the scope and target audience and the outline of the report. During the problem description, there will also be a clarification of which university the master thesis was written for and which study program it was a part of.
1 Motivation

The business environment is changing rapidly and dynamically\[MSB\textsuperscript{+}14a\]. There are new technologies that are being introduced, new approaches, new opportunities and law regulations which all need to be taken into account when an enterprise wants to move forward and stay relevant\[LAK\textsuperscript{+}15\]. Taking advantage of new opportunities and technologies are essential to staying ahead of competitors and should be done at a fast pace\[PvdKP16\]. One way to keep up with changes is to be proactive. To be proactive means that an enterprise is prepared for changes and can do specific measures in advance of changes happening\[NRZ14\]. Being proactive makes it possible for them to adapt fast. A way to be proactive is to integrate ahead-of-time prediction\[LP17\] and intelligent decision-making systems\[GBM00\] into an enterprise. For enterprises, being proactive might not be clear and there is a need for a framework which can help them understand what it means and how it is possible to achieve it.

In A Framework For Helping Enterprises Position Themselves Towards Future Enterprises\[Ham17\], a framework was developed for enterprises of all kinds to use to evaluate themselves towards future enterprises. They would also get an idea of what should be their next steps to turn into a future enterprise, including being proactive. The framework, which is described more thoroughly in part II, helps enterprises increase their awareness of what is needed to be done. Evaluation of the framework was done during in A Framework For Helping Enterprises Position Themselves Towards Future Enterprises by testing it with two business cases. From here on, the framework will be referenced to as the framework for proactive enterprises.

The motivation for the master thesis came during the development of the framework for proactive enterprises. Increasing interest in proactive enterprises and how they can advance sparked the motivation for this master thesis. A newfound interest in machine learning also contributed to the motivation for the work done. There is no question that the future enterprises will need to be able to handle environmental change at a lot faster pace than today’s enterprises. Collaboration opportunities are also factors that enterprises need to be able to welcome and integrate rapidly to succeed and stay relevant\[NRZ14\]. The proactive ability is therefore essential and needs attention.

2 Problem description and context

The master thesis at hand was written during the spring of 2018. It was written as a part of a five year integrated masters degree in Computer Science at the Norwegian University of Science and Technology. The department the program belongs to is called Department of Computer and Information Science (IDI).

There was no specific defined problem description for the master thesis, but project goals and research questions can be found in chapter 7. The thesis sparked from the framework for proactive enterprises, but could not have the same problem description as the research project.

The framework that was developed was not thoroughly tested and evaluated during the fall of 2017. For the framework to be useful to enterprises, there is a need to develop it further than what is already done. Enterprises have needs for staying proactive due to the fact of the rapidly changing environments they operate in\[NRZ14\], and for that reason, an enhancement of the framework is needed. The framework for proactive enterprises did not answer the question how an enterprise can advance as it did not provide approaches and technologies that could be used. The question of how will be answered in this thesis. The contribution of this master thesis is to enhance the framework for proactive enterprises by doing further research and evaluate it using a prototype developed.

The first half of the master thesis consisted of doing a structured literature review and opening
communication with potential enterprises that could fit as a collaborating enterprise. The collaboratingentreprise would provide relevant data that would be used to make a prototype of predictive maintenance. The second half of the master thesis consisted of developing the mentioned prototype for the enterprise. Work on the report for the thesis was done throughout the semester, and the report was frequently updated.

The prototype is developed using predictive maintenance. Predictive maintenance can be critical to enterprises as it can reduce costs of scheduled maintenance, increase the running time for enterprise machines and improve the overall efficiency of a system. Predictive maintenance makes sure that maintenance is done when it is genuinely needed\cite{LP17, HB11}. Using predictive maintenance makes sure of more efficient and cost-effective use of enterprise resources\cite{LP17}. Other advantages that are achieved by predictive maintenance are increased availability, quality along with increased productivity of equipment, while insurance and maintenance costs are decreased\cite[eCCO12, AP17, IBM, SAP]{EIRIKHAMNVIK}.

3 Scope and target audience

The master thesis shall be written and finalized during the spring semester of 2018. The deadline for the master thesis is the 20th of June, and this report with appendices will be the sole delivery to NTNU. A prototype will be developed and included in an appendix. The prototype and report will also be delivered to Business A. The master thesis will be finalized within 20+1 weeks after the thesis is started. The extra week comes from easter 2018. The master thesis is written solely by Eirik Hamnvik, but during the project, the project supervisor will have access to the report and may come with advice. Aids and contribution can be given by other people as well, but will then be credited.

The target audience for the master thesis is enterprises of all sizes and especially enterprise leaders or managers who want to change their enterprise and make it proactive. Using the framework for proactive enterprises can be done by any enterprise no matter the size or budget. The prototype in this thesis targets a smaller group of enterprises, which generates a lot of data and that have something to win on introducing predictive maintenance in their enterprise.

The framework helps enterprises turn proactive, and a short description of proactive enterprises are given. Since enterprises are facing an increased amount of pressure towards their products\cite[BGB, PvdKP16]{EIRIKHAMNVIK}, a new form of enterprises has been developed. These enterprise types are called agile enterprises, proactive enterprises or proactive sensing enterprises\cite[PvdKP16, NRZ14, LAK+15, MSB+14a]{EIRIKHAMNVIK}. As mentioned, the pressure towards high quality and low prices have forced enterprises to look for opportunities to save expenses in every possible corner\cite[BGB, PvdKP16]{EIRIKHAMNVIK}. This pressure is what resulted in the forming of the agile enterprises, as the enterprises needed to maintain quality while reducing prices. Proactive enterprises are enterprises that predicts future scenarios by utilizing intelligent systems and therefore can act ahead of something happening.

Several factors were a part of the decision for choosing the collaborating enterprise. The author looked for an enterprise that was generating a lot of data, which had the opportunity to share the data, and that can gain on predictive maintenance. The enterprise that ended up being the collaborating enterprise is generating a lot of data as they have a vast amount of enterprise machines that are in daily use. Through contact with the enterprise, it was possible to determine that they were able to share the data with the author. Furthermore, as later sections will show, there was an opportunity for the enterprise to take advantage of a prototype such as the one to be developed. Another factor that contributed to the decision was that the enterprise chosen was easily reachable by the author, and personal relations made initiating contact more comfortable.
4 Report outline

This master thesis consists of ten parts. These parts include the introduction, background, research methodology, preliminary study, emerging and relevant framework technologies, prototype development, results, discussion, conclusion and future work, and appendices. Part I is giving the reader an introduction to the rest of the thesis.

Part II gives an explanation and introduction of the framework for proactive enterprises. This part is included to give the reader a presentation and better understanding of the foundation that was set before starting this thesis. Part III gives a presentation of how work was done while writing this thesis by presenting the research methods used.

Part IV introduces some concepts that were researched during the research project and prior to the start of the master thesis. It is relevant for this context but were not relevant for part II. Part V presents the results of the literature review done of emerging and relevant technologies in connection to the framework described in part II.

Part VI will describe the development and testing of a prototype developed in collaboration with Business A to enhance the enterprise, illustrated through the framework.

Part VII will present the results from the development of the prototype and the results of the enhanced framework described in part II. Discussion of the thesis and the results will be done in part VIII. Part IX will conclude the thesis and present future work that can be done to enhance the framework further.

In part X, the appendices are included.
Part II

Background

This part of the master thesis gives an explanation and presentation of the framework for proactive enterprises that was developed during the fall of 2017\cite{Ham17}. The development process was a full semester project which was the preparing work for this master thesis.
5 Explanation

During the research project, development of a framework which can help enterprises develop further towards a set of defined future enterprises was done. The work on the framework is the background of this master thesis. During the development process, evaluation of an enterprise, Business A, was done by utilizing the framework, and the enterprise was classified as a liquid enterprise as defined by the EU Commission[fin12]. This classification can be found in chapter 22, where it can be seen that Business A was classified between being a liquid enterprise and a partially proactive enterprise. A liquid enterprise "is an enterprise having fuzzy boundaries, in terms of human resources, markets, products and processes. Its strategies and operational models will make it difficult to distinguish the 'inside' and the 'outside'"[fin12]. A partially proactive enterprise is an enterprise that has introduced proactive behavior in some or all of their systems but that is not proactive as an enterprise in total. Business A was lacking some capabilities, including proactivity, intelligence, and the sensing capability, as defined in the framework. This sparked an interest for developing a program that could help them advance as an enterprise, and make them more proactive. Decisions were made to help them develop a system for predictive maintenance where machine learning would be used to predict if one or more of their enterprise machines were likely to fail within a short period. If accomplished and integrated into their systems, the prediction model would help them advance as an enterprise and expand there results within the framework. Chapter 6 will give a brief description of the framework and how it should be used.

6 Framework for proactive enterprises

NOTE! This section was also included in the research project report.

The framework consists of a radar chart that has eight different pillars specifying a capability each. The different capabilities are decentralization, interoperability, awareness, perceptivity, prediction, intelligence, action and extroversion. Eight tables, one for each capability, are presented alongside the framework. They are used to create the graph an enterprise will end up with when using the framework.

For each capability in the framework, an enterprise should look at the belonging table and find the value based on the characteristic that describes the enterprise best. For an enterprise to reach a value based on a characteristic, they need to be described by the characteristics prior to that one as well.

After a graph has been drawn up, it is possible for enterprises to see which strengths and weaknesses they have, and therefore move focus to capabilities they want to improve.

As the framework consists of eight capabilities, combinations of the different capabilities make strengths areas that can be identified. Strength areas can be seen in the combination box beneath the radar chart. By fulfilling a good score in a combination, an enterprise can be classified as having a strength within the combination capability specified. By not fulfilling the combination, it will be classified as a weakness. The combination of extroversion, decentralization, and interoperability together make the ability of collaboration and shows that an enterprise is collaborative in different settings. Decentralization, interoperability, and awareness together make the ability to change fast and be agile. The sensing capability is a combination of awareness, perceptivity, and prediction. To describe an enterprise as intelligent, a good score within the combination of perceptivity, prediction, and intelligence is needed. The proactive capability is a combination of prediction, intelligence, and action. The combination of awareness and perceptivity can classify the enterprise as aware.
Figure 1: The framework

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>The enterprise is centralized and works with the top-down approach. Decisions might have to go through several layers of management which creates delay</td>
<td>0</td>
</tr>
<tr>
<td>Decentralized intelligence in systems</td>
<td>Systems consists of separate parts which are able to make own decisions</td>
<td>4</td>
</tr>
<tr>
<td>Self-organizing teams</td>
<td>Self-organizing teams work for their own best and decisions can be made rapidly</td>
<td>8</td>
</tr>
<tr>
<td>Emergent knowledge spaces</td>
<td>Teams share information and learn from each other which secures collaboration from inside the company</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1: Decentralization
<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No interoperability</td>
<td>No exchange of data.</td>
<td>0</td>
</tr>
<tr>
<td>Data interoperability</td>
<td>Basic exchange of analog and digital data</td>
<td>3</td>
</tr>
<tr>
<td>Service interoperability</td>
<td>Enterprise system able to collaborate on a functional level</td>
<td>6</td>
</tr>
<tr>
<td>Process interoperability</td>
<td>Systems are able to do coordinated service exchange</td>
<td>9</td>
</tr>
<tr>
<td>Business interoperability</td>
<td>Multiple enterprise systems are capable of acting together</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2: Interoperability

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No awareness</td>
<td>The enterprise has no awareness at all.</td>
<td>0</td>
</tr>
<tr>
<td>Internal system awareness</td>
<td>Systems are aware of conditions and status of different parts within themselves</td>
<td>4</td>
</tr>
<tr>
<td>Internal enterprise awareness</td>
<td>Internal awareness can include organizational structure, learning capability and technical infrastructure among more</td>
<td>8</td>
</tr>
<tr>
<td>Environmental awareness</td>
<td>Environmental awareness can include position in market, government support and new business opportunities among more</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 3: Awareness

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not perceptive</td>
<td>The enterprise does not gather any data/information</td>
<td>0</td>
</tr>
<tr>
<td>Historical data and knowledge domain</td>
<td>Handling of historical data and the knowledge domain</td>
<td>6</td>
</tr>
<tr>
<td>Real-time</td>
<td>Real-time handling of data provided by hard and soft sensors</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 4: Perceptivity

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No prediction</td>
<td>There is no prediction done</td>
<td>0</td>
</tr>
<tr>
<td>Ahead-of-time prediction</td>
<td>The enterprise is anticipating the future based on ahead-of-time processing based on analysis of real-time, historical data and knowledge domain</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5: Prediction
<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No intelligence</td>
<td>The enterprise has no intelligence</td>
<td>0</td>
</tr>
<tr>
<td>Assertion, storing and acquisition of behavior patterns</td>
<td>Behavior patterns are discovered and stored which can impact decisions</td>
<td>4</td>
</tr>
<tr>
<td>Automated decision making</td>
<td>Machine learning processes makes decisions based on business goals and situational awareness</td>
<td>8</td>
</tr>
<tr>
<td>Continuous learning</td>
<td>Continuous improvement of decision making through sensor-enabled feedback</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 6: Intelligence

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No automation</td>
<td>Actions are taken reactively</td>
<td>0</td>
</tr>
<tr>
<td>Proactive Human based</td>
<td>Actions are taken proactively by humans</td>
<td>6</td>
</tr>
<tr>
<td>Proactive automated</td>
<td>Actions are taken proactive, rapidly and automated by machines or processes</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 7: Action

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed innovation</td>
<td>The enterprise is based on closed innovation and knowledge ownership, not willing to share information and experience</td>
<td>0</td>
</tr>
<tr>
<td>Blurry boundaries</td>
<td>Introduces communication with external sources. Can gain trust outside of enterprise and secure relationships</td>
<td>4</td>
</tr>
<tr>
<td>Sharing and usage of experience and knowledge</td>
<td>Sharing information to embrace innovations and collaboration processes</td>
<td>8</td>
</tr>
<tr>
<td>Integration and coordination between partners</td>
<td>A high degree of integration between partners to secure alignment of individual plans to achieve a joint goal</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 8: Extroversion
Part III
Research methodology

This part of the thesis will present the project goals and the research questions to be considered. A clarification will be made of what the expected outcome of the thesis is. Furthermore, the research methods used in this thesis and study will be presented.
7 Project goals and research questions

This chapter will present the primary goal of the master thesis, but also the different research questions that are taken into consideration during the work.

7.1 Project goals

Throughout the research project during the fall of 2017, development of the *framework for proactive enterprises* was done. In this master thesis, the framework will be strengthened by identifying relevant technologies to support enterprises and by developing a prototype. This prototype will be used as a source of experience, which can be useful for enterprises that want to try similar development. The prototype development and experiences will be presented in this thesis.

This work will review and obtain an overview of the relevant technologies that are currently available to help enterprises within the different capabilities defined in the framework. The results of this review will include recommendations on how and when the relevant technologies could be used. The work will also include the implementation of a prototype using one of these technologies; more specifically Machine Learning. The work will be based on a real case on predictive maintenance of enterprise machines in an enterprise.

The project goals are as following:

- Conduct a literature review of emerging and relevant technologies
- Enhance the *framework for proactive enterprises*
- Identify a relevant technology and methodology to develop a prototype
- Develop and evaluate the prototype

The expected outcomes of this project will be an enhanced framework for describing proactive enterprises and how technologies support these capabilities. The enhanced framework will consist of not only the initial framework, but also a table which will define approaches and technologies that can be used for each of the capabilities within the framework. Besides, an example of how technology could help this will be demonstrated.

The overall and final project goal can be defined as such:

*The project goal is to enhance the "framework for proactive enterprises"*

7.2 Research questions

The research done in this master thesis is based on the following defined research questions.

- RQ1: Which technologies exists for supporting the different capabilities within the *framework for proactive enterprises*?
- RQ2: Which approaches are used for the different capabilities?
- RQ3: Can results found by addressing RQ1 and RQ2 enhance the *framework for proactive enterprises*?
- RQ4: How can developing a prototype for predictive maintenance using machine learning help enhance the *framework for proactive enterprises*?
- RQ5: How is it possible to create value from existing data to make enterprises more proactive?

8 Research method

This chapter will present the different research methods used while doing research. A structured literature review and development and evaluation of a prototype were done.
8.1 Literature review

For finding relevant and emerging technologies that could support the different capabilities in the framework for proactive enterprises, a systematic literature review was done. As presented in this section, some of the research strategies used are domain expert contact and keyword search.

Anders Kofod-Petersen has written a technical report on how to do a structured literature review in computer science[12]. His ideas and guidelines are the base of the structured literature review strategies used in this thesis.

8.1.1 Planning

Identification of the need for a review. The need for the literature was identified during a discussion of the master thesis with the project supervisor. During the discussions, it was specified further what the thesis would be about and which topics needed literature review.

Specifying the research question(s). After discussions with the project supervisor and after thorough consideration the research questions were specified. The research questions are described and presented in section 7.2.

Developing a review protocol. A review protocol was developed which was the template for how the literature review should be done. Here a presentation of the review protocol is done so the work can be reproduced.

1. Select potential relevant articles from the internet through keyword search through Google Scholar and Oria
2. Categorize articles by relevancy and field of use by reading abstract
3. Relevant articles included for further evaluation with full text review
4. Discard articles that are not useful or relevant enough
5. Include useful information from relevant articles in document
6. Include most useful information from the document into literature review
7. Cite sources

Evaluating the review protocol. Evaluation of the review protocol was done by iteratively using the protocol while conducting the literature review.

8.1.2 Conducting

By utilizing the developed review protocol from the planning step, it is possible to conduct the actual literature review.

Identification of research. This step is designed to help retrieve all relevant literature for the defined research questions. Mainly two search strategies were used to accomplish this. The first strategy used domain expert contact. Some relevant articles were given to the author by the project supervisor during the research project done during the fall of 2017. Some of these were relevant also for the master thesis. Another strategy utilized was keyword search. Mainly Google Scholar and Oria were used during searching as they give access to an extreme amount of sources and articles. By grouping keywords into at least three groups, the author was able to find a reduced set of relevant articles for each topic. The author will present some of the different groups used for finding relevant literature.

2literature search tool at NTNU
<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>Decentralized system</td>
<td>Communication network</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>Approach</td>
<td>Technology</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>Information System</td>
<td>Information technology</td>
</tr>
</tbody>
</table>

Table 9: Decentralization keyword search table

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>Communication protocols</td>
<td>Machine-to-machine</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>Interoperability</td>
<td>Systems</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>Technology</td>
<td>Interoperability</td>
</tr>
<tr>
<td><strong>Keyword 4</strong></td>
<td>Ontology</td>
<td>Semantics</td>
</tr>
</tbody>
</table>

Table 10: Interoperability keyword search table

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>enterprise</td>
<td>enterprise</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>internal</td>
<td>external</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>environment</td>
<td>awareness</td>
</tr>
<tr>
<td><strong>Keyword 4</strong></td>
<td>approach</td>
<td></td>
</tr>
</tbody>
</table>

Table 11: Awareness keyword search table

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>Big data</td>
<td>Data handling</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>management</td>
<td>real-time</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>techniques</td>
<td>technologies</td>
</tr>
<tr>
<td><strong>Keyword 4</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12: Perceptivity keyword search table

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>Prediction</td>
<td>Prediction</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>Complex Event Processing</td>
<td>Machine learning</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>Real-time</td>
<td>Amazon Sagemaker</td>
</tr>
<tr>
<td><strong>Keyword 4</strong></td>
<td>Pattern matching</td>
<td>Technologies</td>
</tr>
</tbody>
</table>

Table 13: Prediction keyword search table

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Keyword 1</strong></td>
<td>Intelligent</td>
<td>Intelligent systems</td>
</tr>
<tr>
<td><strong>Keyword 2</strong></td>
<td>Decision support system</td>
<td>Decision making</td>
</tr>
<tr>
<td><strong>Keyword 3</strong></td>
<td>Data-driven</td>
<td>Framework</td>
</tr>
<tr>
<td><strong>Keyword 4</strong></td>
<td>Model-driven</td>
<td></td>
</tr>
</tbody>
</table>

Table 14: Intelligence keyword search table
Table 15: Action keyword search table

<table>
<thead>
<tr>
<th>Keyword 1</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Automated processes</td>
<td>Human-based</td>
<td>Actions</td>
</tr>
<tr>
<td>Keyword 2</td>
<td>Action</td>
<td>Actions</td>
<td>Feedback</td>
</tr>
<tr>
<td>Keyword 3</td>
<td>Proactive</td>
<td>Reactive</td>
<td></td>
</tr>
<tr>
<td>Keyword 4</td>
<td>Predictive</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 16: Extroversion keyword search table

<table>
<thead>
<tr>
<th>Keyword 1</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enterprise</td>
<td>Collaboration</td>
<td>Enterprise</td>
</tr>
<tr>
<td>Keyword 2</td>
<td>Collaboration</td>
<td>Networks</td>
<td>Open</td>
</tr>
<tr>
<td>Keyword 3</td>
<td>Cross-boundaries</td>
<td>Boundaries</td>
<td></td>
</tr>
<tr>
<td>Keyword 4</td>
<td></td>
<td>Cooperation</td>
<td></td>
</tr>
</tbody>
</table>

Selection of primary studies. The previous step gave the author a far too big selection of articles and relevant literature that he needed to evaluate. The author needed to reduce the set of articles, and some strategies were used. Where there were too many articles about a certain technology, the author would normally look for relevant articles written since 2014. Filtering by year reduced the set enough to filter by quality.

Study quality assessment. To filter away and further reduce the set of relevant literature some criteria were defined. Table 17 define some inclusion criteria (IC) and quality criteria (QC) for the literature review. Some articles got through the criteria equally, like internet articles without abstracts and similar.

<table>
<thead>
<tr>
<th>Criteria identification</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>The study is mainly about technologies relevant to the thesis</td>
</tr>
<tr>
<td>IC2</td>
<td>The study focuses on one of the aspects of one of the technologies relevant to the thesis</td>
</tr>
<tr>
<td>IC3</td>
<td>The study can somehow be connected to the research questions</td>
</tr>
<tr>
<td>QC1</td>
<td>The abstract gives a clear statement of what the study is about</td>
</tr>
<tr>
<td>QC2</td>
<td>The abstract gives a clear statement of the results of the study</td>
</tr>
</tbody>
</table>

Table 17: Inclusion and quality criteria for literature review

Data extraction and monitoring. Data extraction was done by reading the final set of relevant articles and gathering important data from them in different documents categorized by technology or field they were about. All articles that were relevant to each other were connected to each other in the same documents.

Data synthesis. Data synthesis was done by going through all the data gathered in the data extraction step. The data was used to give the author a good impression of the data and to be able to use the data relevantly. All data extracted and used in the report is cited.
8.2 Prototype

This section will present which development method was used during creation and development of the prototype for Business A. The development method chosen was *scrum*\[Sch97\], which is an *agile methodology*. For contact with Business A, the author chose *structured interviews* as the methodology.

8.2.1 Enterprise contact and structured interviews

Several factors were a part of the decision for choosing the collaborating enterprise. Requirements for an enterprise to qualify as a potential collaboration partner were that the enterprise generated a lot of data, that the enterprise had the opportunity to share the generated data, and that the enterprise could gain on introducing predictive maintenance. These were the requirements that lead to the collaboration with the enterprise chosen.

Another factor that contributed to the decision was that the Business A was easily reachable by the author, and personal relations made initiating contact more comfortable.

In December 2017 the author made initial contact with Business A which ended up being the collaborating enterprise. Interest was expressed in their machines and a short introduction of the project was done. Initial unstructured talks were held where we discussed the possibility for a collaboration where they would provide the author with data and the author would develop a system for predictive maintenance based on this data. No further contact was made until after Christmas and in January.

After meeting the thesis supervisor, contact with Business A was again made. A structured interview was done with one of their employees. The questions included in the interview is presented in appendix B. The interviewee could not answer all of the questions at the time. Some of the questions were answered, and by that, the author could know that the type of data that would be received was status reports from their enterprise machines.

During the timespan January to March there were ongoing talks about how this would be done. The author needed to wait for the data for quite a while as the data and status reports had to be made anonymous before receiving them. During the beginning of March, they were ready to transfer the data and make it available to the author. Another structured interview was done, this time with another employee at Business A. The form used for the interview can be found in appendix C. Decisions were made that the best way to transfer the data was by uploading it to a AWS S3 bucket\[^3\]. He told that the author could receive status reports that were as old as 8-9 months from 35-40000 different machines located in several countries in the world. After the interview a user profile were made for the employee at Amazon Web Services to give him access to upload the data to an S3 bucket created. Credentials were sent to him.

To be able to use the data received from Business A, there was a need to sign two legal documents. Firstly, the author needed to sign an agreement assigning the rights to the results of the project to Business A. Secondly, the author had to sign a non-disclosure agreement for the data received. Both documents were signed and sent the 02.03.2018.

Different data collection methods can challenge and raise concerns about validity and reliability, but in this case, this should not be a problem as the data is generated and delivered by a well-known enterprise which has nothing to gain on altering the data received.

8.2.2 Prototype development

For the prototype development, agile development was used, and more specifically the scrum framework[Sch97]. To track the tasks that needed to be done, a scrum task board was set up.

\[^3\]https://aws.amazon.com/s3/
which included different categories. The categories were the backlog, under development, testing and done.

Tasks were defined while developing the necessary programs to handle the data. Concerning the fact that the author did the development by himself, no traditional scrum meetings were held, but sprint planning was done solely by the author. Every week of the development period, goals were set for the coming week and what should have been accomplished by the end of the week.

Figure 2 shows the typical workflow for scrum. Tasks are inserted into the backlog, and certain tasks are chosen to be included in each sprint. This is how development was done for the prototype.

![Scrum Framework](image)

**Figure 2: The scrum framework[Scr18]**

### 8.2.3 Prototype evaluation

Evaluation of the prototype will be done by evaluating the predictive model generated. It is essential to evaluate the model to see whether it will be able to do a reliable job of prediction with new data. Since the new data which will be run through the model in the future does not have a target column specifying the actual value, there is a need to check accuracy for the prediction model. This can be done by splitting the used dataset into two sets, where one of the sets holds training data and the other set holds test data. The data will be split as such: 70% of the data will be contained in the training dataset, and the remaining 30% will go into the test dataset.

Testing will be done after training is complete, where data from the test set will be sent to an endpoint created. Then a comparison can be made to the actual values, which are known, against the values that the prediction model returned.

The author will look at four metrics of evaluation of the prediction model. The four metrics are accuracy, precision, recall and the F1 score as presented by Amazon Web Services[Ser18b]. In the formulas, the abbreviations TP, TN, FP, and FN are used, and these are explained in table 18.
Table 18: Prediction model evaluation metrics abbreviations explained

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>True positive - Running machines correctly identified as running machines</td>
</tr>
<tr>
<td>TN</td>
<td>True negative - Not running machines correctly identified as not running machines</td>
</tr>
<tr>
<td>FP</td>
<td>False positive - Not running machines incorrectly identified as running machines</td>
</tr>
<tr>
<td>FN</td>
<td>False negative - Running machines incorrectly identified as not running machines</td>
</tr>
</tbody>
</table>

Accuracy
Accuracy calculates the fraction of the predictions that was done correctly. The value of accuracy can be between 0 and 1, and a higher value indicates a better prediction accuracy. Accuracy has the following formula:

\[
Accuracy = \frac{TP + TN}{TP + FP + FN + TN}
\]

Precision
Precision calculates the fractions of correct values out of all values that predicted a running machine (in our prototype). The value of precision can be between 0 and 1, and a higher value indicates a better prediction accuracy. Precision has the following formula:

\[
Precision = \frac{TP}{TP + FP}
\]

Recall
Recall calculates the fraction of the correctly predicted running machines out of all the machines that were actually running. The value of recall can be between 0 and 1, and a higher value indicates a better prediction accuracy. Recall has the following formula:

\[
Recall = \frac{TP}{TP + FN}
\]

F1 score
The F1 score calculates the harmonic average of the precision and recall of a prediction model. The value of the F1 score can be between 0 and 1, and a higher value indicates a better prediction accuracy. F1 has the following formula:

\[
F1 = \frac{2 \times precision \times recall}{precision + recall}
\]
Part IV

Preliminary study

This part presents some concepts that were studied during the development of the framework for proactive enterprises. These are included and put in this part as they are important to the project done, but are not an answer to some of the research questions. Proactive enterprises are one of the topics included where a definition will be presented, what they are and which characteristics they have. Predictive maintenance is also included as it is what the prototype development is about. A definition, a presentation of what it is, areas of use, reasons for using it and other types of maintenance will be presented. The basics of Machine learning is also discussed. Each topic has a summary part to conclude it.


9 Proactive enterprises

This chapter will present the concepts of proactive enterprises and describe what they are and some of their characteristics. This concept is included as it is an essential concept for this thesis and because it is the foundation for the process that lead to the work done in this thesis.

9.1 Definition

A proactive enterprise uses intelligent systems to predict future scenarios and use this information to behave accordingly.

9.2 What are proactive enterprises

Enterprises are facing increased pressure towards production and quality due to the increasing competition and globalization within the markets [BGB, PvdKP16]. The pressure has led to a form of enterprises that not only needs to be able to sense both external and internal factors and environments, but that is also required to respond rapidly to changes within these. Enterprises of this type are called agile enterprises, proactive enterprises or proactive sensing enterprises [PvdKP16, NRZ14, LAK+15, MSB+14a]. As mentioned, the pressure towards high quality and low prices have forced enterprises to look for opportunities to save expenses in every possible corner [BGB, PvdKP16]. This pressure is what resulted in the forming of the agile enterprises, as the enterprises needed to maintain quality while reducing prices.

The environments that enterprises find themselves within are in constant change [BGB]. On a daily basis, enterprises end up in situations where it is necessary to make decisions based on their current situation [BGB, PvdKP16]. An example of an external environmental change can be newly opened governmental support [PJH16]. Furthermore, new technologies might emerge, new laws might be granted, or other restrictions or opportunities might surface. For an enterprise to be able to compete, it has to change rapidly to these restrictions and opportunities.

Proactive enterprises can continuously adapt and reorganize themselves [WMC+16]. Given the internal and external changes they monitor, they can reorganize and restructure quickly. They might have to add another department or change business goals. When an enterprise is considering change, some factors are important to consider. Their company and production goals and external factors such as customer relations are fundamental and need to be thought through when an enterprise is deciding the direction to go [BGB].

Proactive enterprises take advantage of sensor technology to gather an enormous amount of data [BPM+16]. One of the fields where an enterprise can behave proactively is maintenance. Traditional maintenance was done reactively, while the way to do it now is predictive. Predictive maintenance is anticipating future faults and errors on machines and equipment and acting before the actual fault or error occur [PvdKP16]. In chapter 10, we will look closer at predictive maintenance and characteristics, where we will see that predictive maintenance can minimize unexpected maintenance costs [PvdKP16].

Being proactive gives enterprises several advantages and opportunities [MSB+14a]. The ability to act ahead of time will give enterprises the possibility to take advantage of new business opportunities before the competitors can act on them. The enterprises will also have the ability to respond faster to internal and external environmental changes.

There are several challenges that face proactive enterprises [LAK+15, MSB+14a, WMC+16]. Among these challenges are context awareness, dynamic configuration, information requirement and processing and scaling. To be able to handle all the data gathered is a concern given the amount of sensor data enterprises can collect. Systems must handle the incoming data at near real-time, and
this requires smart systems that can make intelligent decisions based on the enormous amount of data that enterprises have available[WMC+16].

9.3 Characteristics
In the framework for proactive enterprises, eight characteristics a proactive enterprise needs to have were defined. These characteristics are decentralization, interoperability, awareness, perceptivity, prediction, intelligence, action and extroversion[Ham17].

- **Decentralization** enables innovation, fast decisions and enables the opportunity to change rapidly.
- **Interoperability** enables innovation and sparks collaboration processes.
- **Awareness** includes both internal and external awareness and are important to understand what is going on both inside and outside of the enterprise. It is crucial to be aware of new business opportunities.
- **Perceptivity** is about making meaning of the data generated both within and outside the enterprise.
- **Prediction** is done by utilizing multi-dimensional information and can help enterprises anticipate the future.
- **Intelligence** is about making the right decisions based on the predictions an enterprise can make.
- **Action** is how the enterprise acts on the decisions made by the enterprise. Automated actions acts faster than humans for example.
- **Extroversion** is about how good an enterprise is concerning collaboration with other enterprises to finalize a product together.

9.4 Summary
This chapter has presented proactive enterprises and what they are. It is stated that there is a need for enterprises to anticipate the future and to be able to act upon the future scenarios they predict. Given the framework for proactive enterprises, there are several steps and enterprise type levels an enterprise can be at before becoming entirely proactive. Predictive maintenance is one of the concepts where enterprises can start in their journey of becoming a proactive enterprise. A subgoal of this thesis (RQ4) is to develop a predictive maintenance system for an enterprise to help them advance as an enterprise.

There are lines that can be drawn between predictive maintenance and proactivity. Introducing predictive maintenance can help an enterprise become more proactive by taking advantage of the capability of foreseeing future scenarios and then act on them before it actually happens. As will be seen in the following chapter, there are several advantages for an enterprise by introducing predictive maintenance.

10 Predictive maintenance
This chapter presents the concepts of predictive maintenance as well as a brief look at other types of maintenance. Some advantages and disadvantages of predictive maintenance are discussed.

10.1 Definition
Predictive maintenance is monitoring of systems and components within them and utilizing history and real-time data to predict when one of the components or systems might fail.
10.2 What is predictive maintenance

Industrial equipment and machines are getting more and more complicated, and require more thought through maintenance[VHP13]. Cost-effective and efficient maintenance is important and should be done by utilizing predictive methods. The primary goal of predictive maintenance is to be able to foresee when failures within equipment might occur and then an enterprise can be able to take appropriate measures[AP17, Fii18, Too16]. Predictive maintenance is done by the use of sensors to continually monitor the states of the different components in a system and the system as a whole[LP17, Maz16].

10.3 Areas of use

Predictive maintenance can be used for many different reasons such as failure prediction, failure diagnosis, failure detection, maintenance actions or failure type classification among others[FM15].

Predictive maintenance is typically used for predicting the remaining useful life of components or whole systems[VHP13]. By doing this, it is easier to schedule maintenance at the correct time, and also being able to combine maintenance of different components at the same time, without risk of replacing a well-functioning component.

An example is discussed in the article “Improving rail network velocity: A machine learning approach to predictive maintenance”[LPH+14]. The authors used mechanical condition detectors to monitor temperature, strain, infrared, vision, impact and weight among other things to predict future failures, so they could avoid service interruptions along with increasing rail network velocity.

10.4 Reasons for using it

Being able to schedule maintenance at the right place and time is very important for system engineers[LP17]. Adding the fact that it should be as cost-effective as possible makes it even harder.

Preventive maintenance is still very widespread amongst enterprises, but as mentioned, it is hard to schedule, and above all, it can end up being costly by doing unnecessary maintenance[LP17, Tri16]. It ends up with resource wastage[AP17]. While doing maintenance, machines have to be taken out of operation, engineers or other maintenance specialists need to focus their work on the machines and therefore being unable to work on other things. Machines down for maintenance can again lead to unsatisfied customers. All of these things add to the cost. In the most extreme cases, predictive maintenance can save lives[AP17].

Using predictive maintenance can help to improve the overall efficiency of a system. Predictive maintenance makes sure that maintenance is done when it is truly needed (or as close to it as possible)[LP17, HB11]. It is built on the concepts of “if it is not broken, don’t fix it.”[Chu16]. That ends up utilizing the resources within a company in a more efficient and cost-effective way[LP17]. Advantages achieved by predictive maintenance are increased availability, quality along with increased productivity of equipment, while insurance and maintenance costs are decreased[eCCO12, AP17, IBM, SAP].

Hashemian and Bean[HB11] present an experiment which was done by engineers where they ran different systems at the same hard conditions, and where the remaining useful living time was different on the same components which were placed in different systems. In the worst cases, the system failed after 15 hours, while another system lasted up to 300 hours. This might lead to components being maintained after 15 hours of use. By utilizing predictive maintenance, the lifespan of these can be used more efficiently.
10.5 Other maintenance types

Horenbeek and Pintelon\cite{VHP13} present a list of other regularly used maintenance types:

- **Block-based maintenance** - Independent of the failure history, a component is maintained at predefined times, which is repeated on a regular basis.

- **Age-based maintenance** - A component is maintained after a certain age or when it fails.

- **Inspection condition-based maintenance** - Inspection is done on a regular basis, and if a component seems to be below a set standard or value, it is maintained.

- **Continuous condition-based maintenance** - Sensors are used to monitor the state of components, and when the state of a component is below or close to a certain threshold, the component is maintained.

10.6 Summary

This chapter has given a literature review of predictive maintenance. During the literature review of predictive maintenance, the author’s knowledge of the field has expanded massively and came up with the following definition

*Predictive maintenance is monitoring of systems and components within them and utilizing history and real-time data to predict when one of the components or systems might fail.*

By comparing it to other types of maintenance, it is clear why it should be used in an intelligent enterprise. Usage of predictive maintenance can help enterprises cut expenses and improve in different areas like increased availability and quality, safety, the productivity of equipment and facilities to name a few. Predictive maintenance can also help decrease maintenance costs and insurance costs. By having machines or equipment down for maintenance might result in unsatisfied customers and eventually loss of customers.

A downside of predictive maintenance is the initial cost and development of it. For many enterprises, it will be costly and time-consuming to develop a system which accurately can predict these events, and it requires a lot of data.

However, in the long run, it will be more efficient for enterprises to take advantage of this technology and tool.

11 Machine learning

In this chapter, a presentation of the basic concepts of machine learning will be given alongside different areas of use and a thorough presentation of the machine learning workflow. This was included in the preliminary study as the prototype would be developed using machine learning.

11.1 Definition

*Machine learning takes advantage of pattern recognition and historical and real-time data to predict possible outcomes in the future.*

11.2 Areas of use

Some problems in the world are very hard to fix with programming done by hand. In these use cases, machine learning is beneficial. Examples of such use cases are the detection of spam, face recognition, translation done by machines, speech recognition, and robot motion\cite{Lis12}. Machine learning can also be used within medical diagnosis and biometrics\cite{Kau16}. In medical diagnosis, symptom patterns can be turned into illness classification, while in biometrics recognition of iris, face signature and so on can be discovered. There are many more use cases than presented in this section and, as this thesis will show, it can also be used for predictive maintenance.
11.3 Machine learning workflow

There are many ways to describe the machine learning workflow[Ven17, Pug16, Wall15, Sci17], but at a higher level, they all are inspired by the same pattern as illustrated in figure 3. Swetha Kolalapudi has a video course about understanding machine learning and how to think about its algorithms[Kol16]. She presents a typical machine learning workflow which is also supported by other courses and presentations[Cha16, Kur16, Kur17]. The workflow consists of identifying which type of problem is at hand, accurately represent the data, apply a machine learning algorithm and then choose the model that gives the best result. This is a very generic view of the workflow, and it can be specified further as we will see in the following subsections.

![Figure 3: A typical machine learning workflow][1]

11.3.1 Identifying the problem

The most important part of this step of the workflow is to understand what is the desired outcome. It is all about asking the right questions[Kol16, Kur16] to make sure the project is headed in the right direction. A problem definition can be set up by defining scope, target performance, a context for usage and how the solution will be put together[Kur16].

11.3.2 Data representation

While working with and trying to solve machine learning problems, enormous amounts of data are required to get the best possible result. The data can come from many heterogeneous sources and needs to be preprocessed before the different machine learning algorithms can handle the data. Several techniques can be used, such as data munging, feature extraction and dimensionality reduction[Kol16]. These techniques include fixing data that is either missing or corrupt and structuring of the data. Removing unimportant data columns are also relevant[Kur16] and called feature selection[Cha16]. A column is decided to be unimportant if it holds data which is not relevant to the machine learning training, such as an ID field.

An example of feature selection is if a data table contains a column for ID, which won’t contribute to the results at all, and is for that reason removed.

Since the two first steps are the foundation of the next steps, it is natural that the most time will be spent within these two steps[Kol16]. A developer should also expect to return to these steps at a later point and restart the process based on trial and error processes[Kur16].
11.3.3 Selecting the algorithm

Several decisions need to be made when selecting a machine learning algorithm for a specific problem\cite{Kur16}. First of all, there is a need to know the learning type to deal with for a project. Different types are supervised, unsupervised and reinforcement learning\cite{Cha16}. Supervised learning is learning where the desired results are known beforehand, while for unsupervised learning this value is unknown prior to the training.

The outcome of the algorithm is also important, whether it is going to be a continuous value or a label. Furthermore, the complexity of the algorithm is a deciding factor. The different algorithms have different hyper-parameters which can be tuned to make the algorithm perform better given the specific dataset at hand\cite{Kol16}.

11.3.4 Training the model

As mentioned, machine learning needs a lot of data to generate results and especially good results. Training is done by running a lot of data through the algorithm which ends up producing a model which can predict new data based on the historical data used during training.

11.3.5 Testing the model

It is normal to set aside a part of the data at hand to use for testing at a later point. Testing makes sure that the model is not just specified for the exact data in the training set and are in danger of producing inaccurate results when the model is actually in use\cite{Cha16}.

Cross-validation is a technique where the initial dataset is split into a training set and a test set. Validation is done \(k\) times, and the model is trained and tested with the different splits\cite{Kol16, Kur16}. Cross-validation is done to avoid overfitting and underfitting\cite{Kur16}.

11.3.6 Improving a model

If satisfaction is not acquired through the results, an algorithm offers several tuning parameters that can be done to improve a model\cite{Kol16, Kur16}. Simply adjusting the current algorithm by selecting a new one might in some cases be the best option. If the decision is to stick with the same algorithm, then several things can be done including hyper-parameter tuning, getting more or improved data, fixing overfitting/underfitting by utilizing cross-validation and so on.

11.3.7 Using a model

After a model is completed, it can be utilized by calling it with the features that the model requires, and as a return value, the model will send back the predicted value based on previous training and tuning\cite{Cha16}.

11.4 Summary

This chapter has given a literature review on machine learning. The chapter has introduced a definition and presented some typical areas of use for the technology. The machine learning workflow was given a thorough walk-through, where steps presented were: identifying the problem, data representation, selecting the ML algorithm, training and testing of a model, and improvement and use of a model. At a later stage, this thesis will return to machine learning as the planned prototype will be developed using this technology.
Part V

Emerging and relevant technologies

In this part, a presentation is done of the results found by the literature review done on emerging and relevant technologies and approaches that exists for helping an enterprise enhance within each of the eight defined capabilities. This part is structured as such; each capability has its chapter where it is further discussed approaches and technologies for each of them. At the end of a chapter, a summary is given. A chapter is included to summarize the findings of this part.
12 Decentralization

This chapter will present approaches and technologies for decentralization.

12.1 Definition

"A decentralized system is one which requires multiple parties to make their own independent decisions."[The]

12.2 Approaches

The idea behind decentralizing is to spread decision making. There are several advantages that come with decentralization such as increased speed of decision making, increased productivity and quality of life, flexibility and motivation.[s.F02, Mal04]. When employees understand the core values for an enterprise, there is no need for a top-down approach and decentralization can be used.[Dou17].

One of the most critical tasks of a manager in decentralized enterprises is often to provide channels where knowledge can be shared between the different departments.[Mal04]. An enterprise can gain an advantage by having the ability to communicate innovative ideas and creative information quickly. An enterprise does not want to end up with departments acting like data silos. Data silos are departments and similar which possess a lot of data, but the data is not being shared.[YLL+09].

As reasoned in the framework for proactive enterprises, decentralization is an essential capability for a proactive enterprise. Before an enterprise decentralizes, some considerations need to be looked at. There are concerns about the value of the benefits of decentralization and if they will compensate for the cost of decentralizing. There is an initial cost to decentralize an enterprise, including setting up communication and channels for communicating and sharing knowledge between the different departments.[WM96]. Other decisions that need to be made are setting the boundaries for the different departments. How much money out of the budget are they able to spend on creative innovations, will they be allowed to hire new full-time employees for their department without corresponding with the enterprise leaders. How much control do they have over the introduction of new products and which decisions can they take concerning business relevance.[BSVR10].

Enterprises can decentralize on different levels as there exist several types of decentralization.[s.F02]. Devolution is a form of decentralization where the higher parts of the hierarchy have almost no connection to the lower parts. Each level is independent and can make decisions to a certain degree. The higher levels set the boundaries they are limited by in the hierarchy. Deconcentration is another form of decentralization, and it is more strict than devolution. The idea behind deconcentration is to shift workload from central parts of the enterprise to smaller parts. The smaller parts are limited and are not able to make decisions, solely implement decisions made by the central parts. Delegation is a third form of decentralization. The idea of delegation is to shift decision making into smaller parts of the hierarchy. Within delegation, the smaller parts have authority to plan and implement decisions within boundaries. In either way, it is essential that all departments and parts work toward the common goals of the enterprise. Shared goals also help to bring people together and make results.[Wun17].

Figure 4 shows three different structures of an enterprise where the single points represent a department within an enterprise. The leftmost illustration shows an enterprise split up into departments, where all of them work independently and they do not share information. The illustration in the middle shows a centralized enterprise, which has several departments but decisions are made from the top. The rightmost illustration shows an enterprise that is decentralized and has communication channels and shared information within the enterprise. George Wyner and Thomas Malone
made the comparison of the different structures to cowboys and cyber-cowboys[WM96]. Cowboys on horses back act on their own and need to make their own decisions without knowledge from anyone else. Commanders make decisions for an entire troop based on information he receives from his scouts, while a cyber-cowboy makes his own decisions, which he can base on information and knowledge he receives from other cowboys.

Enterprises need to make a decision for whom they are going to decentralize to[s.F02]. The enterprise leaders need to decide which departments should have the ability to make decisions. As mentioned earlier, they also need to decide at which level the departments are allowed to make decisions and which tasks should be decentralized[s.F02].

To decentralize, it is important to understand and have enough knowledge about an enterprise and its goals[Ma04]. A manager needs to evaluate if the potential benefits of decentralization are essential to the enterprise if they can compensate for the potential cost of it and if the benefits will overcome the initial costs. The benefits of decentralization are positive, but in some cases, there might be better for enterprises to focus on other capabilities to improve.

There are some guidelines for when an enterprise should decentralize. When an enterprise is proliferating, or the industry itself is changing it can be smart to decentralize[Ma04]. While the enterprise is growing, introducing new departments and decentralize decision making will make it even more manageable in the future to continue decentralization. In a changing industry decentralization also makes it easier to keep up with the rapid changes and introduction of new departments or products. If an enterprise already has several small departments, that works independently, decentralizing decision making can help an enterprise by encouraging innovativeness. If an enterprise operates in a market with high competition, it is also an excellent decision to decentralize[BSVR10]. The same arguments as earlier are used to reason for this as well, as competition creates changing industries. Young enterprises which are close to the technological frontier are likely to decentralize, as they are in heterogeneous environments[AAL+07]. If there is a need for increased employee morale, decentralization can be the solution[Fre18]. Departments that are allowed their own decision making, and are in greater control of themselves can spark morale within the employees in the department. While being able to make their own decisions, they can often spur innovation and creativeness within themselves.

12.3 Technologies

To make decentralization work and for an enterprise to get the most out of it, communication and knowledge sharing is vital within the enterprise. In the following sections, there are presented some technologies and applications that are available for enterprises to make sure of communication and knowledge sharing.
12.3.1 Slack

Slack is a collaboration platform, and according to Slack’s homepage, their product unifies team communication and is making workflow better. Slack gives members the opportunity to search and find files, while also being able to search for colleagues and messages in the same place. In Slack, discussion and all communication are organized in so-called channels. It is normal to create several channels, one for each team, project and so on. All enterprise related documents can be shared within the channels and are accessible by other members of the same channel. By doing this, it is possible and easy to share knowledge with other employees. Slack offers voice and video call to its customers. It is also possible to share screens with other employees.

Slack has a rich set of options and tools. Slack integrates with a lot of other different services, such as Asana, Dropbox, Google drive and others. Integration makes it a useful tool for more of its customers. However, for making an application like Slack successful in an enterprise, it is essential that there is an enterprise culture for it. Slack will not be useful if employees do not know how to use it, so an introduction course for employees might be a smart idea.

Slack is a way that the employees of an enterprise can communicate quickly and directly while also sharing knowledge which will be readily accessible to the other employees. Even when there are new employees, they will have access to the previously written messages and conversations that they are a part of. Employees can even customize notifications, meaning that they can specify a list of keywords, and whenever a message involves one or more of these words, they will get a notification.

Slack is used by huge companies worldwide, such as Airbnb, Samsung, Google and Nasa to mention a few. While Slack is one of the largest providers, they are also by far the most expensive. This is one of the reasons as to why enterprises might prefer their competitors.

12.3.2 Skype for business

According to Microsoft’s homepage, Skype for Business is a powerful collaboration tool. They offer many services including recording of meetings that users have online, where each meeting can host as many as 250 users. An enterprise can, therefore, hold courses and meetings for their employees by utilizing Skype for Business. Microsoft values safety and privacy, so the video and audio streams are encrypted.

In earlier days, Skype for Business went by the names Microsoft Lync and Microsoft Office Communicator. Now Skype for Business is designed to enhance efficiency within an enterprise. The newest version lets employees work on the same documents at the same time, making knowledge sharing more comfortable and more accessible. There are many collaboration possibilities including Whiteboard document collaboration, Powerpoint document collaboration, and desktop sharing.

Skype for Business has also direct messages and group chats implemented, making it easier for employees to communicate and collaborate.

12.3.3 Microsoft teams

Microsoft Teams is another communication technology by Microsoft. It comes with a lot of the same features as Skype for Business, such as meeting recording, sharing of files and applications.
and implementation of private and public chat groups[Mic18a]. Microsoft Teams is included in the subscription plan that covers Office 365, which is widely used.

Microsoft Teams is designed explicitly for quick collaboration between employees through several types of media[Bra17]. It comes with strong security and privacy options which are essential for enterprises of all kind. The service also integrates with more than 150 third-party systems.

Microsoft Teams let their customers create groups with as many as 999 members. This will cover most enterprises and can, therefore, secure enterprise-wide communication channels and knowledge sharing which are vital attributes for a successful decentralization of an enterprise.

12.3.4 Alternatives

There are many alternatives to these team collaboration technologies[A.N17]. One of these alternatives is Bitrix24\textsuperscript{10}, which aims more for smaller companies and startups. They have a lot of the same features as Slack, and the others discussed, but the pricing is way lower than for example Slack’s pricing plan. It comes with features such as tasks and project management, chat possibility through text and video and file management. Another alternative is HipChat which is also quite similar to the others as it includes private and group chat possibilities, file sharing and so on. Other alternatives are applications such as Hall, Pie and eXo Platform.

12.4 Summary

In this chapter, a presentation of decentralization, how an enterprise can decentralize and when an enterprise should do it has been done. Different considerations an enterprise needs to take before decentralizing have been presented, and also which benefits they can gain by decentralizing. As communication and shared information is key for decentralization, some technologies and tools that already exist have been shown, which enterprises can take to use to make decentralization more successful. Some of these technologies are more for knowledge sharing, and support decentralization indirectly by facilitating easier communication and information sharing.

It is important to understand that decentralization is not always the solution, even while being in heterogeneous environments. Centralized decisions might have to be made if resolving conflicts is important, when it is important to have much detail to a shallow level and when there is in fact not enough employees that can make good decisions[Mal04].

13 Interoperability

This chapter will present approaches and technologies for interoperability.

13.1 Definition

"the ability of computer systems or software to exchange and make use of information."[Good]

13.2 Approaches

The capability interoperability, as defined in the framework for proactive enterprises, is about the internal interoperability within a company. For that reason, most of the interoperability functionality is “machine-to-machine” and concerns automated processes and linkage of applications[LW06]. Machine-to-machine interoperability mainly focuses on communication protocols and which kind of infrastructure is required to make these protocols work[RCL14]. It is about different programs being able to use the same exchange formats, use the same file inputs and outputs and that they can use the same protocols[Gis11].

\textsuperscript{10}https://www.bitrix24.com/
There are several levels of interoperability[14, 8]. Interoperability can come in several different degrees, starting at the lower level with data interoperability. At this level, it is about making different languages, and data models function together. Data interoperability involves being able to find and share data that is gathered from heterogeneous sources. Data interoperability covers techniques such as semantic data representation, data standardization, schema matching and data mediation. A lack of standardization during the design phase and development phase of a program can very well lead to the lack of interoperability[11]. The next level embraces services and is called service interoperability. At this level, the aim is to make applications and services that were developed independently to be able to work together and exchange information and services between each other. The third level is called process interoperability, and its goal is to increase cooperation between processes. The processes should be able to use each other and thereby deliver services to each other. To clarify the difference between a process and a service; a process is several services or applications connected. A fourth level is called the business level and is the interoperability between businesses.

Several approaches are defined for interoperability[14, 8]. These approaches are defined for both enterprise internal-interoperability, but also for cross-enterprise interoperability. The three different approaches are integrated approach, unified approach, and federated approach. These three differ in a manner of how strict the rules of the cooperation using interoperability are. For the integrated approach, there exists a common format which models are to be made out of. This needs to be followed strictly, and before work, the format must be agreed upon by all involved parties. Some examples of standards that can be used are HTTP, HTML or XML[3]. The second approach is the unified approach where there exists a common format, but not a strict one. At this approach, there is a need for mapping between models for interoperability. The third and final approach is called the federated approach, and in this approach, no common format is defined. This is the weakest form of the three approaches, and modifications need to be made continuously, but it also means that there is no need for agreeing on a common format. Making adjustments converting the interface of one product into another product’s interface can be solved by using a “broker” or a middle-ware.

There are different ways to achieve interoperability within software[11, 14]. Product testing is a technique, where different products that are developed using common standards are tested to see whether the interoperability was successful. Another technique is product engineering, where products are developed using the same standards and that are designed to interoperate with other products.

When an enterprise grows and consists of several departments, services, processes and systems it might be time to enhance interoperability. Having systems that work together efficiently can spark collaboration processes and open innovations[16]. Interoperability can be planned at any time in the life of an enterprise, but the earlier it is implemented, the easier it is to maintain. When an enterprise is in an ever-changing environment, interoperability will make it possible for the enterprise to solve organizational challenges faster[16, 16], and thereby compete.

Several challenges come with interoperability. Some of them are the ability to process data from heterogeneous sources and information systems; another is to have the resources required to integrate other systems[6]. Because of the difference in formats and standards between different systems and technologies, there is a challenge for handling data sent between systems. Often there is no possibility for “instant integration.” A technological barrier can be such as incompatibility between information technologies, such as infrastructure, platforms and architecture[14, 8]. Due to an oversupply of standards and heterogeneous platforms for hardware and software as well as other reasons, interoperability has become a challenge for enterprises[3].
13.3 Technologies

There are developed several interoperability frameworks which contain concepts, assumptions, and practices which can help with interoperability issues. There is a definition of interoperability frameworks which is made by The European Interoperability Framework, and it is as follows:

“An interoperability framework can be defined as a set of standards and guidelines that describes the way in which organizations have agreed or should agree, to interact with each other. An interoperability framework is, therefore, not a static document and may have to be adapted over time as technologies, standards and administrative requirements change”[RCL14]

Figure 5: Interoperability within an enterprise and with other enterprises[Wik18]

Figure 5 shows the different levels of interoperability both within an enterprise and towards other enterprises. In the coming sections, we will look at different interoperability frameworks.

13.3.1 IDEAS

The Interoperability Development for Enterprise Application and Software (IDEAS) Framework is a framework that was developed by the IDEAS project[CDV08, CD03]. The framework aims to reflect upon how to achieve interoperability on different levels, and IDEAS defines interoperability as the capability of interactions between the software applications at an enterprise[DCV05]. The framework has several different layers which are the application layer, the data layer, the business layer, the knowledge layer, and the communication layer. These layers help enterprises make decisions, operate and exchange information between each other[LW06]. It is stated that interoperability is achieved if interoperability is fulfilled in at least three levels[DCV05]. In figure 6, we can see the IDEAS framework presented where each of the layers are present.
13.3.2 ATHENA Interoperability Framework

The ATHENA Interoperability framework is a framework that was developed by the ATHENA integrated project [CDV08, BEF*07]. The framework was developed for software systems and enterprise applications [LW06]. The ATHENA framework has a different aim than the IDEAS framework in a way where its aim is to analyze and understand requirements and business needs. The framework also aims to provide a model-driven solution approach to interoperability problems. It reaches its aim by providing guidelines, principles, and patterns, which can all be used for interoperability problems.

Similarly to the IDEAS framework, the ATHENA framework also has application, data and communication environments. The framework offers tools and communication platforms for the development of systems and enterprise applications [LW06].
Figure 7: ATHENA Interoperability Framework\[RCL14\]

Figure 7 presents the ATHENA framework and the different levels of it, which are the conceptual, the applicative and the technical level. The focuses within the three different layers differ, where the conceptual level is focused on concepts, models, and metamodels, the applicative level focuses on methodologies, standards, and domain models, and lastly, the technical level focuses on technical development and the ICT environment\[Pet14, JKL07\].

Figure 8: Conceptual level of ATHENA Framework\[Pet14\]

Figure 8 presents the conceptual level of the ATHENA framework. The same levels as discussed in section 13.2 can be seen on each of the gray boxes. The conceptual level provides a bottom line for putting different aspects of interoperability into system\[Pet14\].

13.4 Summary

This chapter has presented and furthermore explained the capability interoperability from the framework for proactive enterprises. Approaches and different levels of interoperability have been presented, and the four different levels of interoperability are data, services, processes, and business. To collaborate with other enterprises using technology, interoperability is a prerequisite. It is stated that when an enterprise is growing, interoperability becomes more important, and focusing on interoperability should be done from the beginning of. Following standards or using brokers can help maintain and achieve interoperability. Under section 13.3, two interoperability frameworks were presented, which can guide enterprises in the hunt for interoperability. Other frameworks also exist, but was not discussed in this thesis such as the Enterprise interoperability framework\[Che06\] and the LISI reference model\[G+98\].
14 Awareness

This chapter will present approaches and technologies for awareness.

14.1 Definition

"knowledge or perception of a situation or fact." [Goob]

14.2 Approaches

As described in the framework for proactive enterprises, there are two types of awareness an enterprise needs to consider. Internal awareness includes the factors within enterprise borders, such as technical infrastructure, learning capabilities, organizational structure but also system awareness. The other type of awareness important to an enterprise is external or environmental awareness which includes market or collaboration opportunities and environmental threats amongst others. Being aware increases the readiness for change for an enterprise [BDLB14].

A SWOT analysis is a tool used by businesses to identify strengths, weaknesses, opportunities and threats [Win18, HW97]. A SWOT analysis helps increase both the internal and external awareness by looking at the internal structure and the external environment. A SWOT analysis can also be referred to as an environmental scan because of its nature [SCK03]. Table 19 shows a setup for a SWOT analysis.

<table>
<thead>
<tr>
<th>Internal assessment</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Where we can outperform others</td>
<td>Where can others outperform us</td>
</tr>
<tr>
<td>External assessment</td>
<td>Opportunities</td>
<td>Threats</td>
</tr>
<tr>
<td></td>
<td>How we might explore the market</td>
<td>What/who might take our market</td>
</tr>
</tbody>
</table>

Table 19: A setup for a SWOT analysis [SCK03]

SCOPE is a planning method where several factors are taken into account. These factors are the situation, core competencies, obstacles, prospects, and expectations [Win18]. Utilizing SCOPE planning gives an enterprise a wider awareness than only using a SWOT analysis as it can provide more information. As mentioned there are five different factors [Riv16]. Situation goes for the background scenario an enterprise potentially can have. The core competencies mean the strengths that an enterprise possess internally that can give them a better position externally, while obstacles are the external factors that may threaten an enterprise and its position. Prospects and expectations are both about outcomes where prospects are favorable outcomes and expectations are realistic outcomes.

SOAR is an analysis tool that focuses on the positive. It does not look at the weaknesses and threats at an enterprise. It does so by identifying strengths, opportunities, aspirations, and result [Win18]. Table 20 shows a setup for a SOAR analysis.

<table>
<thead>
<tr>
<th>Strategic inquiry</th>
<th>Strengths</th>
<th>Opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What are our greatest assets</td>
<td>What are the best possible market opportunities</td>
</tr>
<tr>
<td>Appreciative intent</td>
<td>Aspirations</td>
<td>Results</td>
</tr>
<tr>
<td></td>
<td>What is our preferred future</td>
<td>What are the measurable results</td>
</tr>
</tbody>
</table>

Table 20: A setup for a SOAR analysis [SCK03]

There is another approach for staying environmentally aware [BDLB14]. It bases itself on three
general steps which include that threats are identified, understanding the threats and the sources of the threats and lastly the size of a threat they impose on an enterprise is defined.

An enterprise should be continuously aware, both internally and externally to detect changes fast. Being continuously aware of environmental changes puts an enterprise in a good position concerning acting on them. An enterprise needs to be aware of changes and new opportunities in the environment and market that it operates in. This is not always easy. The approaches described are static methods where actions are needed to be taken.

14.3 Technologies

The last section presented approaches for analyzing an enterprise to increase awareness both within the enterprise borders and outside of them. This section will look at some techniques an enterprise can use to take advantage of technology to be aware of the situation they are in.

14.3.1 Collection of sensor data

An enterprise can use technology to stay more aware of their situation, and especially for internal awareness, sensors can be used to capture an enterprise’s situation[Has11]. Gathering information in itself is not enough to increase the awareness, so such an approach must be combined with other capabilities such as perceptivity, which is explained in chapter 15. For example for enterprise machine statuses, sensors and IoT technology can be used to gather information about components which can be used by intelligent systems to understand the situation for each machine[HB11].

In the framework for proactive enterprises, there is included internal system awareness where it is specified that this means that sensors are used to capture the real-time state of components in enterprise systems. The use of sensors to capture this kind of data is the base foundation for predictive maintenance as it gives enterprises real-time opportunities to view the current state of all the components in their systems and based on the data collected, decisions can be made to act upon a bad state[KG09]. As we will see later in part VI, Business A is using sensors in their enterprise machines to monitor the different components in their machines continuously. The machines send status reports to the enterprise servers which can then handle the data.

Figure 9 shows an example of where sensors are used to monitor components in a machine. One sensor each is placed on three different vital components of the machine. Each of these sensors monitors the state of the component they are assigned based on which type of sensor it is. The sensor data is collected and sent to a cloud service which can present it to the enterprise.
14.4 Summary

This chapter has presented approaches and technologies connected to awareness of an enterprise. There has been a presentation of several tools and approaches that could be used by an enterprise to increase both the internal and external awareness such as SWOT, SOAR, and SCOPE among other. The chapter stated that an enterprise should be continuously aware of their internal and external situation, and concerning technology, a way to increase awareness is to use and take advantage of sensor data. For increasing internal system awareness, collection of sensor data was presented as a technology that can be used to accomplish this.

15 Perceptivity

This chapter will present approaches and technologies for perceptivity.

15.1 Definition

"having or showing sensitive insight."[Gooc]

15.2 Approaches

As enterprises gather and generate enormous amounts of data, it is vital that they be able to make meaning out of it by analyzing it and making it available for the intelligent systems or managers who make decisions. This will make it valuable for them, and they can explore and find new opportunities through analyzed data, but this requires that the enterprises be able to handle and store big data[MPCAF15]. There are two different approaches to data processing, which is historical and real-time analysis[MSB+14b, WMC+16, LAK+15]. These approaches can also be called in-batch processing and in-stream processing[ZWLS15].
To fully take advantage of data, it is essential to be able to handle, organize and analyze data from heterogeneous sources. Part of the data gathered will be raw business knowledge, which will need to be transformed into business intelligence\[LAK+15\]. Extracting value out of data is time-consuming and can be difficult. There are several aspects of the value of data that can be extracted, such as actionable knowledge, return on investment, business value and how it can be of value for a customer\[SS17\].

For doing real-time data processing, several layers can be used\[ZWLS15\]. These are the data and analytics layer. The data layer consists of cleansing and gathering data, while also including the storage of data. While an enterprise is cleaning the data that it processes, it is important that they do not filter away too much useful information by making the granularity too small. It is also essential that they do not let too much irrelevant information pass the cleaning process\[ZWLS15\]. The analytics layer’s primary purpose is to do some fundamental data analysis, preparing data for the intelligent systems. The analytics layer can also prepare the data for managers to aid them in decision making. There are several ways that the analytics can be done, some techniques are SQL queries, data mining, statistics, decision analysis, optimization, visualization and machine learning\[SS17\]. When data processing is done, the results can be handled in several different ways. If an enterprise possesses intelligent systems, then the data can be prepared in such a way that it is ready to be sent to the intelligent systems. The intelligent systems can then help managers make decisions or make decisions themselves based on the data they are given. In case of a lack of intelligent systems, the processed data can be visualized for managers and thereby help them make decisions off of the data. The data can be presented to managers in the form of graphs, reports or similar\[SS17\].

An enterprise should invest in data analysis tools when they generate or need to process vast amounts of data where they want to find hidden patterns or assist their managers in some way when it comes to decision making.

### 15.3 Technologies

There are a collection of tools that can be utilized when it comes to perceptivity and making meaning of data gathered. The following subsections will present some of them.

#### 15.3.1 Apache Spark

Apache Spark is an analytics framework that is designed to handle large-scale analytical processing\[SS17, ZWLS15\] fast. It has been an Apache top project since February 2014 and is an open-source project that over 30 companies have contributed to through more or less 150 software engineers. Apache Spark is used for fast and repeatedly (near) real-time processing of data\[SS17\]. Spark works well for machine learning and is designed to be able to work on top of the Hadoop Distributed File System\[SKRC10\]. Since the framework uses in-memory technology, it can query between one and two terabytes of data in one second, promising speeds up to 100 times faster than Hadoop Map/Reduce. Apache Spark supports ETL (extract, transform, load), machine learning, graph computation and stream processing\[SS17\].

Examples of how to use Apache Spark can be found here:

https://spark.apache.org/examples.html

#### 15.3.2 Hadoop Map/Reduce

While Spark is more designed for (near) real-time analytics, Hadoop Map/Reduce performs well for batch applications and was created to analyze big data\[SS17\]. Hadoop is designed in a way where it can combine and handle unstructured data in several ways to prepare it for data mining or other analytics tools. Tasks are run in parallel on thousands of nodes\[Had13\] and the framework
handles scheduling of tasks, as well as overlooking tasks, and if some tasks fail, the framework makes sure to try to re-run them.

When it comes to big data analytics, Hadoop has become one of the big standards, but in its earlier versions, Hadoop struggled with performance problems. These problems are now history and Hadoop can be used with many techniques to boost performance. As Apache Spark, Hadoop is also open-source and is a version of the algorithm Map/Reduce. By utilizing the Map/Reduce algorithm, Hadoop can do automatic parallel data processing. Figure 10 shows how the MapReduce algorithm works and presents how Hadoop MapReduce can be used to analyze data. The output of the algorithm is preprocessed data.

A tutorial for using Hadoop Map/reduce can be found here:

https://hadoop.apache.org/docs/r1.2.1/mapred_tutorial.html

15.3.3 Amazon Elastic MapReduce

Amazon EMR is a product delivered by Amazon Web Services. The service makes it easier to process vast amounts of data in a quicker and more cost-effective manner. Some of the use cases that Amazon EMR can handle are data transformation, machine learning, web indexing and financial analysis amongst others. Amazon EMR is easy to use, and a cluster can be up and running within minutes. Costs generated by Amazon EMR only comes through what an enterprise use and using the Amazon Web Services security settings, the cluster is secured.

EMR can be configured to use with Hadoop to distribute the data analytics across a cluster of Amazon EC2 instances, while another option lets an enterprise use EMR with Apache Spark. Several other tools can be used in combination with Amazon EMR which makes it user-friendly and flexible.

How to get started using Amazon Elastic MapReduce can be found here:

https://aws.amazon.com/emr/getting-started/

15.4 Summary

This chapter presented approaches and technologies for the capability perceptivity from the framework for proactive enterprises. The chapter stated that for enterprises to take advantage of the
data they have, it is crucial that analysis is done to fully understand what the data can be used for and what more information it contains. It was also stated that an enterprise should focus on perceptivity when they possess a vast amount of data and would like to take advantage of the information it holds. Technologies such as Apache Spark, Hadoop Map/Reduce and Amazon Elastic MapReduce was introduced shortly to guide enterprises in the direction of technologies that can be used for data analytics.

16 Prediction

This chapter will present approaches and technologies for prediction.

16.1 Definition

"say or estimate that (a specified thing) will happen in the future or will be a consequence of something." [Goof]

16.2 Approaches

Being able to predict outcomes is an increasing capability within computer science [Dha13]. Several approaches can be used for predictions, and one of them is machine learning. Since there was done a more in-depth literature review of machine learning before starting the master thesis, it is referred to chapter 11. The reason this literature review was done prior to the work of the master thesis itself was that of the development of the prototype presented in part VI using machine learning.

Complex event processing (CEP) is another approach that can be taken for prediction. Vera Goebel stated a definition for complex event processing;

"event processing that combines data from multiple sources to infer events or patterns for complicated situations." [Goe16].

The definition shows that CEP uses information from several sources to combine them and predict outcomes. CEP is already integrated and makes a difference in different areas such as energy management, logistics, manufacturing, and finance [BK09]. CEP systems are robust and handle a high throughput of events in near real-time [Tec12].

The input to the CEP systems are events, and an event is described as such by David Luckham; “an object that is a record of an activity in a system” [Luc02]. An event can be described as a change of state of an object. The events that come in are lower-level events which means that they have information of certain things at specific points in time. The output of CEP systems comes from pattern matching [Rob10] and are complex events. Complex events consist of information from several lower-level events and are also called high-level events. During the pattern matching, events are filtered away if they are not relevant for the output desired, but higher-level is also created by using information from lower-level events.

Combining CEP with automated decision makers would be a way to improve prediction and intelligence within an enterprise [Rob10]. Decision makers, whether they are automated or people, could react upon the outcomes of the CEP, and thereby make decisions faster, concerning changes that have been made. This improves the proactive capability of an enterprise.

Figure 11 shows an example of how CEP technology can be used for predictive maintenance. The CEP system receives events from sensors registered with an enterprise machine and based on the input; the CEP system predicts a new event which is presented to the decision makers so they can react to it. An example of how CEP can be combined with predictive maintenance can be found in a article by Petersen et. all [PvdKP16] where they introduce predictive maintenance for the production line of an enterprise.
Figure 11: CEP and predictive maintenance

Figure 12 shows a process for complex event processing, where there are five blocks. The first block represents the event input, which can consist of several different sources including, amongst others, databases, feeds, event stores, and web services\cite{tec12}. The preprocessing block cleans and prepares the data for the next step which is the pattern matching. The preprocessing step is essential as every type of event input might have its format, but to make a general pattern matching there is a need for the same format on all events. Post-processing is done to make the output data fit back into the event databases or targets, meaning that the events go back to there original format. Only the events that make it through the pattern matching step makes it to the post-processing step.

When an enterprise is in need of being able to predict the future or they want to be able to save money through predictions they can start using prediction technologies to achieve that. As stated in chapter 10, for example, predictive maintenance can save an enterprise’s money in the long run. With today’s technologies, starting to utilize prediction ability is not necessarily so expensive and does not require expertise in the field.

16.3 Technologies

The following sections will present some technologies that can be used for prediction. Amazon Sagemaker and Apache Spark both use machine learning to make their predictions, while Oracle Complex Event Processing and StreamBase use complex event processing and pattern matching to do the same.

16.3.1 Amazon Sagemaker

Amazon Sagemaker is a machine learning tool delivered by Amazon Web Services\cite{aws18}. It is available as a service on the AWS platform. Sagemaker is designed to make it simpler for developers and computers scientists to train and deploy machine learning models for their use cases\cite{ser18c}. While using Sagemaker, there are typically three stages that need to be handled; generate example data, train a model and deploy a model. While doing machine learning, a huge part of the work is done by preparing data. This is typically done in three stages\cite{aws18}; fetch, clean and prepare.
First, the data needs to be fetched from somewhere. It might be a public dataset or a private one. The next step, cleaning the data, will consist of making the data consistent if different values are used for the same attribute or if some values are missing and so on. This is all done to have a better prediction model. Data preparation can also be done where for example attributes are combined to make a better prediction model.

For training the model, a machine learning algorithm needs to be used. Amazon provides a set of out-of-the-box solutions that can help the developers. Evaluation of the model that is created through the training can be done through Sagemaker as well.

Deploying the model and taking it into use is comfortable with Sagemaker as they let the developers host an endpoint where data will be sent in, and a prediction will come back.

![Machine learning workflow on Amazon Sagemaker](AWS18)

16.3.2 Apache Spark

A brief introduction for Apache Spark is done in section 15.3.1, but then for the capability perceptivity. An explanation of how this technology can be used in concern with prediction will be given. In addition to data analysis and data processing that Apache Spark can handle is also iterative machine learning tasks[MBY+16]. Spark has an open-source library for machine learning which is called MLlib11, which includes a range of machine learning algorithms and features to be used for machine learning. The library has more than 50 common machine learning algorithms that are included[ZXW+16].

One of the clear advantages of Apache Spark and machine learning is the integration with data analysis and processing. This combines the data preprocessing that is required before putting data into a machine learning algorithm and the actual training.

16.3.3 Oracle Complex Event Processing

Oracle Complex Event Processing is a low-latency and complete solution for building event-driven applications[Cha06]. Oracle CEP is based on Java and build applications which can filter and process events in real-time[Gui, Tec12]. By utilizing technology like Oracle CEP, enterprises can have their applications run real-time intelligence and take advantage of rapid predictions based on patterns.

11https://spark.apache.org/mllib/
Based on user-defined rules, Oracle CEP can connect a vast amount of data to events which can help decision making for an enterprise[Gui]. Typically, the amount of events that are constructed during the complex event processing is far less than the number of input events that are taken into the system. The reason is that many events are filtered away as not relevant.

16.3.4 StreamBase
StreamBase is a product delivered by TIBCO Software Inc.\textsuperscript{12}. The tool is high-performance and can be used to build applications for analyzing and reacting to real-time data[Inc18, Nam15, Tec12]. It is based on complex event processing and can help enterprises with predictions. By utilizing StreamBase, enterprises can set-up real-time systems quickly and reduce the cost and time of deployment that the components can promise[Tec12].

The tool supports an enterprise in the detection of significant events and can help them react to them in real-time. By reacting to it, an enterprise can adjust to the changes and update processes based on information provided by StreamBase and by business goals. IoT brings much potential when it comes to gathering and analyzing data, and StreamBase can help an enterprise process all of this information.

16.4 Summary
This chapter has presented the capability of prediction defined in the framework for proactive enterprises. The chapter presented different approaches when it comes to prediction which were machine learning and complex event processing. Machine learning had been presented earlier in the thesis, and this chapter, therefore, refers to it, while complex event processing gets its introduction here. Two technologies were introduced for machine learning which were Amazon Sagemaker and Apache Spark with the MLlib library. For complex event processing, there were also two technologies that were presented, and they were Oracle Complex Event Processing and StreamBase. These technologies can be experimented with by enterprises which want to start using prediction within the enterprise.

17 Intelligence
This chapter will present approaches and technologies for intelligence.

17.1 Definition
"the ability to acquire and apply knowledge and skills."[Gooc]

17.2 Approaches
Decision support systems (DSS) are systems that can aid managers or other responsible decision makers with decision support[YTLT01]. The system itself can suggest a solution to a given problem based on the information it has, or it can help display information in a new way so that decision can be made easier by the ones in charge. There are mainly five different categories of DSS: data-driven, model-driven, knowledge-driven, document-driven and communication-driven[Pow00, PS07].

An approach that can be used for DSS is web-based DSS. A web-based DSS is a system that can help with decision support based through a web-browser[Pow00], which makes it accessible from more locations and for more people, in some cases including enterprise customers[Pow00]. A web-based DSS can implement any of the previously mentioned categories of DSS[PS07]. Such an approach for this kind of system can retrieve and analyze data by accessing large multidimensional or relational databases that the enterprise has. The system can also access trained prediction models which can

\textsuperscript{12}https://www.tibco.com
contribute to the decision support. The fact that the decision support is available online through a browser has helped reduce previous barriers such as accessibility.

Figure 14 shows a typical architecture for a web-based DSS. The system is accessed through a browser, which makes it accessible for more people. Through the server, the browser has access to the model(s) which can provide decision support.

![Figure 14: Architecture for a web-based decision support system](image)

A type of DSS is as mentioned model-driven DSS. It does not require vast amounts of data to work properly in contrast with prediction models made through machine learning. The model-driven DSS can present its solutions based on information that is given to it by the responsible decision maker, and the information can easily be altered so that a decision maker can see the sensitivity of an outcome. A model-driven DSS provides its decision support through uses of models such as algebraic, simulation, financial and optimization to mention some. Another type of DSS is data-driven DSS. A data-driven DSS has another approach where it takes more advantage of real-time and historical data that an enterprise has either internally or externally. An example of data-driven DSS is business intelligence systems. Easy access to data is key to having a successful data-driven DSS.

Intelligent decision support systems are systems that take advantage of artificial intelligence to enhance their decision support. Intelligent DSS is natural to combine with data-driven DSS as they contain a lot of data which can be utilized by artificial intelligence. The intelligent DSS should also be able to provide feedback to improve the prediction model. Prediction models can be obtained by using the technologies presented in chapter 16. In an article by Fernandes et al., they provide an example of an intelligent DSS that can help predict the popularity of news articles before they are released. For an intelligent DSS to work correctly, it is essential that domain experts help prepare the data before it is given to the system.

17.3 Technologies

The technologies that can be used for intelligent decision making are similar to the ones that can be used for prediction. Machine learning and artificial intelligence are techniques that are used for supporting decision makers in making a decision. Complex event processing is also a technology that can be used and for the technologies that are relevant to the intelligent capability within the framework for proactive enterprises it is referred to chapter 16.

17.4 Summary

In this chapter, several approaches have been presented to the intelligent capability defined in the framework for proactive enterprises. The intelligent systems in an enterprise need to be able to make smart decisions based on the input they get from either the colossal amount of data they can process or through prediction systems if an enterprise has those. Decision support system (DSS) can aid decision managers or the systems themselves can make the decisions. There are in general five different types of DSS, which are data-driven, model-driven, knowledge-driven, document-driven and communication-driven. All of these types of DSS can be implemented through web-based DSS which makes the systems more accessible to decision-makers and stakeholders. Intelligent DSS are decision support systems that utilize artificial intelligence to make smart decisions. Some of the technologies that can be used for intelligent decision support systems are through machine learning and complex event processing and are presented in chapter 16.
18 Action

This chapter will present approaches for the capability action.

18.1 Definition

"the fact or process of doing something, typically to achieve an aim." [Goos]

18.2 Approaches

There are several ways an enterprise can act upon the information that has been processed, analyzed and handled. An enterprise can possess automated processes that can perform actions based on rules decided [FAB+11]. This means the process can be done without human interaction. Another way an enterprise can act is with human interaction. Based on the intelligent systems described in the earlier sections, reports and visualizations can be presented for managers and reports can be generated and sent to the decision making responsible. The intelligent systems can propose different solutions, or they can decide a final solution that should be implemented or acted upon. The actions that are taken, either manually or automated, needs to be aligned with the business goals the enterprise has [PvdKP16]. The action phase should also contribute with feedback to the intelligent systems on the results and consequences of the actions [CRVP01]. This will secure continuous learning and keep the intelligent systems improving.

In addition to how actions are performed, either through human interaction or automated processes, there is another aspect of acting. The time that actions are done is crucial for enterprises and can mean a big difference for them. Actions can be taken reactively, meaning nothing is done until it is in fact needed. An example of this could be if maintenance is done on a machine when a component fails, or other failures occur which takes the machine out of service. The other way an enterprise can act is proactive, which means actions are taken before something happens. An example would be to perform maintenance on a machine that is still working, but maintenance is done due to predictions that a machine will go out of service in the near future. Unplanned stops can then be prevented. To clarify, proactive actions are done ahead as an enterprise is able to predict the problem and take timely action to minimize risks and damage. Technologies such as machine learning and complex event processing (explained in chapter 16) can help an enterprise become proactive.

An example of how automated actions can be helping an enterprise is the introduction of an automated production line. Several advantages can be achieved when automating a product line within an enterprise such as low unit cost, automated material handling, and high production rate [Zha14]. Other advantages are that human resources are freed up so they can focus on other tasks and improve. Some disadvantages are that an automated production line typically requires a high initial investment and that the product line can be less flexible for product changes [Zha14].

18.3 Summary

This chapter has looked at approaches for the capability action defined in the framework for proactive enterprises. The chapter states that actions can be taken either automatically with machines and robots or through human actions. The actions taken should provide feedback, so it is possible to learn from them and use this information to improve as an enterprise. The chapter also discussed the time of when actions can be taken in an enterprise, where the main difference was in whether actions were taken reactively or proactively.

19 Extroversion

This chapter will present approaches and technologies for extroversion.
19.1 Definition

"The ability to open boundaries and collaborate with other enterprises"

19.2 Approaches

Extroversion as defined in the framework for proactive enterprises was about how an enterprise opened its boundaries and welcomed collaboration with other enterprises. It was about how they could go together to make collaboration networks to be able to deliver products they usually would not be able to do by themselves. With extroversion, enterprises will be able to share knowledge, resources and sometimes they might even share risks\cite{PvdKP16}. To be able to be extrovert, there is a necessity of a willingness to interoperate or communicate and collaborate. Approaches that can be taken to ensure extroversion are open innovation and co-creating with customers. Extroversion is not necessarily across organizations, but it can also be with customers or the whole value chain.

Being able to achieve extroversion can generate numerous benefits\cite{RCL14}, such as successful collaboration processes and thereby probable new markets to explore and take advantage of. Other benefits are improved efficiency as well as more accessible information\cite{WMC+16}.

Extroversion faces some challenges\cite{LW06}. There is a need to be able to create a win-win-situation, meaning that all enterprises involved will gain on the collaboration. Enterprise partners not trusting each other is also a challenge. Questions such as who is responsible for what and who has the authorization to do what can be asked to clear things\cite{CDV08}.

Social technologies are an approach that can be taken to be extrovert. Social technologies are defined as “software that supports the interaction of human beings and production of artifacts by combining the input from independent contributors without predetermining the way to do this”\cite{SN08}. From this definition it is possible to see that collaborators in social technologies not necessarily know each other\cite{MWBR11}. This can lead to increased collaboration and knowledge sharing, as well as peer-to-peer learning\cite{ACZ13}. Social technologies have had an exponential growth in recent years with potentially hundred of millions of contributors\cite{MWBR11}, and there is also an increasing interest in sharing professional achievements through social technologies\cite{Yan08}. Other advantages are improved knowledge exchange, application of situational context, increased process transparency and process requirements integration, and examples can be wikis and blogs amongst others\cite{MWBR11}.

19.3 Technologies

This section will present some technologies that can be used to work towards extroversion. The technologies presented are collaboration tools that can be set up between several businesses.

19.3.1 Microsoft Sharepoint

Sharepoint is a team collaboration tool provided by Microsoft. It has support for document management, which gives opportunities such as reviewing, editing and knowledge sharing\cite{RL02,DR13}. The tool enable employee collaboration not just within enterprise borders, but also cross-enterprise. Enterprises are able to collaborate cross-enterprise through the creations of so-called extranets\cite{tea18a}. Within an extranet, several enterprises can collaborate as if they were in the same enterprise. There can be direct messages between the employees in the different enterprises and they are able to share knowledge with each other. Through the extranets, enterprises are able to restrict access to information that is only relevant within the collaboration\cite{tea18a}. The tool provides collaboration opportunities such chats, white-boards and document sharing as well. A general name for these technologies are e-learning\cite{LRSS03}.

Figure 15 shows a possible setup for a system including Microsoft Sharepoint. An enterprise has
a Sharepoint platform, where it is connected to its collaborators through the extranets created. Through the extranets, they are able to give the collaborators restricted access to only files relevant to them among other collaboration possibilities.

![Microsoft Sharepoint architecture](image)

**Figure 15: Microsoft Sharepoint architecture**

### 19.3.2 Azure AD B2B

Azure AD B2B is a tool from Microsoft that provides business-to-business collaboration capabilities. The tool was launched during 2017, and already have more than 8 million individual users[Sim18]. Azure AD makes it easy for enterprises to work across borders and share knowledge and information with other enterprises, no matter the size[Woo18b]. Through the tool, enterprises are able to give access to documents and other files to their enterprise partners[Woo18a]. Even when providing access, the enterprise itself can maintain absolute control over their own resources.

Azure AD B2B is designed to work with any partner, even though they might not have Azure AD B2B themselves[Woo18b]. Collaborating with either Azure AD users or non-users, both are easy and straightforward. Enabling connections are invitation-based and users that do not have Azure AD already will be given the opportunity to create an account.

As for Microsoft Sharepoint, Azure AD B2B also provides chat opportunities between enterprise partners which can make collaboration and knowledge and information sharing easier[Sta17].

### 19.4 Summary

This chapter has presented approaches and technologies that are relevant for the capability extroversion. Approaches that were defined were open innovation, co-creation and social technologies. Two social technologies were presented that could be used for enhancing extroversion, which were Microsoft Sharepoint and Azure AD B2B. These are both technologies that can be used for team collaboration cross-enterprise. For an enterprise to succeed with extroversion their is a need for a willingness to collaborate and open enterprise borders.

### 20 Summary

Table 21 shows the different approaches and technologies that are identified for the different capabilities within the framework. The enhanced framework will be presented in section 28.1.
<table>
<thead>
<tr>
<th>Capability</th>
<th>Approaches</th>
<th>Technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralization</td>
<td>• Spread decision making</td>
<td>• Slack</td>
</tr>
<tr>
<td></td>
<td>• Knowledge sharing</td>
<td>• Skype for business</td>
</tr>
<tr>
<td></td>
<td>• Setting restrictions for departments</td>
<td>• Microsoft teams</td>
</tr>
<tr>
<td>Interoperability</td>
<td>• Communication protocols</td>
<td>• IDEAS</td>
</tr>
<tr>
<td></td>
<td>• Standardization</td>
<td>• Athena Interoperability Framework</td>
</tr>
<tr>
<td></td>
<td>• Integrated approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Unified approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Federated approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Use of broker</td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>• SWOT</td>
<td>• Sensor data</td>
</tr>
<tr>
<td></td>
<td>• SCOPE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• SOAR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Data analysis</td>
<td></td>
</tr>
<tr>
<td>Perceptivity</td>
<td>• Historical data analysis</td>
<td>• Apache Spark</td>
</tr>
<tr>
<td></td>
<td>• Real-time data analysis</td>
<td>• Hadoop Map/Reduce</td>
</tr>
<tr>
<td></td>
<td>• Machine learning</td>
<td>• Amazon Elastic MapReduce</td>
</tr>
<tr>
<td></td>
<td>• Complex event processing</td>
<td></td>
</tr>
<tr>
<td>Prediction</td>
<td>• Decision support system</td>
<td>• Amazon Sagemaker</td>
</tr>
<tr>
<td></td>
<td>• Intelligent DSS</td>
<td>• Apache Spark</td>
</tr>
<tr>
<td></td>
<td>• Model-driven DSS</td>
<td>• Oracle CEP</td>
</tr>
<tr>
<td></td>
<td>• Data-driven DSS</td>
<td>• StreamBase</td>
</tr>
<tr>
<td>Intelligence</td>
<td>• Human interaction</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>• Automated processes</td>
<td></td>
</tr>
<tr>
<td>Extroversion</td>
<td>• Social technologies</td>
<td>• Microsoft Sharepoint</td>
</tr>
<tr>
<td></td>
<td>• Open innovation</td>
<td>• Azure AD B2B</td>
</tr>
<tr>
<td></td>
<td>• Co-creation</td>
<td></td>
</tr>
</tbody>
</table>

Table 21: Approaches and technologies for each framework capability
Part VI
Prototype development - Predictive maintenance system

This part will present the development process and evaluation of the prototype developed for Business A. The prototype is developed for being used within predictive maintenance on their enterprise machines. The prototype will be a prediction model that will be able to classify whether an enterprise machine is likely to fail within the near future.

The enterprise will be presented, and an evaluation of them using the framework for proactive enterprises prior to the prototype will be done. A description of the problem at hand and why it can be vital to them, as well as the data received from them, will be presented. Possible architecture and technologies are shown in this part, and the development process is explained. The part is finalized by giving a proposed solution and a chosen algorithm.
21 Enterprise presentation

The enterprise, Business A, that collaborated with the author provided the data used for the machine learning is within the recycling industry. Specifically, the enterprise develops, manufactures and sells reverse vending machines (RVM). RVM’s are machines that accept bottles and cans to be returned after use by customers who have bought them. When customers return the items, they receive money or some other kind of currency they can use to buy products. RVM’s are typically stored in supermarkets and grocery stores and are easily accessible for customers. Due to the signing of a non-disclosure agreement, the enterprise will be kept anonymous throughout the thesis. Therefore, there will be no further presentation of their number of machines.

22 Evaluation of Business A prior to work with graph from research project

This chapter summarizes the results from the research project, where Business A was classified as a liquid enterprise by evaluating its proactivity level using the framework for proactive enterprises.

**NOTE! This section was also included in the research project report**

Business A is an enterprise with departments in several countries in the world. It develops and manufactures products for the recycling industry.

An interview was held with a worker from one of the departments which could act as a spokesperson for the enterprise. For the interview, an enterprise evaluation form was used, which can be seen in appendix A. The interview was approximately 45 minutes. The interview was done Wednesday 29.11.2017.

The interviewee said that Business A was run with a top-down approach with several layers of management. Business A has different departments that work in specific areas, but the enterprise does not have a flat hierarchy. Decentralization is present within their machines as different components have different responsibilities within the machines. Since Business A has a top-down approach, the enterprise does not score better than the value 4 for decentralization.

As for interoperability, the interviewee told that they have several systems which can collaborate and act together. Calculating transactions was one of the tasks the systems collaborated for. As seen later in this section, Business A collaborates with other enterprises to deliver products. With their systems, the enterprise scores 12 for interoperability.

Business A does have a presence of sensors monitoring the state of the different components within their machines. These sensors are used for generating status reports which are sent to the back office. The enterprise is also doing environmental awareness through governmental affairs and searching for new market opportunities. Due to this fact, the enterprise scores a 12 in awareness based on the framework for proactive enterprises.

Through these sensors and status reports, Business A gathers enormous amounts of data. This data is analyzed and made meaning of, and are to be used. This gives the enterprise a score of 12 in perceptivity, while they get a 0 in prediction. There was no or basic prediction done by systems which resulted in the score given for prediction.

When it comes to the capability of intelligence, the enterprise scores a 4 in the framework for proactive enterprises. This is reasoned by the fact that they do not utilize intelligent decision-making systems for optimized decision making. They do, however, discover, store and analyze behavior patterns.

For the most part, actions are taken reactively. However, for some parts of the product, a report is generated and given to workers about statuses. By doing this, the workers can act proactive and change components before breakdown. Since actions are taken proactively by humans, Business A scores 6 for the capability of action.
The enterprise does collaborate with other enterprises. The interviewee could tell a specific case where the enterprise collaborated with another enterprise to deliver a product where both enterprises contribute with expertise and information. Due to the collaboration, the enterprise scores an 8 for the capability of extroversion.

Based on the interview, the enterprise ended up with the values specified in table 22 and the graph in figure 16.

<table>
<thead>
<tr>
<th>Capability</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralization</td>
<td>4</td>
</tr>
<tr>
<td>Interoperability</td>
<td>12</td>
</tr>
<tr>
<td>Awareness</td>
<td>12</td>
</tr>
<tr>
<td>Perceptivity</td>
<td>12</td>
</tr>
<tr>
<td>Prediction</td>
<td>0</td>
</tr>
<tr>
<td>Intelligence</td>
<td>4</td>
</tr>
<tr>
<td>Action</td>
<td>6</td>
</tr>
<tr>
<td>Extroversion</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 22: Values for Business A during the development of the framework

Looking at the combinations specified in the combination box beneath the radar chart, we see that Business A has several weakness areas. Due to the lack of decentralization, prediction, intelligence and action we identify weakness areas to be proactivity, intelligence, the sensing capability and the enterprise are not classified as collaborative. Because the enterprise gets full scores on awareness and perceptivity, we can classify a strength as the enterprise being aware.

Comparing the results Business A got with the future enterprise types specified in the framework for proactive enterprises, the enterprise was placed between two enterprise types. These enterprise types are explained in chapter 5. This can be seen in figure 17. The two future enterprise types were liquid enterprise and partially proactive enterprise. Due to the lack of prediction and intelligence, the enterprise could not be classified as a partially proactive enterprise. Looking at the results Business A got, the framework suggests that an intelligent decision-making system can be integrated into the system to enable intelligence and prediction. Business A is already innovative and agile to some degree, but to further advance to a proactive enterprise, they need to reorganize and have a flat hierarchy to enable faster innovation and better agility.
Combination capabilities

Extroversion, decentralization, interoperability = collaborative
Decentralization, interoperability, awareness = agility
Awareness, perpectivity = aware
Awareness, perpectivity, prediction = sensing
Perceptivity, prediction, intelligence = intelligent
Prediction, intelligence, action = proactive

Figure 16: Results for Business A
Figure 17: Comparison of Business A
23 Problem description

To get a greater understanding of the importance of a prototype for predictive maintenance for the enterprise, the author had a structured interview with Business A. The template for the interview can be found in appendix C. Some of the questions they could not answer as they were too sensitive for the enterprise. Through the interview, it was also possible to map the value chain, which will be explained in the following paragraphs.

Figure 18 shows the enterprise value chain. The enterprise (tier 1) is manufacturing and maintaining RVM’s which they sell or rent out to their customers (tier 2). The customers of the enterprise are normally normal supermarkets, gas stations and similar. These are the direct customers to the enterprise. Naturally, the supermarkets and the other customers of the enterprise have customers themselves (tier 3). The customers of the supermarkets etc are normal humans living the everyday life. The prototype that will be developed will be inserted into tier 1, and will be a part of the back office that is within the enterprise. The RVM’s are located at tier 2, and the prototype will directly affect tier 2. The prototype will indirectly affect tier 3 through tier 2.

If a machine at tier 2 is out of service, that leads to customers at tier 3 begin unsatisfied, as they cannot use the machine at the current store they are at. An unsatisfied customer at tier 3 can lead to the customer going to another store to be able to use the machine there and also do their groceries there. This might also lead to the customer choosing to do this in the future as well. Another consequence of a machine out of service at tier 2 is increased maintenance costs and decreased income for the enterprise at tier 1. For the customers at tier 2, loosing customers and therefore loosing income might lead to unsatisfaction with the enterprise at tier 1. An unsatisfied customer at tier 2, a store, will result in the store to choose one of the enterprise competitors in the future when they are investing in RVM’s. If customers at tier 2 chose other suppliers, it results in the enterprise loosing customers and income.

Questions were asked of what type of maintenance Business A was conducting as of today, where they told that reactive, preventive and predictive maintenance all were used, but that maintenance mostly was done reactively. That opens doors for improvement and a need for predictive maintenance. To conduct predictive maintenance, much data is needed to be analyzed. The enterprise told that each machine produces 1-3 MB of data each day and that status reports are sent from the machines every third minute at least.
Due to enterprise sensitivity some questions about how often maintenance was required and how far ahead it had to be planned, how much it cost and how much of the yearly budget it consumed could not be answered.

### 23.1 Problem definition

The problem definition comes from the problem description. Several severe consequences are presented, which can be addressed by using predictive maintenance. Predictive maintenance can reduce the degree of the consequences by reducing downtime on the enterprise machines, and the affect it can have on the value chain are presented in section 26.1. The problem at hand is a binary classification supervised learning problem. It is a supervised learning problem as the desired outcome for each data row are present during training. The two classes which we are using are "running" and "not running," which indicates whether a machine is in or out of service. The problem has the following problem definition:

*Use the machine learning workflow to process and transform data from generated RVM status reports to create a prediction model. This model should predict likely RVM failure in the near future with 90% or greater accuracy.*

### 23.2 Dataset description

Business A provided data generated by their RVMs. In total, almost 300 GB was received from them which was uploaded to an S3 bucket on an AWS account. The 300 GB of data was divided into status messages sent by the machines to the enterprise back office where they are processed. There were seven different kinds of status messages, which was reporting different things. The following sections will explain the status messages further, but the information that can be provided is limited, and message names and similar have been censored. Each of the status reports will instead go by the abbreviation SR. All of the report types have timestamps and can be connected to a particular machine which is of use to connect the different report types and gather them to describe the state of a machine at a given time. Table 23 shows an overview of the status report types with a short description.

<table>
<thead>
<tr>
<th>SR</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR1</td>
<td>Information about RVM bin states</td>
</tr>
<tr>
<td>SR2</td>
<td>Information about customer session data</td>
</tr>
<tr>
<td>SR3</td>
<td>Lets back office know machine is still running</td>
</tr>
<tr>
<td>SR4</td>
<td>Information about RVM state</td>
</tr>
<tr>
<td>SR5</td>
<td>Includes notification messages about RVM state</td>
</tr>
<tr>
<td>SR6</td>
<td>Information about machine configurations</td>
</tr>
<tr>
<td>SR7</td>
<td>Information about component states monitored by sensors</td>
</tr>
</tbody>
</table>

Table 23: Business A dataset description

#### 23.2.1 SR1

Each type of RVM has a set of bins where items inserted are placed. It can be either bottles or cans, where the items are first compressed, so they occupy less space in the bins. The bins need to be emptied by store personnel for the machine to be able to function properly.

The machines typically have bins that are asserted to either bottles or cans. This assertion results in the machines needing to be emptied at a point where either the bins for cans or bottles are full. The store personnel is advised when the bins are full, and the store customer is not allowed to place any more items in the machine until at least one of the bins are emptied. If all bins, for either bottles or cans, are full for a machine at any time, that results in downtime for the machine and thereby unhappy customers that have to wait. The first status report type is concerned with the statuses of each of the bins in a certain machine. The status report holds the status of each
bin, as well as the estimated level within the bin. Another variable in this report counts all the items that have been sent to a certain bin since the last time the machine was reset.

From this report, the bin levels and statuses can be extracted which can help predict full bins before they go full. Being aware of that a bin (or all of them) might be full shortly makes it possible for a store employee to schedule the task better and empty it when he is idle.

23.2.2 SR2

The time span from when a store customer enters the first bottle or information until he receives the payment is called a session. The second status report type is about sessions. One report of this type corresponds to one session, with information about when it started, when it ended, the amount of value the customer got in total, as well as which method was used for payment. Each report also includes a list of items that are inserted into the machine during the session. A lot of information about each item is also presented, such as what type of item it is, the weight of the item and so on.

From this report type, extraction of the total count of sessions for a machine, the total time of session span and the total count of each of the payment methods can be done. All of these variables can wear out machine parts and are therefore essential to include in the data analysis.

23.2.3 SR3

The third status report type does not hold much additional information compared to the other status types; in fact, it does not hold any information that is not present in the other status report types. The report is a heartbeat report, and the point of it is just to let the back office know that the machine is up and running and connected to the internet. This report is sent from the machine to the back office at least every third minute, and it is mainly sent if none of the other report types are sent.

This report type can be used to know that the machine is up and running even when the other status report types are not sent. However, if a machine is not connected to internet, this status report type does not get buffered.

23.2.4 SR4

The fourth report type is about the state of a machine. It clarifies whether a machine is running or if it is down. If the machine is down, the report also presents a reason out of eight possible reasons alongside an error message which explains why the machine is not running.

This report type is crucial for the data analysis as it contains real cases of when the machine was not working and why it was not working. Furthermore, a machine will have the same state until the next status report of this type is sent. This helps in the data handling as assumptions can be made that the state will be the same until a new report has arrived.

23.2.5 SR5

A machine consists of several components that are put together to work together but have different responsibilities when it comes to the functionality of the machine. The fifth report type sends notification messages where severity is defined out of five possible. To further explain the notification, a message is included which reasons the severity type given and what the problem is. The report can also include which component is the one that is affected.

This report can be used in the data analysis as it, as the previous report, contains real cases of when the machine was not working and why it was not working.
23.2.6 SR6

The sixth report type holds information about machine configurations and will not be included in the data analysis. This is reasoned as such because the data analysis is concerned with physical machine state and not software state which can introduce bugs. It is also left out of the data analysis due to sensitive information that this report type holds.

23.2.7 SR7

The seventh and last report type presents information about component states monitored by sensors. Example of information provided is machine CPU temperature, dirt level on different components and so on. Another example is free disk space on the machine.

This report type holds a lot of information that can be of value for the data analysis. Variables such as CPU temperature can be crucial for predicting machine failure and will, therefore, be included in the data analysis.

23.2.8 Dataset summary

To be able to use all of this information in the data analysis, the report types need to be connected into one by using the information about which machine they belong to and the timespan they were sent in. The report types present a lot of valuable information in total, but there is also a lot of information which are not useful for the data analysis that will be removed from the final data that will be used for training the prediction model.

23.3 Description of scenario

The imagined structure for the enterprise when the prediction model can be used can be seen in figure 19. Each RVM machine generates the seven status reports as described in section 23.2. The status reports are sent to the enterprise back office where they are connected and gathered into one report. This report is then sent to the trained prediction model which is hosted on an AWS Sagemaker endpoint (Explained further in section 16.3.1). Then the model analyses the new set of data and returns a response whether the machine is likely to fail soon or not. Based on the response, actions can be taken.
24 Technologies

In this chapter, the technologies that are used during development of the predictive model for the predictive maintenance for the RVMs are presented.

24.1 Amazon Sagemaker

A presentation of Amazon Sagemaker was given in section 16.3.1. In this case, access to generated RVMs status reports was obtained, as described, on an AWS S3 bucket which is loaded into a Jupyter Notebook instance on Amazon Sagemaker.

24.2 Jupyter Notebook

Jupyter Notebook is an open-source web application that lets a developer create and share notebooks that can contain live code and narrative text. It can also contain equations and visualizations. It is handy to use as the outcome of the code and describing text look very good. Another useful functionality of Jupyter Notebook is that it can run a program partially and the developer decide which parts to run.

When working on Amazon Sagemaker, as described in section 16.3.1, the machine learning workflow is done through Jupyter Notebooks in the cloud.

25 Development process

In this chapter, it will be described the different steps of the development process for the predictive maintenance prototype developed. The different steps are data selection, data preprocessing, data cleaning, selecting the machine learning algorithm, training the model and testing the model.

The Jupyter notebook instance used during the development process is based on the tutorial from Amazon called *Train faster, more flexible models with Amazon SageMaker Linear Learner*[GVCK18].
25.1 Data selection

As presented in section 23.2, the author received 7 different types of status reports. All of them containing information about different aspects of an RVM. Not all of the information was relevant, and the author needed to go through and study the different report types to understand the data they presented. Iterations were done to figure out what information might be useful.

25.1.1 Criteria

Table 24 presents the criteria used for data selection.

<table>
<thead>
<tr>
<th>Criteria Number</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>The data presents a physical value of an RVM</td>
</tr>
<tr>
<td>C2</td>
<td>The data is not duplicated or could be found in another report type</td>
</tr>
<tr>
<td>C3</td>
<td>The data can be turned into numerical values</td>
</tr>
</tbody>
</table>

Table 24: Data selection criteria

25.1.2 Results

The initial plan was to use all the seven status report types to construct the data to be used, but after several iterations, the author discovered that some of them were not useful. SR2 was completely removed as it did not fulfill criterion C2 from table 24. SR6 contained information about machine configurations and therefore did not fulfill criterion C1 from table 24. The author decided that it would not be included because the relevant failures to predict are due to physical values and not software bugs. A lot of the status report types held messages or information in the string about what had happened. The author concluded that they would not be included as they went against criterion C3 from table 24. They could have been turned into numerical values, but the number of messages was so large, and the author identified the severity and the reason for the message as more important than the extra information the messages provided.

This left five status report types that should be included; SR1, SR3, SR4, SR5, and SR7. The initial 300GB that was received from Business A was reduced to 76.5 GB after the data selection.

25.2 Data preprocessing

As mentioned, the data was retrieved through an S3 bucket where Business A uploaded all the data. Since the data came in several different folders and files and for different status report types, there was a necessity to make a program which would iterate through the files and find useful information. The program would also need to connect the different status report types that belonged to the same RVM (C5 in table 25) at a given point in time (C6 in table 25). A target value for the machine learning was included based on the values analyzed to say whether the machine was running or not. The program flow is described in appendix D.

All the data ran through the program twice, where the two rounds had different criteria. The data that the program ran through was from the period of August 2017 until March 2018. The first round had the criteria C4.1, C5, and C6 from table 25. The program ran through all the data and generated CSV files based on the data and the criteria provided. The second round had the criteria C4.2, C5, and C6 from table 25. The program ran through all the data and generated CSV files based on the data and the criteria provided. Each of the rounds had an output of a generated CSV file which contained all the filtered and prepared data.
25.2.1 Criteria

Table 25 presents the criteria used for data preprocessing.

<table>
<thead>
<tr>
<th>Criteria Number</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.1</td>
<td>5/5 status report types were present</td>
</tr>
<tr>
<td>C4.2</td>
<td>4/5 status report types were present, SR3 can be missing as it is mostly sent when the others are not</td>
</tr>
<tr>
<td>C5</td>
<td>All values came from the same machine</td>
</tr>
<tr>
<td>C6</td>
<td>All values were sent from the machine within the same minute</td>
</tr>
</tbody>
</table>

Table 25: Data preprocessing criteria

25.2.2 Results

It took a while to process the data. For the first round, the program ran for almost 12 hours. The second round had looser criteria which ended up generating more data, and it ran for 18 hours.

The data preprocessing filtered away a lot of data. There was stricter criteria for round 1, which ended up generating a CSV file containing 65580 rows, and each row had 57 variables. The CSV file had a size of 17.5 MB. For round two the generated CSV file contained 124772 rows, and each row had 57 variables. The size of the CSV file was 34.9 MB. As we can see, the second round ended up generating an amount of data which was almost twice as big as the first round.

25.3 Data cleaning

When the generated CSV files were ready, they were uploaded to the same S3 bucket as used earlier. From there it was possible to import them to a Jupyter Notebook instance at Amazon Web Services through Amazon Sagemaker. The Jupyter Notebook can be seen in appendix E. In the notebook instance, more data preparation and cleaning was done.

First of all, the columns which were not about machine status (C7 from table 26), but rather about machine information, were removed. This reduced the number of columns from the original 57 to 54.

Secondly, all rows that contained only missing values (C8 from table 26) were removed. There should be none of those, but likewise, it was done to be sure.

Thirdly, all columns that contained more than 50% missing values were removed from the dataset (C9 from table 26). This reduced the number of columns from 54 to 12.

Lastly, the remaining missing values were replaced with 0’s, as the machine learning algorithm require numerical values (C10 and C11 from table 26). To be sure, all column data types were also converted to float32.

25.3.1 Criteria

Table 26 presents the criteria used for data cleaning.

<table>
<thead>
<tr>
<th>Criteria Number</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C7</td>
<td>Column must be about machine/component state or status</td>
</tr>
<tr>
<td>C8</td>
<td>A row cannot contain only missing values</td>
</tr>
<tr>
<td>C9</td>
<td>Column cannot have more than 50% missing values</td>
</tr>
<tr>
<td>C10</td>
<td>A row cannot contain missing values</td>
</tr>
<tr>
<td>C11</td>
<td>A row can only contain numerical values</td>
</tr>
</tbody>
</table>

Table 26: Data cleaning criteria
25.3.2 Results

The data cleaning removed many columns and a lot of the data with it. The initial 57 columns were reduced down to 12 as many columns contained more than 50% missing values.

Data exploration gave me the results presented in table 27 and table 28. As we can see, most of the data was not running instances, and the datasets were very imbalanced. The strict criteria C4.1 and C4.2 from table 25 made the dataset so imbalanced as the requirement of all, or nearly all status report types required the status report types that reports failure to be present.

<table>
<thead>
<tr>
<th>Value</th>
<th>Amount</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not running</td>
<td>55781</td>
<td>85.1%</td>
</tr>
<tr>
<td>Running</td>
<td>9799</td>
<td>14.9%</td>
</tr>
<tr>
<td>Total</td>
<td>65580</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 27: Data exploration results for round 1

<table>
<thead>
<tr>
<th>Value</th>
<th>Amount</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not running</td>
<td>102801</td>
<td>82.4%</td>
</tr>
<tr>
<td>Running</td>
<td>21971</td>
<td>17.6%</td>
</tr>
<tr>
<td>Total</td>
<td>124772</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 28: Data exploration results for round 2

25.4 Selecting the machine learning algorithm

Several factors need to be considered when choosing a machine learning algorithm. The first and most important factor is to understand a problem and to define what is going to be the input type and what is going to be the output type. The author defined the problem and decided the input and output type in section 23.1. The definition lead to the criterion that the algorithm must handle supervised learning (C12 from table 29) and the criteria that the algorithm must handle binary classification (C13 from table 29). The reason why it is supervised learning is because the desired value is known before the training is conducted. As section 25.3.2 presented, our data is highly imbalanced, which lead to the introduction of the criterion that the algorithm must be able to handle imbalanced classes (C14 from table 29). Since the author was not very familiar with machine learning prior to the thesis work, a criterion was introduced that the algorithm must be within the set of built-in algorithms at Amazon Sagemaker (C15 from table 29). This criterion would make it possible to train the prediction model without too much knowledge about machine learning.

25.4.1 Criteria

Table 29 presents the criteria used for selecting the machine learning algorithm.

<table>
<thead>
<tr>
<th>Criteria Number</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>C12</td>
<td>The algorithm must be fit to handle supervised learning</td>
</tr>
<tr>
<td>C13</td>
<td>The algorithm must be fit to handle binary classification</td>
</tr>
<tr>
<td>C14</td>
<td>The algorithm must be able to handle imbalanced classes</td>
</tr>
<tr>
<td>C15</td>
<td>The algorithm must be within the set of built-in algorithms at Amazon Sagemaker</td>
</tr>
</tbody>
</table>

Table 29: ML algorithm selection criteria
25.4.2 Results

That the algorithm must be included in the set of built-in algorithms at Amazon Sagemaker (C15) left me with about 11 different algorithms to choose from:

- Linear learner
- Factorization machines
- XGBoost algorithm
- Image classification algorithm
- Amazon SageMaker Sequence2Sequence
- K-Means algorithm
- Principal Component Analysis (PCA)
- Latent Dirichlet Allocation (LDA)
- Neural Topic Model (NTM)
- DeepAR Forecasting
- BlazingText

Including the requirement for the algorithm to handle supervised learning (C12) reduced the set to 5 different algorithms:

- Linear learner
- Factorization machines
- XGBoost algorithm
- Image classification algorithm
- Amazon SageMaker Sequence2Sequence

Including the requirement for the algorithm to be suitable for binary classification (C13) reduced the set to three algorithms:

- Linear learner
- Factorization machines
- XGBoost algorithm

Including the criterion for the algorithm to handle the imbalanced data in the dataset left two possible algorithms:

- Linear learner
- XGBoost algorithm

The two different algorithms handle resolving of imbalanced data in two different ways. The linear learner automatically calculates the weight value to be used and is, therefore, the preferred algorithm.

The chosen algorithm for training the prediction model is, therefore, the linear learner algorithm\textsuperscript{13} at Amazon Sagemaker.

\textsuperscript{13}https://docs.aws.amazon.com/sagemaker/latest/dg/linear-learner.html
25.5 Training model

To train the model, the first thing done was to read the data and then shuffle it to have a random order of the data. The next step done was to split the data into test and training set, where the labels (the actual state of the machine at the time) were separated from the features used.

When training on Amazon Sagemaker, the user must define an instance type that is going to be used to run the actual training. In this case, an ml.m4.xlarge instance was used which has 8GB RAM and a bandwidth of 450 Mbps. It is suitable for small and medium-sized databases and therefore fit for the datasets obtained.

When running the training process, there must be defined some hyperparameters for the algorithm which can help a developer tune the algorithm as he or she wants. For the algorithm used in this case, the linear learner, there are only two hyperparameters which are required; those are feature_dim and predictor_type. feature_dim requires the number of features included in the set, while predictor_type requires the type of output which we want which could be either binary classification or regression. In this case the predictor_type is binary_classifier.

The training was run twice, where one of the models included a hyperparameter to balance the dataset that we have (logistic with class weights). The other approach did not specify that anything needed to be done to balance out the classes (logistic). Appendix E presents programmatically how the training set-up was done.

25.6 Testing model

During the training process, explained in section 25.5, HTTP endpoints for each model trained are created. These endpoints work such as they receive the same features specified as during training and they will come with a prediction based on the previous training. Based on the results, calculations are done for recall, precision, accuracy and F1 score as described in section 8.2.3.

The actual testing of the models is done by sending the test set to the prediction models, where the result of the prediction is compared to the known value. The results of the testing can be found in section 27.1.

26 Proposed solution

In this chapter, the author will present the proposed solution for the predictive maintenance developed for the enterprise and the effects it may have on the value chain. The results obtained by using the chosen algorithm on the data possessed gave the results presented in chapter 27.

26.1 Effects on value chain

The value chain for this certain case was presented in chapter 23. If the prototype can be integrated successfully into Business A, then it will affect all three of the tiers presented.

A successful integration of predictive maintenance will result in reduced downtime for the enterprise machines if Business A acts proactively. Reduced downtime of the enterprise machines ultimately results in increased customer satisfaction. At tier 3 of the value chain, the customer satisfaction will be increased by the increased availability of the machines to the customers. They will be able to recycle their bottles and cans at the store without going to another place to do it. At tier 2, customer satisfaction will be increased as the customers at tier 3 will stay loyal to their store. Loyal customers results in increased income for the stores at tier 2. As customer satisfaction at tier 2 is increased, income will increase for Business A at tier 1. Predictive maintenance can also help Business A reduce maintenance costs.
26.2 Chosen algorithm

As mentioned earlier the chosen machine learning algorithm ended up to be the linear learner algorithm through Amazon Sagemaker. The criteria for why it was chosen can be found in section 25.4.1.

The linear learner algorithm is a supervised learner algorithm and can be used for both regression and binary classification problems. It expects a data matrix where each row contains the values for each feature, and each column represents a feature in the data. An additional column is required for the target value, which for binary classification problems are expected to be either 0 or 1. The algorithm also has possibilities to handle imbalanced classes in the data and was one of the reasons for why it was chosen. Previously, imbalanced classes could be a massive problem for machine learning, or at least cause problems and had to be handled. The linear learner transforms this problem into a problem that is highly possible to overcome.
Part VII

Results

This part of the master thesis will present the results obtained during the project. It will consist of two different chapters, where chapter 27 presents the results for the prototype, while chapter 28 presents the enhanced framework. Chapter 27 presents the results obtained through the different rounds testing the prediction model developed. The test set was used during testing. This chapter will also include the results for the new evaluation of Business A obtained through the framework after introduction of the prediction model at the enterprise. As mentioned, chapter 28 will present the enhanced framework as well as summarize the approaches and technologies found for each capability.
27 Prototype results

This chapter will present the results obtained when running the prediction model, while discussions about the prototype will be done in section 29.1.

27.1 Results

In this section, the author will present the results gotten for the prototype testing as described in section 25.6. The different metrics used in the different columns in table 30 and 31 are explained in section 8.2.3.

27.1.1 Round 1

The first round of the machine learning program was run with the smaller amount of data as presented in table 27.

The results are presented in table 30. It can be seen that the prediction model has high values for each of the evaluation metrics specified. Discussions will be made in part VIII.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic</td>
<td>0.991</td>
<td>0.991</td>
<td>0.997</td>
<td>0.991</td>
</tr>
<tr>
<td>Logistic with class weights</td>
<td>0.921</td>
<td>0.999</td>
<td>0.988</td>
<td>0.959</td>
</tr>
</tbody>
</table>

Table 30: Prediction model results for round 1

27.1.2 Round 2

The second round of the machine learning program was run with the more significant amount of data as presented in table 28.

The results are presented in table 31. It can be seen that the prediction model has high values for each of the evaluation metrics specified. Discussions will be made in part VIII.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic</td>
<td>1</td>
<td>0.982</td>
<td>0.997</td>
<td>0.991</td>
</tr>
<tr>
<td>Logistic with class weights</td>
<td>0.951</td>
<td>1</td>
<td>0.991</td>
<td>0.975</td>
</tr>
</tbody>
</table>

Table 31: Prediction model results for round 2

27.2 Evaluation of Business A post introduction of predictive maintenance

In this chapter, the author will use the framework for proactive enterprises to evaluate the enterprise for which the prediction model was developed. The previous evaluation, presented in section 22, can be found in chapter 22. The evaluation assumes that the prototype, the prediction model developed, is successful and integrated into the enterprise. The architecture proposed in section 23.3 can be used to integrate the prediction model.

Based on the previous values, presented in chapter 22, and the updated values, presented in this section, for prediction and intelligence based on the introduction of the prediction model, the enterprise ends up with the values specified in table 32 and the graph in figure 20. The values are extracted by using the tables presented with the framework for proactive enterprises presented in part II.
Comparing the new table and graph, we can see that the improved values are within the capabilities prediction and intelligence. Earlier there were defined weakness areas for the enterprise to be proactivity, intelligence and the enterprise is not classified as collaborative. Because business A got full scores on awareness and perceptivity, we could classify a strength as the enterprise being aware. With the new values, the enterprise has transferred some of the weaknesses into being strengths instead. The strengths of the enterprise can now be set as proactivity, intelligence and being aware, while a weakness that remains is the lack of collaboration possibility.

Earlier, when comparing the results Business A got with the future enterprise types specified in the framework for proactive enterprises, the enterprise was placed between two enterprise types. These enterprise types are explained in section 5. The two future enterprise types were liquid enterprise and partially proactive enterprise. Due to the lack of prediction and intelligence, the enterprise could not be classified as a partially proactive enterprise. Suggestions were made to develop a predictive model to enable intelligence and prediction which is now done.
Now, when comparing the results Business A got with the future enterprise types specified in the framework for proactive enterprises, we see that the enterprise has evolved and now surpassed the partially proactive enterprise. Therefore the framework now defines the enterprise as a partially proactive enterprise. The results can be seen in figure 21. Suggestions for areas to improve are the collaboration possibilities and open enterprise boundaries to spark collaboration possibilities.

![Figure 21: Comparison of Business A post introduction of predictive maintenance](image)

### 28 Proposed enhancement of framework

Based on the literature review done and the results gotten, an enhancement of the framework for proactive enterprises can be done. The basics of the framework itself have not changed too much, but the enhancement consists of providing guidelines for enterprises on which approaches and technologies can be used within the different capabilities to advance as an enterprise. In the framework, the approaches and technologies are included, but not presented, as an enterprise can find further information about the guidelines in part V of this master thesis.

#### 28.1 Framework enhancement

The enhanced framework will consist of the framework as it used to be, but including approaches and technologies that can be used within the different capabilities. Figure 22 shows the proposed solution for the enhanced framework.
By including the approaches and technologies for each of the capabilities, the framework was enhanced. The results from the literature review provides an answer to the question *how* an enterprise can advance within each capability. By specifying approaches and technologies, it is now easier for an enterprise to begin their transformation towards a proactive enterprise. Earlier, the framework did not answer the question of *how* to improve within each capability, but that question is now answered.

An example of a use case is that an enterprise wants to improve within the prediction capability. The enterprise would quickly be able to see that approaches that can be taken are machine learning and complex event processing.

---

**Figure 22: The enhanced framework**

<table>
<thead>
<tr>
<th>Capability</th>
<th>Approaches</th>
<th>Technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralization</td>
<td>- Spread decision making</td>
<td>- Slack</td>
</tr>
<tr>
<td></td>
<td>- Knowledge sharing</td>
<td>- Skype for business</td>
</tr>
<tr>
<td></td>
<td>- Setting restrictions for departments</td>
<td>- Microsoft teams</td>
</tr>
<tr>
<td>Interoperability</td>
<td>- Communication protocols</td>
<td>- IDEAS</td>
</tr>
<tr>
<td></td>
<td>- Standardization</td>
<td>- Athena Interoperability</td>
</tr>
<tr>
<td></td>
<td>- Integrated approach</td>
<td>Framework</td>
</tr>
<tr>
<td></td>
<td>- Unified approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Federated approach</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Use of broker</td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>- SWOT</td>
<td>- Sensor data</td>
</tr>
<tr>
<td></td>
<td>- SCOPE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- SOAR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Data analysis</td>
<td></td>
</tr>
<tr>
<td>Perceptivity</td>
<td>- Historical data analysis</td>
<td>- Apache Spark</td>
</tr>
<tr>
<td></td>
<td>- Real-time data analysis</td>
<td>- Hadoop Map/Reduce</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Amazon Elastic MapReduce</td>
</tr>
<tr>
<td>Prediction</td>
<td>- Machine learning</td>
<td>- Amazon Sagemaker</td>
</tr>
<tr>
<td></td>
<td>- Complex event processing</td>
<td>- Apache Spark</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Oracle CEP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- StreamBase</td>
</tr>
<tr>
<td>Intelligence</td>
<td>- Decision support system</td>
<td>- Amazon Sagemaker</td>
</tr>
<tr>
<td></td>
<td>- Intelligent DSS</td>
<td>- Apache Spark</td>
</tr>
<tr>
<td></td>
<td>- Model-driven DSS</td>
<td>- Oracle CEP</td>
</tr>
<tr>
<td></td>
<td>- Data-driven DSS</td>
<td>- StreamBase</td>
</tr>
<tr>
<td>Action</td>
<td>- Human interaction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Automated processes</td>
<td></td>
</tr>
<tr>
<td>Extroversion</td>
<td>- Social technologies</td>
<td>- Microsoft Sharepoint</td>
</tr>
<tr>
<td></td>
<td>- Open innovation</td>
<td>- Azure AD B2B</td>
</tr>
<tr>
<td></td>
<td>- Co-creation</td>
<td></td>
</tr>
</tbody>
</table>

**Combination capabilities**
- Extroversion, decentralization, interoperability = collaborative
- Decentralization, interoperability, awareness = agility
- Awareness, perceptivity = aware
- Awareness, perceptivity, prediction = sensing
- Perceptivity, prediction, intelligence = intelligent
- Prediction, intelligence, action = proactive
Part VIII
Discussion

In this part of the thesis, the results achieved for both the prototype and the enhancement of the framework will be discussed. Discussions and evaluations for the research methodology will be done as well as to see how well the research questions were answered. The fulfillment of the project goals will also be discussed.
29 Result analysis

This chapter will discuss the results achieved for the prototype and the results achieved from the enhancement of framework for proactive enterprises.

29.1 Prototype evaluation

As we could see in chapter 27, the results for the prediction model were very good. They exceeded the expectations of at least an accuracy of 90% as defined in the problem definition in section 23.1. It is necessary to try to understand why the results were so good, and if they, in fact, are the best results possible to get.

29.1.1 Data evaluation

A lot of data was received for this task, which is good as machine learning training require a vast amount of data to avoid challenges such as overfitting. As mentioned, the data was cleaned and preprocessed before being used for training for the machine learning model. During this process, a target column was added to the processed data to have a known value for whether the machine was running or not at a given point. This value was decided based on the data given and communication with Business A. The fact that the values for the target column were decided in this way can affect the results of the prediction model, the reason being that the prediction model might suffer from overfitting and look for specific values which make for a specific outcome.

The data used had a lot of discrete values and not so many continuous values. This can lead to overfitting as the machine learning algorithm might look for the presence of the values which makes for a particular outcome. Furthermore, since the preprocessed data had so much missing data, a lot of the data was removed from training. A better result would have been achieved if the data did not have as many missing values so more features would be included in the training. The fact that the preprocessed data in the end only contained 12 features makes the results from the machine learning weak. As many features as possible should be included.

29.1.2 Machine learning algorithm evaluation

The machine learning algorithm chosen gave good results based on the data that was inserted into it. Due to Amazon Sagemaker, it was easy to work with and configure the algorithm and prepare it for the training. The training did not take too long, and the algorithm worked fast. When the algorithm got inserted more data during training, it could produce better results than if it received fewer data.

When it comes to handling imbalanced classes in the data we see in chapter 27 that when the algorithm was run configured to handle imbalanced classes it produced better results for the metrics precision and F1. Accuracy and recall scored better when the imbalanced classes were not taken into consideration. Both ways of running the algorithm produced excellent results, which strengthens the suspicion that the results are suffering from overfitting.

29.1.3 Challenges

Since the author did not have much experience with machine learning before the prototype development, some challenges were met. Before starting to train a model the author needed to run through some tutorials to understand how to work with machine learning and the machine learning workflow. Neither had the author any experience with Amazon Sagemaker or Jupyter Notebook, so it was necessary to study these technologies also before starting the actual work for the prototype. The lack of experience with machine learning was a challenge faced, but using time and tutorials helped overcome the challenge.
As the Java program described in appendix D ran on the data, some problems were encountered because there was too much data for the computer to handle. First, the author tried to iterate through the data on a monthly basis, but this made the program terminate as Java’s garbage collector ended up working almost all the time trying to free memory, making the program not proceeding. To overcome this problem, it was necessary to alter the program to run through and process the data based on which day the report was sent. This lead to the same problem, and again it was necessary to alter the program, this time to run through the data based on the hour it was sent. That finally fixed the problem and the program could process all of the data without problems.

As mentioned, a lot of the data worked with was removed during data cleaning, and this was a challenge that needed attention. When first running the cleaning and seeing that it removed so much of the data the author went back to the preprocessing step and tried to iterate backward in time for each machine to obtain values that were possible to assume would be the same. As mentioned in the previous challenge, it was necessary to iterate through the status reports on an hourly basis which limited how far back it was possible to go. This made a lot of the missing values not being replaced with real values. The author could only overcome this challenge to a certain point, but it did not help to keep more of the columns during data cleaning.

One of the challenges faced was that the data had very imbalanced classes, as can be seen in tables 27 and 28. The method used to overcome this challenge was to use the linear learner algorithm from Amazon Sagemaker, but as the results in chapter 27 shows, it did not give very different results. For that reason, suspicions are raised that the model suffers from overfitting.

This was not necessarily a challenge as many rows of data for the first round of running the machine learning algorithm were obtained as well, but as the author tried to obtain more data, he went back to the preprocessing step and loosened up some of the criteria he had set for his data. This produced a CSV which contained almost twice the amount of data rows as when running with the strict criteria.

29.1.4 Lessons learned and recommendations

Data cleaning and preprocessing takes a lot of time, and a developer should expect to return to these steps. During the work with the prototype, the author experienced that a lot of time for cleaning the data and for preprocessing was necessary. A part of the reason is that, to begin with, all of the data has to be understood to know what should be included in the final dataset. This means that extracting real value out of the data is time-consuming and it can be challenging. Another reason was that the amount of data was so significant that it was hard for the computer used to process it. A solution here could have been to download the data to a more powerful server and run the program there. An example could have been an EC2 instance at Amazon Web Services. Spend a lot of time for data cleaning and preprocessing and think through decisions. During literature review of machine learning, several sources said that a data scientist would probably use most time on these steps, and from experience obtained, the author would have to agree with them. It is also highly likely that a developer would need to return to these steps even after running training sometimes.

The author is pretty sure that better results could have been achieved if the target column was already included in the data received and that it did not have to be decided during the data preprocessing. This makes the target column be based on values found during data preprocessing, and this can lead to unwanted behavior. So a recommendation is, if possible, not decide the target column during data preprocessing.

Considering a lack of experience with machine learning, it is recommended to use Amazon Sage-maker. At least for the first project, as it is easy to use, well documented and the community
is growing. The author had a lot of good experiences using it, as it is made for making machine learning more manageable for people who are not too experienced with it.

Recommendations are made, that before starting the data cleaning and preprocessing, that a developer knows data handling. In this case, a lot of time was saved since the author is a computer scientist and knew how to handle the data and to structure it.

How much data is needed for a robust machine learning model is a difficult question to answer. As mentioned several times, the more data obtained, the better it is. Try to include as much data as possible as it will help achieve better-trained models. This recommendation can be backed by the results presented in chapter 27. We can see that for the second round that the program was run; the results were better for almost every single metric. So, the more data included, the better results will be achieved. Having quality of the data is essential, as well as having quantity. It is crucial to avoid the curse of dimensionality when gathering data for the training.

29.1.5 Extracting value from enterprise data

Extracting value from existing data is important to make meaning out of the data and for it to be useful for an enterprise. For value to be extracted from existing data, it is important to review the data to fully understand what the data consists of and what kind of information it holds. Machine learning is an approach that can be used for extracting value out of data, through training of a machine learning model. By utilizing machine learning, it is possible for an enterprise to use all the data that it has to run analysis on it to find patterns and other hidden data. Extracting value out of data can help an enterprise become more proactive. It can do so by training a prediction model which can anticipate future happenings such as errors and faults. If an enterprise is able to extract value from its existing data then it will be able to make a prediction model. Based on the predictions from the prediction model, an enterprise can act proactively to anticipated events.

29.1.6 Prototype evaluation conclusion

This section will conclude the discussion about the prototype developed.

Even though the author might not be too satisfied with the results of the prototype based on the data available, the opinion is still that the prototype and the development of it can be useful for enterprises. The reason it can still be useful for enterprises is that the prototype can be used as a first tutorial for predictive maintenance. The code for doing the predictive maintenance is included in appendix E, and it can work independent of the data that is inserted. The program is general and can be customized for each enterprise that wants to do predictive maintenance. The prototype was meant as a tool to evaluate the framework for proactive enterprises, but also to guide other enterprises that would like to be proactive how to start when it comes to predictive maintenance.

The advantage that Business A can have from the prototype is limited. The reason is that the number of features included in the model in the end was so low, given the amount of initial features. Since there were a lot of missing values in the dataset used for the prediction model training, most of the features were removed. The prototype might still be useful for the enterprise, but since the prototype only can handle a low amount of the features that should be included, it will be limited. This could have been evaluated with an integration of the prediction model in the architecture of Business A, but this was not done since there was a lack of time for doing so. The prototype was evaluated purely quantitative through the testing phase of machine learning, while the value for Business A is to be seen.

29.2 Framework evaluation

In this section, the author will discuss and evaluate the work done with enhancing the framework.
29.2.1 Framework capabilities

During the work with this master thesis, it became clear that several of the capabilities defined could have been merged to simplify the framework while still holding its initial power.

It can be discussed whether the capabilities of awareness and perceptivity can be merged. The same approaches are not used for these two capabilities as awareness uses approaches such as SWOT, SOAR and SCOPE analysis as well as data analysis, while perceptivity only uses data analysis. It might not be correct that these should be merged either, but they both concern the ability to understand data or situations. The awareness capability focuses more on the situation an enterprise are in, while perceptivity is focused on making meaning out of the data an enterprise gather and possess. It might be better to leave these two apart, but a more clear border might be needed to separate them.

As economic coupling to intelligence and prediction capabilities. As prediction is about being able to foresee future events and intelligence are about making a smart decision based on the information an enterprise has available, these should have a reasonably clear border to separate them. On the other hand, it might be argued that the prediction capability should be a step within the intelligence capability. As of today, the prediction capability consists of only one step, which is either does an enterprise utilize prediction or they do not. The fact that the same technologies can be used within both of them makes a case for that prediction should be a subpart within the intelligence capability. It would be needed a thorough process before a merge can be done between the two capabilities.

The decisions for whether some of the capabilities should be merged will be left for future work, as it is outside the scope of this project and the time has been prioritized elsewhere in the form of identifying approaches and technologies for each of them. It can very well be argued that the order should have been reversed, but the reason these possible merging tasks are more apparent now is that of the work done during this master thesis. It could be said that the possible merge tasks would not have been as clear if work was done in another order.

29.2.2 General discussion

Several approaches and technologies are identified through the work of this master thesis. A vast amount of relevant articles have been processed, and a part of the literature review, to end up with the result gotten. More approaches and technologies are available for each of the capabilities which have not been identified, but the amount of work thoroughly identifying approaches and technologies for all capabilities turned out too extensive and time-consuming. It can be argued that some of the capabilities should have been prioritized while the work with the rest of them could have been left for future work, but the primary focus of this thesis was to enhance the framework including all aspects of it. In hindsight, it might have been wiser to focus on 3-5 of the capabilities to be able to go more in-depth on each of them. If this was done then a better description and small tutorials could have been made for every one of them. Another fact that resulted in a more narrow result of the literature review is the time that was used for developing the prototype.

By developing the prototype, evaluation of the framework was made possible. During the development of the framework for proactive enterprises [Ham17], it was stated that business A needed to improve the proactive aspect. The enhanced framework developed during this master thesis also contributed in the way that it suggested technologies and approaches that could be used to improve the enterprise. By developing the prototype, even though the results of the prototype was not as good as initial hopes, the effect on the enterprise is illustrated through framework and is presented in section 27.2.

The following paragraphs discusses shortly when an enterprise should use the capabilities.
For the different capabilities, there are different times of when an approach or technology should be used. Many of the capabilities within the framework are very different, and it would not make sense to introduce new approaches and technologies to them all at the same time.

When it comes to decentralization of an enterprise, a good time to do this would be when the enterprise is proliferating, or the industry that the enterprise is within is changing. By having a decentralized enterprise, it is easier to adapt to changes in a quicker manner.

Introduction of approaches and technologies within interoperability should come at a time when an enterprise is growing and introducing new systems which are meant to communicate well with the other enterprise systems. Interoperability is something that should be in the mind of an enterprise from the very beginning, and the stricter it is followed, the easier it will be to maintain when the enterprise grows. For extroversion, the tools identified should be introduced at a stage where several enterprises are starting a collaboration to finish a product they usually wouldn’t be able to do by themselves.

Awareness is also a capability that enterprises should try to maintain at a high level. The tools identified for this capability should be used by an enterprise when they want to increase their awareness, either internally or externally. If an enterprise can stay situationally aware, they can detect changes, opportunities, and threats in the market they operate in a faster way.

An enterprise should invest in tools and techniques for perceptivity when they are interested in analyzing and understanding better the data they generate. An optimal time for an enterprise to introduce this aspect is if they have the data amounts required by analysis tools.

Predicting future events can be very useful for enterprises, and techniques and technologies for being able to do that should be introduced when an enterprise wants to stay ahead of the competitors and when they want to save money and time on aspects such as maintenance. Prediction is used for a lot more than maintenance, and an enterprise can take advantage of the technologies to predict the market, sales numbers and so on.

An enterprise should introduce intelligent decision support systems when they are in need of quicker decisions or systems that can aid their decision makers. The systems can improve based on the information that flows through them and by doing that they become more intelligent.

When an enterprise wants to automate their processes and optimize them, they should introduce automated processes in their product line or in their business processes to streamline their work.

How an enterprise can introduce some of the approaches and technologies can best be answered through the prototype that was developed. For the author to understand and gain knowledge on how all the different approaches and technologies can be used would have been a too broad scope. For that reason, a single aspect of an enterprise, the proactive aspect, was tested. The proactive aspect consists of the capabilities prediction, intelligence, and action. The approach that was tested was machine learning and the technology used was Amazon Sagemaker.

The description of how testing and developing of this prototype were done through the use of this technology can be found in part VI of this thesis, while the guidebook and tutorial for the specific program developed can be found in appendix E.

### 29.2.3 Framework evaluation conclusion

This section will conclude the discussion about the enhanced version of the framework.

As have been discussed here, there might be several of the capabilities within the framework that can change in the future. Some of the capabilities can be merged to optimize the value of them and to simplify the framework. The enhanced framework consists of approaches and technologies for all of the existing capabilities as of today, and the prototype helped illustrating the enhancement of an enterprise through the use of the framework.

There is work that still needs to be done to the framework to retrieve the maximized potential out of it, but this master thesis has enhanced the framework further than what it was at the beginning of this project.


30 Research methodology evaluation

This chapter will evaluate the research methodologies used.

30.1 Method

During the work with the thesis, several methods are used. For gathering information and prepare for the prototype developed there was used structured interviews. For researching the enhancement of the framework for proactive enterprises, there was used literature review and then more specifically keyword search and domain expert contact to gather relevant articles.

30.1.1 Structured interviews

The templates for the structures interviews conducted can be found in appendices A, B and C.

Structured interviews have advantages and disadvantages. Structured interviews are well fitted when it is not possible to record the interview session, as a structured interview makes the interviewee answer on exactly what is the questions, and they do not have as much freedom. The possibility of the interviewee talking about irrelevant information is less likely with a structured interview. The interview templates specified questions which needed to be answered, and questions besides those were not discussed.

Structured interviews can in many cases help get quantifiable data, but that is in cases where there are many interviewees. As there was only Business A to interview, the focus was on getting quality for the answers, and to learn more about why the contribution could help them. A positive consequence of a structured interview is the ability to make sure the interviewee fully understands the questions. When the author had the interviews with Business A with the defined questions, it was easier for them to answer precisely and short as he had specified the questions to a certain degree. While doing the interviews, structured interviews, it is easier for the interviewer to stick to the questions at hand instead of letting the conversation flow and drift away from the vital information.

A negative consequence of a structured interview is that the interviewee might not be able to express and tell the interviewer everything they would like to tell. For the author, this was not a big concern as he thought well through what he wanted to get out of each interview before conducting them. By doing that he made sure that there was a minimal amount of information that the author might have missed. During interviews, the personal values and mindset of each interviewee can affect the answers they give. In this case, as the answers that were possible to give to each question was more based on technical aspects, the interviewees could not let personal values affect the answers to a counting degree.

To conclude, structured interviews worked very well in this case. It was possible to retrieve the information needed on a fast pace, and the information obtained was specified enough so that it was relevant for this thesis and the part of the thesis concerning the prototype development.

30.1.2 Literature review

While doing the literature review there were used two different approaches to gather and collect relevant information. Those approaches were keyword search and domain expert contact, while also setting up criteria for which articles or papers would be included.

Keyword search is an efficient way to reduce a set of articles within a field. The number of articles online these days are massive, and it can be overwhelming when a researcher tries to find information about a specific field. Where do the researcher start, how can he know which articles are more relevant as well as other questions are needed to be thought through. While using keyword search and specifying different groups of keywords that are synonyms, it is possible to end
up with a much smaller set size than just searching randomly for papers. For the author, it was an excellent technique to use, since then he could reduce the number of papers to read concerning every capability of the framework. Since the framework consists of eight different capabilities, there were still a lot of articles and papers to read.

The project supervisor helped find articles in the form of domain expert contact. She was available for the author if he had a hard time finding articles and papers within some fields, and contributed with her knowledge to find papers to review. By utilizing her expertise, it was possible to find relevant information to study faster than if the author needed to find it himself.

Using these techniques still lead to a considerable amount of articles and papers, which made the author insert criteria for which would be included in the final set. Utilizing criteria reduced the relevant set a lot and made it easier to conduct the literature review.

To conclude, the different techniques used helped reduce the set of relevant articles, but there was still a lot to process. The literature review ended up contributing to enhancing the framework by being the primary source of information.

### 30.1.3 Prototype development

For the prototype development, agile development was used through the technique of scrum. As mentioned earlier, the author did all of the development by himself, and for that reason, scrum meetings were naturally not held traditionally. The client was not included regularly in the process either.

However, sprint planning was done and sprint review as well. The development process went fine in this project, and scrum was a successful approach. By splitting the development into smaller sprints, the task did not feel overwhelming at any time, and the author knew precisely what needed focus.

One of the lessons learned from the development period is that things took longer time than expected. This is a valuable lesson to bring along as the author has experienced the same in other relevant scenarios within computer science.

Another lesson learned is that using a method like scrum was useful, even when the author was developing alone.

### 31 Evaluation of project

In this chapter, the author will discuss how the research questions were answered and how the project goal was reached. Every one of the research questions will be discussed individually, including the subquestions. The project goal will be discussed in a more general manner.

#### 31.1 Research questions

In this section, the author will answer specifically for each research question how they were answered.

##### 31.1.1 RQ1 Which technologies exists for supporting the different capabilities within the framework for proactive enterprises?

To identify technologies that exist for supporting the different capabilities within the framework, a thorough literature review was done, which can be found in part V. For some of the capabilities, it was easier to find relevant technologies than for some of the others. For some of the capabilities, the author was able to find real technology products which can directly help an enterprise transforming already at an implementation level. This applies to the capabilities decentralization, perceptivity,
prediction, and intelligence. Within these capabilities, the author could find specific technologies such as team communication platforms as Slack and Microsoft teams as well as others, additionally to machine learning and complex event processing tools through Amazon Sagemaker and Oracle CEP including others.

For other capabilities, it was only possible to identify frameworks and tools which could help enterprises. These frameworks and tools were found for the capabilities interoperability and extroversion. For the awareness capability a technique, more than a technology was found through the use of sensor data to gather and analyze information. No technologies were identified for the action capability.

The author was also able to test one of the technologies found by making a prototype using Amazon Sagemaker to train a prediction model based on data from Business A for predictive maintenance. The prototype is in connection with RQ4 in section 31.1.4.

The amount of time spent on developing the prototype for Business A limited the literature review. The development of the prototype exceeded the planned time, and for that reason, less time was spent on the literature review resulting in a narrower result for the literature review.

The results found for both RQ1 and RQ2 can be found in table 21.

31.1.2 RQ2 Which approaches are used for the different capabilities?

Approaches for the same capabilities were identified through literature review as well. The author was able to identify approaches for every one of the capabilities. For decentralization approaches such as spreading decision making, sharing of knowledge between the different departments and setting restrictions on what the departments could do was identified as approaches.

Concerning interoperability, techniques and approaches to make systems communicate better were introduced. By utilizing communication protocols and standardization of messages, an enterprise can make sure that systems can communicate with each other. Another approach that can be used is to take advantage of using a broker or a middle-ware which will make sure the different systems can understand each other even without following the same standards. Three different approaches were also presented in the form of integrated, unified and federated approach which all have a different degree of how to implement interoperability.

For awareness, tools such as SWOT, SCOPE, and SOAR among others were identified. By utilizing these tools, an enterprise can increase internal, external and situational awareness. An enterprise can increase its perception of data by utilizing data analysis, mainly through historical and real-time data. Through the use of data analysis, an enterprise can find patterns in data which are not apparent to the human eye and then get a better understanding of the data they possess.

Approaches identified for the capability of prediction are machine learning and complex event processing. Both of these approaches can be used by an enterprise to try and predict future happenings and events. For an enterprise to increase their intelligence, decision support systems were introduced as an approach and then specifically intelligent decision support systems which utilize AI to make better decisions.

The approaches identified that can be used by an enterprise for the action capability are either human-based action or automated processes. An example where automated processes can be used to a high degree is within smart warehouses or production lines.

For the capability extroversion, approaches such as open innovation, co-creation and social technologies were defined.

The results found for both RQ1 and RQ2 can be found in table 21.
31.1.3 RQ3 Can the results found by addressing RQ1 and RQ2 enhance the framework for proactive enterprises?

The results that are found for RQ1 and RQ2 can help enhance the framework. The way that the results enhance the framework is by providing a more straightforward understanding for enterprise managers on how they can start their journey towards being proactive by being presented with the approaches and technologies that can be used within the different capabilities. The previous version of the framework mostly contributed to helping an enterprise identify which capabilities that needed improvement to advance as an enterprise, and which steps should be taken. It did not specify how an enterprise could do the steps specified. The enhanced version of the framework contributes to specifying, within the different capabilities, which approaches and technologies can be used to achieve the goal of an enterprise, thus enhancing the how of the framework.

31.1.4 RQ4 How can developing a prototype for predictive maintenance using machine learning help enhance the framework for proactive enterprises?

By developing a prototype for predictive maintenance using machine learning it was possible to enhance the framework by now including the prototype to it. The prototype contributes to the framework by presenting a specific example of how an enterprise can be more proactive. The framework is supposed to help enterprises understand how and where they can improve, and the prototype answers the how for the capabilities intelligence and prediction. Several prototypes could have been developed to enhance the framework, but in this thesis, a prototype developed with machine learning was prioritized.

A more specific example of how the prototype contributes to the framework can be presented with an imagined scenario. Imagine that an enterprise manager or similar is using the framework as he or she wants to improve the enterprise they work in. The manager might want to improve the prediction and intelligence capabilities and can get from the framework which technologies can be used. He does not know how to use them, but the prototype can guide him through the development of predictive maintenance, by utilizing the Jupyter Notebook in appendix E.

31.1.5 RQ5 How is it possible to create value from existing data to make enterprises more proactive?

An enterprise can gain several advantages by being proactive. By being proactive, an enterprise can better handle the pressure towards the quality of their products. They are more prepared for changes that can happen in the environments they work in and they will be able to take advantage of external opportunities in a better way. These opportunities and advantages can sometimes be found through the data they possess.

An enterprise can become more proactive by extracting value out of data that it has. By analyzing the data and fully understand it, it is possible to collect value from it. An approach that can be used for extracting value from data to become more proactive is through machine learning. By utilizing machine learning, an enterprise can analyze its data and find hidden patterns. Training the processed data and making a prediction model helps an enterprise become more proactive. The prediction model can be used to anticipate future events and an enterprise can act proactively according to the anticipated events.
Part IX

Conclusion and future work

This part will be the final part of this thesis, and it will conclude the project. The part consists of two chapters, where chapter 32 will conclude the thesis by including the essential information from the project. Chapter 33 will present thoughts about future work that can be done to enhance the framework further.
32 Conclusion

This chapter will conclude the master thesis and the research done concerning the enhancement of the framework for proactive enterprises. The framework is meant to be used by enterprise managers or whomever it might interest to clarify and map the current situation and position of an enterprise. By using the framework, the enterprise can become aware of which steps are needed to be taken to advance as an enterprise and transform into being a proactive enterprise.

In this master thesis, a literature review was conducted to enhance the framework. Approaches and technologies within the different capabilities in the framework were researched to get a better view on what are the possibilities an enterprise has. Identifying approaches and technologies makes it possible for the framework to, more specifically, suggest how an enterprise can advance within the different capabilities. For some of the capabilities, other frameworks and tools were identified.

A prototype was developed to enhance a collaborating enterprise illustrated through the framework. In addition, it enriches the framework by adding an example of an approach and technology. A prediction model for predictive maintenance was developed through Amazon Sagemaker. A collaborating enterprise provided the data with status reports from their enterprise machines. By analyzing this data and making a prediction model based on it, an improvement to the enterprise could be seen in the framework. Due to missing data, the actual prediction model can probably not be used to its full potential by the enterprise, but the prototype still contributes to the enhancement of the framework. A description of how the prediction model was developed is included and can be used by other enterprises which want to start with predictive maintenance. The description can work as an introduction or guidebook for how they can start with predictive maintenance.

The project presents an enhanced framework in the form of adding approaches and technologies to each capability that can be used by enterprises. The contribution makes sure that it should be clearer how an enterprise can move forward towards being a proactive enterprise. Before this project, the framework answered the questions about what needed to be done by an enterprise and why they should improve. After this project, the framework is also able to answer the question how an enterprise can make specific measures to advance.

Research question 1 asked which technologies existed for each of the capabilities within the framework at hand. Through literature review, different technologies were identified which could be used within the different capabilities of the framework. It was not possible to identify technology products for all of the capabilities, and for some of them, frameworks were identified instead.

Research question 2 asked a similar question as research question 1, but it focused on which approaches were available for each capability instead of technologies. Through literature review, it was possible to identify different approaches for the different capabilities. For some of the capabilities, it was possible to identify tools that could be used, while for some it was possible to find general approaches.

Research question 3 asked whether the results found through research question 1 and 2 could contribute to enhancing the framework. This master thesis shows that it was possible to enhance the framework through the work done.

Research question 4 asked how the development of a prototype could help enhance the framework. The prototype was developed to evaluate how the framework can help an enterprise advance. Even given the weaker results of the prototype, the framework showed that with a successful introduction of such a prediction model would advance the enterprise.

Research question 5 asked how it is possible to create value from existing data to make enterprises
more proactive. The thesis discusses this question and concludes that it can be done through approaches such as data analysis, machine learning and making prediction models.

The main project goal of the thesis was:

*The project goal is to enhance the "framework for proactive enterprises".*

done through several subgoals:

- Conduct a literature review of emerging and relevant technologies
- Enhance the *framework for proactive enterprises*
- Identify a relevant technology and methodology to develop a prototype
- Develop and evaluate the prototype

The subgoals of the project were achieved through the literature review done and the development of the prototype. The combination of these subgoals resulted in achieving the main project goal through enhancing the *framework for proactive enterprises*. The framework could have been enhanced in several different directions, where introducing approaches and technologies to accompany it was one of them. The framework still has much potential where it can be enhanced, but concerning the state, the framework was in before the master thesis and after, it can be said that the framework indeed got enhanced.

33 Future work

Future work will consist of enhancing the framework further, so it is of a better use for enterprises. As mentioned in this thesis, there are several of the capabilities that need better research and that some merging tasks might be done. For this merging tasks to be done, thorough work and analysis should be done to make sure that no information within the framework gets lost in the process. Future work can also consist of further identification of approaches and technologies that can be used. Further identification will help enhance the framework and increase the interest towards it.

With the final words of this thesis, the author would like to open the use and enhancing tasks for everyone. There is no restriction on who can use the framework, and there is no restriction on who can use the framework as a basis for their work.
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Part X

Appendices

This part includes the appendices that come with the master thesis. Appendix A presents the evaluation form that was used during the evaluation of Business A. Appendix B presents an interview template that was used during a structured interview to plan further towards the development of the prototype, while appendix C shows the template for the interview done when identifying why the prototype could be necessary for the enterprise. Appendix D further explains the Java program developed to clean and process the enterprise data, while appendix E includes the Jupyter Notebook that was developed to do further data cleaning and the actual training and testing of the prediction model.
## A Enterprise evaluation form template

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Decentralization</strong></td>
<td></td>
</tr>
<tr>
<td>The enterprise is centralized, with a top-down approach</td>
<td>0</td>
</tr>
<tr>
<td>Some or all of the enterprise systems have decentralized intelligence</td>
<td>4</td>
</tr>
<tr>
<td>The enterprise consists of self-organizing teams with a flat hierarchy</td>
<td>8</td>
</tr>
<tr>
<td>The enterprise consists of self-organizing teams where workers are in need of continuous learning</td>
<td>12</td>
</tr>
<tr>
<td><strong>Interoperability</strong></td>
<td></td>
</tr>
<tr>
<td>No interoperability</td>
<td>0</td>
</tr>
<tr>
<td>Electronic exchange of analog and digital data</td>
<td>3</td>
</tr>
<tr>
<td>Enterprise systems are able to collaborate on a functional level</td>
<td>6</td>
</tr>
<tr>
<td>Systems are able to do coordinated service exchange</td>
<td>9</td>
</tr>
<tr>
<td>Multiple enterprise systems are capable of acting together</td>
<td>12</td>
</tr>
<tr>
<td><strong>Awareness</strong></td>
<td></td>
</tr>
<tr>
<td>No awareness</td>
<td>0</td>
</tr>
<tr>
<td>Systems are aware of conditions and status of different parts within themselves</td>
<td>4</td>
</tr>
<tr>
<td>Internal enterprise awareness can include organizational structure, learning capability and technical infrastructure</td>
<td>8</td>
</tr>
<tr>
<td>Environmental awareness can include position in market, government support and new business opportunities</td>
<td>12</td>
</tr>
<tr>
<td><strong>Perceptivity</strong></td>
<td></td>
</tr>
<tr>
<td>The enterprise does not perceive data</td>
<td>0</td>
</tr>
<tr>
<td>The enterprise analyses and interprets historical and knowledge domain data</td>
<td>6</td>
</tr>
<tr>
<td>Real-time analysis of data provided by heterogeneous sources</td>
<td>12</td>
</tr>
<tr>
<td><strong>Prediction</strong></td>
<td></td>
</tr>
<tr>
<td>No prediction</td>
<td>0</td>
</tr>
<tr>
<td>The enterprise is anticipating the future based on real-time and historical data</td>
<td>12</td>
</tr>
<tr>
<td><strong>Intelligence</strong></td>
<td></td>
</tr>
<tr>
<td>No intelligence</td>
<td>0</td>
</tr>
<tr>
<td>Behavior patterns are discovered and stored to influence future decisions</td>
<td>4</td>
</tr>
<tr>
<td>Intelligent systems make decisions based on business goals and situational awareness</td>
<td>8</td>
</tr>
<tr>
<td>Decision making system in continuous improvement through sensor-enabled feedback</td>
<td>12</td>
</tr>
<tr>
<td><strong>Action</strong></td>
<td></td>
</tr>
<tr>
<td>Actions are taken reactively</td>
<td>0</td>
</tr>
<tr>
<td>Actions are taken proactively by humans</td>
<td>6</td>
</tr>
<tr>
<td>Actions are taken automatically by systems</td>
<td>12</td>
</tr>
<tr>
<td><strong>Extroversion</strong></td>
<td></td>
</tr>
<tr>
<td>The enterprise is based on closed innovation and knowledge ownership</td>
<td>0</td>
</tr>
<tr>
<td>Blurry boundaries - introduces communication with external sources</td>
<td>4</td>
</tr>
<tr>
<td>Sharing information to embrace innovations and collaboration processes</td>
<td>8</td>
</tr>
<tr>
<td>A high degree of integration between partners to secure alignment of individual plans to achieve a joint goal</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 33: Enterprise evaluation form template
## B  Enterprise prototype development planning sheet

<table>
<thead>
<tr>
<th>Enterprise Prototype Planning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enterprise:</strong></td>
</tr>
<tr>
<td><strong>Contact Person:</strong></td>
</tr>
<tr>
<td><strong>Date:</strong></td>
</tr>
<tr>
<td><strong>What type of data could I receive from your company?</strong></td>
</tr>
<tr>
<td><strong>How will we be able to transfer the data?</strong></td>
</tr>
<tr>
<td><strong>For how long of a period do you have data from that can be given to me?</strong></td>
</tr>
<tr>
<td><strong>How many machines have delivered status reports for the data I’m about to receive?</strong></td>
</tr>
<tr>
<td><strong>Are there some legal documents that needs to be signed for me to use the data?</strong></td>
</tr>
</tbody>
</table>

Table 34: Enterprise Prototype Planning
### Predictive maintenance interview template

**Predictive Maintenance - Interview**

*Enterprise:*

*Contact Person:*

*Date:*

Which consequences surface for your company if one of your machines goes out of service?

Which consequences surface for your customers if one of your machines goes out of service?

Which type of maintenance is done for your machines as of today?

How often, in general, does your machines need maintenance?

How much data is produced per day per operating machine?

How often does your machines send status updates?

How much does it cost to schedule and perform maintenance on one of your machines as of today?

How far ahead is maintenance required to be scheduled?

How much of the budget is spent on maintenance costs?

---

Table 35: Predictive maintenance interview template
D Data handling Java program

To prepare and handle the data there was developed a Java program which would analyze and
connect the data. The data received came in the form of several different status report types, and
all of these were put into separate folders. Within each folder, the status reports were organized
into folders depending on dates. The data was received as zipped files, and first all of the files
needed to be unzipped before going into the program. The status reports are formatted as CSV
files and needed to be read into the program.

In the program, classes were made corresponding to the different status report types. A class was
made for an RVM, and the RVM class had a list of status reports. The program took a folder URL
in and went through all files and under folders within it, reading every line in every file. Depending
on the type of status report that was being analyzed different methods were invoked to handle the
status report correctly. The status reports are connected by looking at which machine they came
from and at what time they were sent. By doing this, it was possible to have more information of
what happened at a specific machine at a specific time.

When all of the folders and files are gone through and analyzed the program takes the list of RVMs
that it contains and generates a new text file formatted as CSV. The CSV file is now containing
all the vital information found in the different files analyzed for each machine at the same time
and date.

When the program is finished running through the data, the author has a CSV file which is ready
to be put directly into the machine learning algorithms at AWS.

Figure 23: Java program flow chart
Predictive maintenance prototype

This is a prototype for predictive maintenance and its purpose is to help enterprises who wants to start their journey towards being proactive. The prototype is developed using data from an enterprise which contains enterprise secret data and is for that reason sencred.

This document will consist of several steps to make the data usable and be of meaning to a machine learning algorithm. The document will also show how to train a machine learning model using a built-in option for an algorithm from Amazon Web Services through Amazon Sagemaker.

The problem at hand is a supervised binary classification problem where the prediction model will predict if an enterprise machine is likely to fail in the near future.

Prerequisites

An enterprise who wants to start with predictive maintenance needs a lot of data to use for training. In the data used, the real outcome will also need to be included. In the case of predictive maintenance it is important whether the machine was running at the point or not.

During development of this prototype, our data was uploaded in a CSV-format to a Amazon S3 bucket. It is recommended to store data there for easy access from the sagemaker.

Setup

First we connect to our S3 bucket to retrieve the data.

In [1]:

```python
from sagemaker import get_execution_role
role = get_execution_role()
bucket='[REDACTED]' #replace with your own bucket name
```

Fetching data

We do imports and fetch our data from the s3 bucket
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In [2]:

```python
import boto3
import io
import matplotlib.pyplot as plt
import numpy as np
import os
import pandas as pd
import sagemaker
import sagemaker.amazon.common as smac
from sagemaker import get_execution_role
from sagemaker.predictor import csv_serializer, json_deserializer

prefix = "sagemaker"
s3_train_key = '{}/train/business_b_data'.format(prefix)
s3_train_path = os.path.join('s3://', bucket, s3_train_key)
s3 = boto3.client('s3')
obj = s3.get_object(Bucket=bucket, Key='csv_final_anonymous2.csv') #key is the csv file to import
df = pd.read_csv(io.BytesIO(obj['Body'].read()))
```

Print out the head of the dataframe to see the import went fine

In [3]:

```python
df.head() #Print out head of dataframe to see that the outcome is as expected
```

Out[3]:

```
v1  v2  v3  v4  v5  v6  v7  v8  v9  v10 ...
0  NaN NaN NaN NaN NaN NaN NaN NaN NaN ...
1  NaN NaN NaN NaN NaN NaN NaN NaN NaN ...
2  2.0  NaN  -1.0  1.0  337417.0 NaN  1.0  2.0  43.962 ...
3  2.0  24.0  1.0  2431698.0 NaN  1.0  1.0 NaN  ...
4  2.0  71.0  1.0  160155.0 NaN  1.0  7.0  0.666 ...

5 rows x 57 columns
```
We see that we have 57 columns to begin with.

**Data preparation**

This stage consists of several steps that are taken to handle missing values and information that is not useful for a machine learning algorithm. The data needs to be prepared before the machine learning algorithm can accept it.

**Feature selection**

First we fix our columns which contains our features.

**Remove columns which are not useful**

The columns removed were just used during data preparation from original data and will not be of use here.

In [4]:

```python
df = df.drop(columns=['v1', 'v3', 'v7'])
df.head() #Print out head of dataframe to see that the outcome is as expected
```

Out[4]:

<table>
<thead>
<tr>
<th>v2</th>
<th>v4</th>
<th>v5</th>
<th>v6</th>
<th>v8</th>
<th>v9</th>
<th>v10</th>
<th>v11</th>
<th>v12</th>
<th>v13</th>
<th>...</th>
<th>v48</th>
<th>v49</th>
<th>v50</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>...</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>...</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.0</td>
<td>1.0</td>
<td>337417.0</td>
<td>1.0</td>
<td>2.0</td>
<td>43.962</td>
<td>0.004</td>
<td>25.0</td>
<td>6.0</td>
<td>...</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>2.0</td>
<td>24.0</td>
<td>1.0</td>
<td>2431698.0</td>
<td>1.0</td>
<td>1.0</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>...</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>2.0</td>
<td>71.0</td>
<td>1.0</td>
<td>160155.0</td>
<td>1.0</td>
<td>7.0</td>
<td>0.666</td>
<td>0.000</td>
<td>7.0</td>
<td>2.0</td>
<td>...</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

5 rows x 54 columns

We see that our set of columns have been reduced to 54.

**Remove all rows that have a 100% missing values**

There is no point to keep the rows that contains only missing values, and for that reason we remove them from our dataframe.
Out[5]:
```
2  2.0  -1.0  1.0  337417.0  1.0  2.0  43.962  0.004  25.0  6.0  ...  NaN  NaN  NaN  0.0
3  2.0   24.0  1.0  2431698.0  1.0  1.0  NaN   NaN   NaN  ...  NaN  NaN  NaN  NaN
4  2.0   71.0  1.0  160155.0  1.0  7.0  0.666  0.000  7.0  2.0  ...  NaN  NaN  NaN  NaN
5  2.0  -1.0  2.0  219309.0  1.0  7.0  2.266  0.005  NaN   NaN  ...  NaN  NaN  NaN  0.0
6  1.0  -1.0  1.0  379476.0  3.0  0.0  25.000  0.000  4.0  2.0  ...  NaN  NaN  NaN  0.0
```
5 rows x 54 columns

Remove columns that have more than 50% NaN

Columns that have a big amount of missing data will not be included in the training and will therefore be removed

In [6]:
```
df = df.dropna(thresh=len(df)/2, axis=1)
df.head() #Print out head of dataframe to see that the outcome is as expected
```
Out[6]:
```
2  2.0  -1.0  1.0  337417.0  1.0  2.0  43.962  0.004  25.0  6.0  0.50  0.0
3  2.0   24.0  1.0  2431698.0  1.0  1.0  NaN   NaN   NaN  ...  NaN  NaN  NaN  0.0
4  2.0   71.0  1.0  160155.0  1.0  7.0  0.666  0.000  7.0  2.0  0.09  0.0
5  2.0  -1.0  2.0  219309.0  1.0  7.0  2.266  0.005  NaN   NaN  0.17  0.0
6  1.0  -1.0  1.0  379476.0  3.0  0.0  25.000  0.000  4.0  2.0  0.39  1.0
```
We see that our set of columns have been reduced to 12.

Amount of remaining columns, excluding the target column

We store the value because it is required as a hyperparameter for our algorithm at a later point. We remove the count of the target column as it is not counted as a feature
In [7]:

```python
feature_dim_value = len(df.columns) - 1
feature_dim_value #Print out the value
```

Out[7]:

```
11
```

**Handling missing values**

*Replace all NaN values with 0's*

Machine learning algorithms needs int values and missing values are replaced with 0

In [8]:

```python
df = df.fillna(0)
df.head() #Print out head of dataframe to see that the outcome is as expected
len(df) #Check how many rows we are left with
```

Out[8]:

```
124772
```

**Data conversion**

*Convert all values to float32, as it is required by the machine learning algorithm*

In [9]:

```python
df = df.apply(pd.to_numeric)
df.head() #Print out head of dataframe to see that the outcome is as expected
```

Out[9]:

```
<table>
<thead>
<tr>
<th></th>
<th>v2</th>
<th>v4</th>
<th>v5</th>
<th>v6</th>
<th>v8</th>
<th>v9</th>
<th>v10</th>
<th>v11</th>
<th>v12</th>
<th>v13</th>
<th>v16</th>
<th>v57</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.0</td>
<td>-1.0</td>
<td>1.0</td>
<td>337417.0</td>
<td>1.0</td>
<td>2.0</td>
<td>43.962</td>
<td>0.004</td>
<td>25.0</td>
<td>6.0</td>
<td>0.50</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>24.0</td>
<td>1.0</td>
<td>2431698.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.000</td>
<td>0.000</td>
<td>0.0</td>
<td>0.0</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>2.0</td>
<td>71.0</td>
<td>1.0</td>
<td>160155.0</td>
<td>1.0</td>
<td>7.0</td>
<td>0.666</td>
<td>0.000</td>
<td>7.0</td>
<td>2.0</td>
<td>0.09</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>-1.0</td>
<td>2.0</td>
<td>219309.0</td>
<td>1.0</td>
<td>7.0</td>
<td>2.266</td>
<td>0.005</td>
<td>0.0</td>
<td>0.0</td>
<td>0.17</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>-1.0</td>
<td>1.0</td>
<td>379476.0</td>
<td>3.0</td>
<td>0.0</td>
<td>25.000</td>
<td>0.000</td>
<td>4.0</td>
<td>2.0</td>
<td>0.39</td>
<td>1.0</td>
</tr>
</tbody>
</table>
```

Check that all types are of desired data type
Check data

How many running instances and how many not running instances

Calculate the percentage of running and not running instances

We can see here that the data is very unbalanced. This problem can be fixed by the built-in algorithm from Amazon which we will see later.

Prepare data for training
25.4.2018

predictive maintenance

In [13]:
# Read the data, shuffle, and split into train and test sets, separating the labels (last column) from the features
raw_data = df.as_matrix()
np.random.seed(0)
np.random.shuffle(raw_data)
train_size = int(raw_data.shape[0] * 0.7)
train_features = raw_data[:train_size, :-1]
train_labels = raw_data[:train_size, -1]
test_features = raw_data[train_size:, :-1]
test_labels = raw_data[train_size:, -1]

# Convert the processed training data to protobuf and write to S3 for linear learner
vectors = np.array([t.tolist() for t in train_features]).astype('float32')
labels = np.array([t.tolist() for t in train_labels]).astype('float32')
buf = io.BytesIO()
smac.write_numpy_to_dense_tensor(buf, vectors, labels)
buf.seek(0)
boto3.resource('s3').Bucket(bucket).Object(s3_train_key).upload_fileobj(buf)

In [14]:

vectors  # We check that our data was split successfully and that our vectors look fine
Out[14]:
array([[  2. ,  -1. ,   1. , ...,   0. ,   0. ,   0.2 ],
       [  1. ,  -1. ,   1. , ...,   0. ,   0. ,   0.25],
       [  2. , 100. ,   1. , ...,  18. ,  14. ,   0.19],
       ...
       [  2. ,  -1. ,   1. , ...,   0. ,   0. ,   0.28],
       [  2. ,  91. ,   1. , ...,   3. ,   1. ,   0.16],
       [  2. , 100. ,   3. , ...,  10. ,   3. ,   0.28]],
dtype=float32)

In [15]:

labels  # We check that our data was split successfully and that the labels vector looks fine
Out[15]:
array([0., 0., 1., ..., 1., 0., 0.], dtype=float32)

Define functions to be used during training, evaluation and clean-up

Function for training a prediction model based our training data and a set of defined hyperparameters

The function will also create an endpoint which will be used for evaluation of the prediction model
Function for evaluating a prediction model comparing the test features to the actual test labels
In [17]:

def evaluate(linear_predictor, test_features, test_labels, model_name, verbose=True):
    
    """
    Evaluate a model on a test set given the prediction endpoint. Return binary
classification metrics.
    """
    # split the test data set into 100 batches and evaluate using prediction endpoint
    prediction_batches = [linear_predictor.predict(batch)["predictions"]
                         for batch in np.array_split(test_features, 100)]
    # parse raw predictions json to extract predicted label
    test_preds = np.concatenate([np.array([x["predicted_label"]
                                          for x in batch])
                                 for batch in prediction_batches])
    # calculate true positives, false positives, true negatives, false negatives
    tp = np.logical_and(test_labels, test_preds).sum()
    fp = np.logical_and(1-test_labels, test_preds).sum()
    tn = np.logical_and(1-test_labels, 1-test_preds).sum()
    fn = np.logical_and(test_labels, 1-test_preds).sum()
    # calculate binary classification metrics
    recall = tp / (tp + fn)
    accuracy = (tp + tn) / (tp + fp + tn + fn)
    f1 = 2 * precision * recall / (precision + recall)
    if verbose:
        print(pd.crosstab(test_labels, test_preds, rownames=['actuals'], colnames=['predictions']))
        print("\n{:<11} {:<3f}".format('Recall:', recall))
        print("{:<11} {:<3f}".format('Precision:', precision))
        print("{:<11} {:<3f}".format('Accuracy:', accuracy))
        print("{:<11} {:<3f}".format('F1:', f1))
    return {'TP': tp, 'FP': fp, 'FN': fn, 'TN': tn, 'Precision': precision, 'Recall': recall, 'Accuracy': accuracy,
            'F1': f1, 'Model': model_name}

Function for deleting an endpoint made during training

This will delete an endpoint which makes the prediction model go out of use.

In [18]:

def delete_endpoint(predictor):
    try:
        boto3.client('sagemaker').delete_endpoint(EndpointName=predictor.endpoint)
        print('Deleted {} '.format(predictor.endpoint))
    except:
        print('Already deleted: {}'.format(predictor.endpoint))
Train prediction model

The training will be done in two different rounds which will create two prediction models and two endpoints for testing.

Logistic

The first round we train a binary classifier with default settings. We pass in the feature_dim_value variable which we defined earlier specifying how many features we have in our data. We include that the predictor_type should be binary classification and that the training should run through the data 40 times (default is 10).

In [ ]:

```python
# Training a binary classifier with default settings: logistic regression
defaults_hyperparams = {
    'feature_dim': feature_dim_value,
    'predictor_type': 'binary_classifier',
    'epochs': 40
}
defaults_output_path = 's3://{}//{}//defaults/output'.format(bucket, prefix)
#Call the training function to do the actual training with the specified hyperparameters
defaults_predictor = predictor_from_hyperparams(s3_train_path, defaults_hyperparams, defaults_output_path)
```

Logistic with class weights

The second round we train a binary classifier with class weights and automated threshold tuning. The class weights takes care of the problem we had with unbalanced data.

In [ ]:

```python
# Training a binary classifier with class weights and automated threshold tuning
class_weights_hyperparams = {
    'feature_dim': feature_dim_value,
    'predictor_type': 'binary_classifier',
    'binary_classifier_model_selection_criteria': 'precision_at_target_recall',
    'target_recall': 0.9,
    'positive_example_weight_mult': 'balanced',
    'epochs': 40
}
class_weights_output_path = 's3://{}//{}//class_weights/output'.format(bucket, prefix)
#Call the training function to do the actual training with the specified hyperparameters
class_weights_predictor = predictor_from_hyperparams(s3_train_path, class_weights_hyperparams, class_weights_output_path)
```
Testing model

We run evaluation on all of our defined models and display a table containing the values for recall, precision, accuracy and F1.

In [21]:

# Evaluate the trained models
predictors = {'Logistic': defaults_predictor,
              'Logistic with class weights': class_weights_predictor}
metrics = {key: evaluate(predictor, test_features, test_labels, key, False) for
           key, predictor in predictors.items()}
pd.set_option('display.float_format', lambda x: '%.3f % x')
display(pd.DataFrame(list(metrics.values())).loc[:, ['Model', 'Recall', 'Precision', 'Accuracy', 'F1']])

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic</td>
<td>1.000</td>
<td>0.982</td>
<td>0.997</td>
<td>0.991</td>
</tr>
<tr>
<td>Logistic with class weights</td>
<td>0.951</td>
<td>1.000</td>
<td>0.991</td>
<td>0.975</td>
</tr>
</tbody>
</table>

Clean-up

Delete all of the endpoints we have created

In [22]:

for predictor in [defaults_predictor, class_weights_predictor]:
    delete_endpoint(predictor)