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Abstract 

Boiling heat transfer is of relevance in a variety of applications in power and process 

industries. In spite of the vast research performed in the last decades, fundamental questions 

about mechanisms related to the boiling regime, heat transfer mechanisms, pressure drop and 

two-phase flow instabilities still remain unanswered. This thesis deals with two important 

points within boiling heat transfer: (i) the first part of the thesis is focused on understanding 

the dynamics of two-phase flow instabilities in small-diameter channels, in particular, pressure 

drop oscillations and their effect on the heat transfer coefficient; (ii) the second part of the 

thesis deals with manipulation of surface wettability by modification of the surface structure 

its effect on evaporative heat transfer, more precisely the Leidenfrost phenomenon. 

In flow boiling systems, two-phase flow instabilities such as density wave oscillations 

and pressure drop oscillations have been identified as one of the impediments for achieving 

high heat flux due to the potential heat transfer deterioration. However, most of the 

fundamental characteristics of the two-phase flow instabilities and the mechanisms leading to 

the heat transfer deterioration remain uncharted. In this thesis, contradictions between previous 

studies regarding the effect of the mass flux on amplitude and period of oscillations during 

pressure drop oscillations are clarified experimentally. A series of designed experiments are 

able to show the conditions for the interaction between density wave oscillations and pressure 

drop oscillations. Especially, it is shown that pure pressure drop oscillations can occur in a 

horizontal heated tube, something that has not been reported in previous studies. When both 

types of oscillations occur simultaneously, it is shown that the amplitude of the superimposed 

density wave oscillations on the pressure drop oscillations is controlled by the surge tank 

upstream of the test section. This previously unknown effect of the surge tank on the density 

wave oscillations contributes to improving the understanding of the complex dynamics of two-

phase flow instabilities. Furthermore, the deterioration of the heat transfer coefficient under 

controlled flow oscillations is investigated. It is observed that the averaged heat transfer 



coefficient can be deteriorated by flow oscillations. In particular, the deterioration is negligible 

until the amplitude of the oscillations become higher than a given threshold. Above this 

threshold, the deterioration is attributed to the dry-out of the wall during the low mass flux part 

of the oscillations. Based on these findings, it can be suggested that a severe deterioration of 

the flow boiling heat transfer coefficient can occur because of two-phase flow instabilities, but 

only when the amplitude of the oscillations is above a given threshold.  

Looking more in the microscale level, when it comes to the enhancement of the heat 

transfer from the surface to the cooling fluid, recent progress in controlling the properties of 

the surfaces at the micro-nanoscale by micro/nano fabrication techniques has motived a vast 

amount of research. However, the effect of the micro-nanoscale surface properties into the 

overall performance remains an open question. In the second part of the thesis, a fabrication 

process for nature-inspired microstructures is introduced. By mimicking conical 

microstructures found in nature, which can present superhydrophilic and superhydrophobic 

properties, a broad range of surface wettability is obtained. The fabricated surfaces show that 

the wettability can be controlled by adjusting the geometric parameters of the microstructure 

without external excitation. Remarkably, a drastic wetting transition from the Cassie-Baxter to 

the Wenzel state is observed by varying the spacing between the microstructures. Furthermore, 

the effect of the surface topology and chemical coating on the surface wettability is 

investigated. Silanization and replication of the geometrical microstructures into 

polydimethylsiloxane (PDMS) are considered to modify the chemical composition of the 

surfaces and to keep the similar topography of the surfaces. It is shown that the wettability in 

the Cassie-Baxter state is determined by the geometrical aspect in the microscale while 

wettability in the Wenzel state is decided by the chemical aspect. Regarding heat transfer, 

enhancement of the Leidenfrost temperature on the microstructured surfaces is investigated. 

The tested microstructures are able to increase the Leidenfrost point. Differences between all 

the definitions of the Leidenfrost point found in the literature are investigated. It is observed 

that the difference between the Leidenfrost points which is less than 10K in the smooth surface 

can become larger up to 70K when microstructures exist. Results indicate that with a 

microstructured surface, not only can the Leidenfrost be shifted to higher temperatures but 

phenomenological differences compared to what is observed on smooth surfaces occur, namely 

the observation of the transition film boiling regime.   
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Chapter 1 Introduction 

Two-phase flow boiling can be found in systems such as cryogenic heat exchanger [1], 

nuclear reactors [2] and electronic devices [3]. While two-phase flow boiling can show high 

heat transfer coefficients compared to single-phase flow, two-phase flow instabilities can be 

observed [4–7]. Two-phase flow instabilities can result in oscillations in temperature and flow 

which can cause loss of control, thermal fatigue, system breakdown and deterioration of the 

heat transfer. Among the types of two-phase flow instabilities, density wave oscillations and 

pressure drop oscillations, which can be characterized by high and low frequency oscillations 

respectively, have been mostly studied [4–8]. Even though a considerable amount of studies 

have been conducted in the last half-century, there are still open questions regarding both types 

of oscillations.  

In the case of density wave oscillations, the mechanisms for their occurrence have been 

suggested in previous studies. However, a general description for different working conditions 

has not been achieved [7]. For pressure drop oscillations, it has been reported that the 

characteristics of the oscillations are related with the steady state behavior of the system, 

compressible volume, flow inertia and thermal capacity of the wall [8]. Even though a 

sufficiently large compressible volume is an essential condition for the occurrence of pressure 

drop oscillations, the effect of the compressible volume in the characteristics of the oscillations 

remains unknown. Furthermore, an effective method to control or suppress the oscillations has 

not been developed [7]. A particular problem that remains not well understood is related to the 

interactions between the instabilities and the heat transfer performance under two-phase flow 

instabilities [6]. An example of this is the case of the occurrence of superimposed density wave 

oscillations on pressure drop oscillations in a horizontal tube. In particular, pure pressure drop 

oscillations without superimposed density wave oscillation have not been reported in a 

horizontal tube, even though they can be observed in a vertical tube [9–11]. Although there 

have been studies of superimposed density wave oscillations [12–14], the mechanisms for their 
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occurrence have not been fully identified. Moreover, the large amplitude of the superimposed 

density wave oscillations compared with pure density wave oscillations has not been deeply 

studied, although it can be observed in previous studies [9–11].  

Concerning the issue of heat transfer, deterioration of the heat transfer performance has 

been considered as one of the major drawbacks of two-phase flow instabilities. It is essential 

to evaluate the impact of the heat transfer deterioration under two-phase flow instabilities. This 

is because flow oscillations can trigger the premature critical heat flux which can cause the 

system breakdown [15]. Evaluation of the deterioration of the heat transfer under two-phase 

flow oscillations could give an idea about the margin for designing the system in two-phase 

flow boiling systems. However, only a few studies have focused on the effect of two-phase 

flow instabilities on the heat transfer coefficient [15–19]. In addition, which is the effect of the 

amplitude and period of the oscillations on the heat transfer coefficient remains uncovered.  

Another topic that will be covered in this thesis is related to the control of the properties 

of the surfaces at the micro-nanoscale by micro-nano fabrication techniques. In the past decade, 

a vast amount of research has been focused on enhancing the heat transfer from the surface to 

the cooling fluid, in particular by modifying the surface properties. Recent studies have shown 

the possibility of controlling the wettability of the surface by micro-engineered surfaces [20–

32], which in turn can result in heat transfer enhancement [25, 29–32]. However, the underlying 

physical mechanisms related to the heat transfer enhancement of the micro-nanoscale surface 

properties on the overall performance remain an open research question, Figure 1.1. 

The control of the wettability is an important milestone for understanding its effect on 

heat transfer performance. However, how the wettability can be determined on micro-

engineered surfaces has not been deeply elucidated. Experimental studies have been conducted 

to control the wetting state by an external excitation such as electricity or vibration [33–35]. 

However, such active control method for controlling the wetting state can present limitations 

in its application. So, it is important to understand the mechanisms that determine the 

wettability of the surface.  

Recent progress in fabrication techniques for micro-engineered surfaces has allowed 

the precise control of the surface roughness regarding its shape and size [36–39]. This progress 
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is allowing to gain an unprecedented control of the surface wettability by obtaining surfaces 

with well-controlled geometrical parameters. Especially, the fabrication of microstructures by 

dry-etching could be difficult because it is the result of the combination of isotropic etching for 

sidewall profile and anisotropic etching for high aspect ratio between the height and width. 

Examples of some of the difficulties on dry-etching are presented in Appendix A. Further 

progress in microfabrication could allow the fabrication of nature-inspired surfaces with 

precise control of geometric parameters. In nature, surfaces with conical structures show a 

broad range of wettability [40]. For example, leaves of the lotus flower show 

superhydrophobicity for self-cleaning with droplets while the Ruellia devosiana leaf shows 

superhydrophilicity for the fast spreading of the water. Therefore, a broad range of wettability 

on nature-inspired surfaces with well-controlled geometric parameters of conical 

microstructures could be expected.  

This thesis focuses on 1) two-phase flow instabilities in the macroscale and 2) control 

of wettability in the microscale. Further investigations on both subjects can contribute to the 

achievement of optimal design, stabilized control, and enhanced efficiency of the flow boiling 

concept with microstructures.  
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Figure 1.1 A modification in microscale for affecting the performance in macroscale 

 

1.1 Objectives 

The main goal of this thesis is to advance the understanding of the characteristics of 

two-phase flow instabilities and their impact on the heat transfer and to allow the development 

of designed micro-engineered surfaces with controlled wettability. The thesis is structured in 

two parts as follows.  

For Part I, the main objectives are to identify the conditions for the occurrence of two-

phase flow instabilities in a horizontal tube, in particular, the occurrence of superimposed 

density wave oscillations over pressure drop oscillations and the effect of the oscillations in the 

flow on the heat transfer performance. This part of the thesis will focus on the following issues:  

 Identify the conditions for the interaction between instabilities  

 Identify the mechanisms controlling superimposed density wave oscillations  

 Quantify the deterioration of the heat transfer coefficient under pressure drop 

oscillations 

 Quantify the deterioration of the heat transfer coefficient under oscillatory flow 

For Part II, the main objectives are to investigate the wettability of micro-engineered 

surfaces and the possibility of enhancing the heat transfer performance of droplet impacting on 

a surface by micro-engineered surfaces. This part of the thesis will focus on the following 

issues: 

 Development of bioinspired surfaces with controlled wettability 

 Investigate the mechanisms of the Cassie–Wenzel wetting transition  

 Investigate the control of the Leidenfrost temperature by micro-engineered surfaces. 
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1.2 Scope 

For part I, experimental studies are conducted in an experimental facility with R134a 

as the working fluid, a horizontal test section with 5 mm of the inner diameter and 2m long. 

The details of the experimental facility are described in Appendix B. Conditions for the 

different types of two-phase flow instabilities are investigated by varying the inlet subcooling 

and the mass flux in short intervals. For Part II, the fabrication of bioinspired microstructures 

is considered as a first step. A characterization of the fabricated structures is conducted for 

identifying the wettability. Experiments of the Leidenfrost phenomenon on micro-engineered 

surfaces are performed for identifying the mechanisms behind the enhancement of the heat 

transfer.     

 

1.3 Organization of the thesis 

The structure is presented in Figure 1.2. The thesis is organized as follows:  

 Chapter 2: Theoretical Background. This chapter presents a general introduction to 

two-phase flow instabilities, heat transfer in two-phase flow, the wettability of micro-

engineered surfaces, and heat transfer enhancement in micro-textured surfaces.  

 Chapter 3: Two-phase flow instabilities and their influence on the deterioration of 

heat transfer. This chapter presents the conditions for different modes of two-phase 

flow instabilities in a horizontal pipe. The mechanisms on the occurrence of the 

superimposed density wave oscillation and their large amplitude of oscillations of the 

mass flux are identified. Furthermore, deteriorations of the local heat transfer 

coefficient under pressure drop oscillations and controlled oscillatory conditions are 

presented.  

 Chapter 4: Control of wettability. The fabrication of bio-inspired conical 

microstructures with well-controlled geometrical parameters on a silicon wafer is 

introduced. Wetting characteristics of the fabricated surfaces are investigated. 
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Furthermore, the dominant contribution for determining the wettability is discussed in 

terms of chemical and geometrical aspects.  

 Chapter 5: Enhancement of heat transfer. The Leidenfrost point is measured in the 

micro-engineered surface. The nominal and dynamic Leidenfrost points and the non-

wetting temperatures are compared.  

 Chapter 6: Conclusion and future work. This chapter presents the conclusions and 

recommendations for future studies.  

 

 

 

Figure 1.2 Structure of the thesis 



 

Chapter 2 Background 

2.1 Two-phase flow instabilities 

Two-phase flow instabilities can be divided into two groups, namely static and dynamic 

instabilities. A distinction between the static instabilities and dynamic instabilities can be 

described as follows [6]. In static instabilities, a small perturbation causes the jump of the 

operating condition to a new operating condition. It occurs when the original operating 

condition is not in a stable equilibrium. On the other hand, in dynamic instabilities, multiple 

feedbacks of the flow conditions such as flow rate and pressure drop can be caused due to a 

sufficient interaction and a delayed feedback between the inertia of the flow and 

compressibility of the two-phase flow. Among the static instabilities, Ledinegg type instability 

is the most studied [8]. For the dynamic instabilities, density wave oscillations (DWO), 

pressure drop oscillations (PDO) and thermal oscillations are the most commonly occurring 

ones.  

 

2.1.1 Density wave oscillations 

Density wave oscillations are a particular case of two-phase flow instabilities. They can 

be explained by the delays from the transient distribution of the pressure drop. They occur 

when there is a difference in the densities of the liquid entering the channel and the two-phase 

mixture exiting the channel. The DWO can be triggered by a sudden perturbation of the 

pressure drop, which causes perturbation of the flow rate. A commonly accepted mechanism 

for the occurrence of the self-sustained oscillations is the following. Considering the case of a 

boiling channel, it is possible to assume that the channel has a constant pressure drop and that 

the inlet temperature of the fluid and the heat flux from the wall to the fluid are constant.  A 
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single perturbation of the mass flux can result in a perturbation of the boiling boundary. This 

perturbation of the boiling boundary causes a change in pressure drop both in the single-phase 

and two-phase flow regions in the total heated pipe. Since the heated pipe has a constant 

pressure drop, this change in pressure generates a subsequent perturbation of opposite sign. 

Depending on the propagation speed, the existing oscillation of the pressure drop can cause 

subsequent oscillations. The process has also been described as the difference in the 

propagation speeds, which are the speed of sound in single-phase flow and the kinematic 

velocity in two-phase flow [41]. Which are the main parameters controlling the DWO and its 

effect on the frequency and amplitude of the oscillations remains not well understood. For 

example, it has been reported that the characteristics of the DWO can be affected by operating 

parameters of the system, such as the inlet pressure and inlet liquid temperature [42].  

A large number of studies have been focused on the stability analysis of density wave 

oscillations [43–44]. For the analysis, stability maps with the phase-change number and the 

subcooling number have been considered. The maps present the threshold between the unstable 

region and stable region. However, stability maps can be affected when the operating 

conditions such pressure are varied [45]. For this reason, it is important to understand the 

fundamental underlying mechanisms controlling density wave oscillations in order to predict 

their occurrence in the various systems. However, there are only a few studies which focused 

on the mechanisms of density wave oscillations [42]. For example, it is possible to observe 

superimposed density wave oscillations on pressure drop oscillations [9–11]. However, which 

are the requisites for the occurrence of this phenomenon remains unclear. Furthermore, when 

density wave oscillations are superimposed on pressure drop oscillations, they have a larger 

amplitude of the mass flux oscillation compared with pure density wave oscillations. However, 

which are the mechanisms by which the density wave oscillation gets amplified in the presence 

of pressure drop oscillations remains not understood. Liu and Kakaç suggested that 

superimposed oscillations can be attributed to the complete boiling during pressure drop 

oscillations [12]. Menteş et al. explained that the superimposed density wave can be triggered 

by a sudden change in the mass flow rate which can be caused by crossing bubbles across the 

orifice in the inlet valve [13]. Yin et al. showed that density wave oscillations were not affected 

by the compressible volume while the occurrence of the pressure drop oscillations 
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compressible volume in the numerical study using linear frequency domain stability model 

[14]. Investigations on the interaction between two-phase flow instabilities and their 

characteristics are required for improving the understanding of the phenomenon.  

 

2.1.2 Pressure drop oscillations 

The essential conditions for pressure drop oscillations were presented in previous 

studies [4, 46]. They can be summarized as an existence of an expansion tank or compressible 

volume upstream of a heated tube, a negative slope of the part of the internal system 

characteristic curve, i.e. resembling an N-shape in pressure drop versus flow rate curve, and a 

steeper external characteristic curve than the negative slope of the part of the internal system 

characteristic curve.  

A schematic diagram of the system and pressure drop versus mass flux curve are 

presented in Figure 2.1 as an explanation of the occurrence of pressure drop oscillations. The 

perturbation along the N-shape curve can be explained by the difference between the mass 

fluxes from the supply system and the heated section. If we assume that there is a positive 

perturbation of the inlet pressure from the unstable point U, the mass flux from the supply 

system becomes higher than that in the heated section. A higher mass flux in the supply system 

can cause an increase in the water level and an increase in the pressure in the expansion tank. 

Again, the pressure difference due to the difference in the mass flux triggers a greater difference 

between G1 and G2. This negative feedback continues until the system reaches point B. At this 

point, the system can reach a higher pressure when the flow follows the internal characteristic 

curve. Because of this, a flow excursion occurs and the system reaches point C. After this flow 

excursion, the flow that returns to the expansion tank leads the system to point D. In the case 

of the negative perturbation from the unstable point, because of the negative feedback between 

the mass flux and pressure, the system reaches point D. Moreover, the system reaches point B 

via A owing to the interaction between the expansion tank and heated section. This shows that 

a single perturbation from the unstable point can cause oscillations in mass flux and pressure 

along the generated limit cycle (A–B–C–D).  



10 Background 

 

The essential conditions and the mechanism for the occurrence of pressure drop 

oscillations have been described above. However, some of the remaining research questions 

and suggestions for further studies on pressure drop oscillations were reviewed by Chiapero et 

al. [8]. Especially, it was mentioned that experiments for decoupling density wave oscillations 

and pressure drop oscillations in a horizontal channel would be helpful for understanding both 

types of oscillations. Furthermore, contradictions on the effect of the working conditions on 

the characteristics of the pressure drop oscillations in a horizontal tube have been reported [9–

11]. For example, Yüncü et al. [9] reported that the amplitude and period decrease with 

increasing mass flux at low mass fluxes and increase with increasing mass flux at high mass 

fluxes. However, Çomaklı et al. [10] and Ding et al. [11] observed that the amplitude and period 

increase with increasing mass flux. These contradictions suggest that the complexity of 

pressure drop oscillations requires further investigation for identifying the mechanisms 

controlling their occurrence and characteristics.  
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Figure 2.1 Schematic diagram for the mechanism of pressure drop oscillation 
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2.2 Heat transfer in oscillatory two-phase flows 

Heat transfer in flow boiling has motived significant research in the past decade. 

Briefly, heat transfer during flow boiling can be summarized in Figure 2.2 [47]. In region A, 

the temperature of the wall and fluid increases simultaneously as the liquid is heated. In this 

region, heat is transferred by convective heat transfer through single-phase convective flow. 

These increases in temperatures continue until the wall reaches the temperature at which there 

is sufficient superheating for the nucleation of the bubbles. This point is the so-called onset of 

nucleate boiling (ONB) and subcooled boiling starts at this point. In region B, the wall 

temperature rises above the saturation temperature, nucleate boiling occurs in the superheated 

wall even though the liquid temperature is lower than the saturation temperature. From region 

C, saturated nucleate boiling can be established with the stabilized wall temperature and fluid 

temperature. Saturated boiling can be divided into the bubbly flow, slug flow, annular flow, 

and annular flow with droplets based on the flow patterns respectively in region C, D, E and F. 

This saturated boiling continues until dryout which represents the complete evaporation of the 

thin liquid film. In this point, the sudden jump of the wall temperature and superheating of the 

vapor take place. After this point, superheated vapor flows with liquid droplets in region G. It 

persists until the flow becomes single-phase vapor where all the droplets are evaporated.  

The local two-phase flow boiling heat transfer coefficient can be determined by heat 

flux, wall temperature, and saturation temperature as: 

ℎ =
𝑞

𝑇𝑤−𝑇𝑠𝑎𝑡
       (2.1) 

where q is the heat flux from the wall to fluid, Tw the wall temperature, and Tsat the 

saturation temperature of the fluid. In flow boiling, the heat transfer coefficient is commonly 

considered as a combination of a heat transfer coefficient for nucleate boiling (hNB) and a heat 

transfer coefficient for convective boiling (hCB) as: 

ℎ = 𝑓(ℎ𝑁𝐵, ℎ𝐶𝐵)      (2.2) 

Nucleate boiling heat transfer refers to heat transfer from the nucleation, growth, and 

departure of bubbles. Convective boiling can be understood as the single-phase forced 

convection along a thin film. There have been numerous attempts to predict the heat transfer 
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coefficient as a combination of nucleate boiling heat transfer and convective boiling heat 

transfer, such as that by Chen [48], and Gungor and Winterton [49]. There have been attempts 

to adapt the prediction of the heat transfer for a vertical tube to the case of a horizontal tube, 

for example, by Shah [50] and Kandlikar [51]. The effect of flow patterns on the heat transfer 

was investigated in the earlier work by for instance Kattan et al. [52]. A correlation for the local 

heat transfer coefficient in a horizontal tube was developed including the effect of the flow 

pattern. Especially, the transition between the annular flow and stratified flow is considered in 

this model. The effect of the flow patterns on the heat transfer was schematically summarized 

by Kim and Mudawar [53]. The heat transfer coefficient along the flow patterns for dominant 

heat transfer in nucleate boiling and convective boiling is shown in Figure 2.3. In the condition 

of nucleate boiling dominant heat transfer, the heat transfer coefficient decreases following the 

tube distance from the inlet due to the suppression of nucleation. In the condition of convective 

boiling dominant heat transfer, the heat transfer coefficient increases along the tube due to the 

decrease of the thickness of the annular liquid film. In both conditions, the heat transfer 

coefficient apparently decreases after the dry-out. Further decrease of the heat transfer occurs 

until the dry-out completion which is referred to as critical heat flux. Dorao et al. have shown 

that the heat transfer coefficient during dominant convective flow boiling is equivalent to the 

single-phase flow heat transfer. This fact is attributed to the existence of a dominant thermal 

resistance close to the wall referred to as the conductive sublayer [54]. This result suggests that 

flow patterns are not having an influence on the heat transfer as the bubbles cannot interfere 

with the dominant thermal resistance. The result can be summarized in that the Nusselt numbers 

for single-phase flow and convective flow boiling become equivalent by assuming that the 

vapor affects the velocity of the two-phase flow.  

In summary, the underlying physics of the heat transfer phenomena during flow boiling 

remains not well understood. The situation becomes more challenging during flow oscillations, 

and only a few studies have been conducted, although the deterioration of the heat transfer 

coefficient has been noted as one of the major drawbacks of two-phase flow instabilities [15]. 

Guo et al. studied the effect on the heat transfer coefficient under pressure drop oscillations in 

a helical tube [16]. In Figure 2.4, the characteristics of local heat transfer under pressure drop 

oscillations are depicted for a helical tube. It can be observed that heat transfer coefficient 



14 Background 

 

reaches almost zero during the oscillations.  In this condition, wall temperatures up to 400°C 

were observed which can be severe to the system. Sørum and Dorao investigated the effect of 

density wave oscillations on the heat transfer coefficient and critical heat flux [15]. It was 

observed that the presence of the density wave oscillations can cause the deterioration of the 

heat transfer coefficient. The effect of the density wave oscillations was more critical for low 

pressure, low mass flow rate, and low inlet temperature. Furthermore, premature critical heat 

flux about 10 % was observed with density wave oscillations. Chen et al. and Wang et al. [17–

19] carried out experimental studies by using controlled flow oscillations with an amplitude 

below 30% of the mean mass flux. The studies show that there is no noticeable influence on 

the heat transfer coefficient when the mass flux oscillates. In summary, heat transfer in two-

phase flow has been widely studied for predicting the heat transfer coefficient for different 

conditions such as configurations of the pipe and flow patterns, over the past decades. 

However, when we take into account two-phase flow instabilities, only a few studies have been 

conducted and which are the particular effects of the flow oscillations on the heat transfer 

remains not understood.  
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Figure 2.2 Schematic representation of convective boiling in a vertical tube [47] 
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Figure 2.3 Heat transfer coefficient along the flow patterns for dominant heat transfer in nucleate boiling and 

convective boiling [53] 

 

Figure 2.4 Characteristics of local heat transfer and main parameters under pressure drop oscillations in a helical 

tube [16] 
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2.3 Wettability of conical microstructures 

An ideal surface assumes atomic and chemical homogeneity, non-reactivity, and non-

deformability. The contact angle for the ideal surface can be characterized by the Young angle 

from the Young Equation [55]. The Young angle θY can be written as:  

𝑐𝑜𝑠𝜃𝑌 =
𝛾𝑆𝐴−𝛾𝑆𝐿

𝛾𝐿𝐴
      (2.3) 

where γSA, γSL, and γLA are the surface tension at the solid-air, solid-liquid, and liquid-air 

interfaces, respectively.  

In the case of surfaces with micro-nano structures, the Cassie-Baxter model and Wenzel 

model have been commonly considered for predicting the wettability of the surface. The 

Cassie–Baxter wetting model assumes trapped air in the pores on the solid surface [56]. The 

contact angle for the Cassie-Baxter state θCB can be presented as:  

𝑐𝑜𝑠𝜃𝐶𝑎𝑠𝑠𝑖𝑒 = −1 + 𝑓𝑆𝐴(𝑐𝑜𝑠𝜃𝑌 + 1)     (2.4) 

where fSA is the fraction of the solid and air surfaces.  

For the Wenzel wetting model, the droplet wets the rough surface, which is chemically 

homogeneous [57]. The contact angle in Wenzel state θWenzel can be written as:  

𝑐𝑜𝑠𝜃𝑊𝑒𝑛𝑧𝑒𝑙 = 𝑟𝐿𝑆𝑐𝑜𝑠𝜃𝑌    (2.5) 

where rLS is the ratio of the contact area between the liquid and solid to its projection on the 

horizontal plane. In this model, both the hydrophilic and hydrophobic states can be magnified 

by the surface roughness. It should be mentioned that both models have a limitation in 

predicting the shape of the structures, the volume of the droplet and external forces [58].  

Recently, development of micro-nano fabrication techniques allows the fabrication of 

surfaces with controlled wetting properties by modifying the topography of the surface. In 

particular, the presence of microstructures on top of the surface has a major effect on the 

wettability [36–39]. Among possible shapes of microstructures, a conical shape of 

microstructures is chosen in this study, based on the existence of surfaces in nature with conical 
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topography that presents a broad range of wettability [40]. Moreover, fabricated conical 

structures with a second level of the roughness, which can be also observed in lotus leaves, 

have been reported as promising for achieving the superhydrophobic state [59–60].  

Different methods for fabricating conical structures have been presented in previous 

studies [59–64]. SEM images of them are depicted in Figure 2.5–2.7. The methods for 

fabricating conical microstructures in the previous studies are introduced as follows. Zhang et 

al. reported colloidal lithography with SiO2 particle arrays [59]. In this method, reactive ion 

etching with a mask of colloidal particles is used to fabricate silicon cone arrays with 

controllable morphologies. Cones up to 1.5μm in height were reported. The roughness of the 

sidewall of conical structures can be controlled by the etching duration. The presented method 

allows control of the profile of the conical structures, but the fabrication of silica particles in 

the array as an additional process before the etching is required. Apparent contact angles of the 

fabricated samples are measured between 120 and 160 degrees depending on the etching 

duration. Chen et al. fabricated truncated microcones using a two-step wet etching process [60]. 

A pattern of photoresist was created for the array. Then the truncated microcones were 

fabricated by anisotropic wet-etching. Nanostructures were fabricated over the fabricated 

microcones by a metal-assisted chemical etching process. 23μm high microcones were 

reported. In this method, the aspect ratio between the height and diameter of the base is 

relatively low compared with the other microcones which are introduced in this chapter. After 

the silanization process, 165 degrees of apparent contact angle and less than 1 degree of contact 

angle hysteresis were measured in the fabricated surface. Kondrashov et al. fabricated 

microcones and nanograss in dual-scale roughness without any etching mask [61]. As a first 

step, microcones were fabricated by cryogenic deep reactive ion etching (DRIE) in the over-

passivation regime. As a second step, nanograss were generated by the modified DRIE (Bosch) 

process. Cones of up to 35μm in height were reported. SF6 and O2 as etching gases were used 

for DRIE and SF6, O2, and C4F8 were used for modified DRIE. In this method, the diameter 

and height of the cones can be controlled by controlling the oxygen flow rate and cryogenic 

temperature, but the process does not allow the control of the distribution in the desired pattern. 

Fabricated microstructures with a dual-scale roughness presented an apparent contact angle 

higher than 150 degrees, while the pure nanograss with a fluoropolymer coating on top showed 
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an apparent contact angle around 179 degrees. Chen et al. reported the fabrication of cone-like 

structures [62] fabricated by plasma spray deposition of titania with the shielding plate of 

stainless steel mesh. As the following process, polytetrafluoroethylene/nano-copper 

composites were deposited by suspension flame spray over the patterned titania coating. 

However, this process has limited control of the morphology of the cones and topography of 

the surfaces. 152 degrees of the apparent contact angle was measured in the fabricated surface. 

Arce reported the fabrication of microstructures by using reactive ion etching [63]. A pattern 

for the microstructures was controlled by photolithography using OiR 907/17 photoresist. 

Different structures were fabricated by varying the ICP power, RF power, O2 gas flow, and SF6 

gas flow. In particular, fabrication of one sample with conical structures of 8μm height was 

achieved. A parametric study can be helpful to find the conditions for the conical shape, but it 

is not possible to identify the effect of etching parameters on specific sidewall profile of 

microcones. Xue et al. fabricated microcones by reactive ion etching an inclined surface with 

well-defined and ordered microsphere polystyrene array [64]. From this method, geometrical 

parameters including diameter and height can be gradually varied in the surface. Microcones 

with less than 0.6 μm in height were reported. Even though the geometrical parameter can be 

decided by the position, further control of the parameters is limited by the size of the 

microsphere array. Apparent contact angles from 105 to 140 degrees were measured depending 

on the position. In summary, techniques for fabricating the microstructures with conical shape 

have been developed in the literature. However, most of these techniques present limitations 

regarding the control of the roughness of the sidewall of the conical structures and suppression 

of the randomly generated microstructures. For this reason, gaining control of the shape and 

geometrical parameters of the microstructures is an essential step for investigating and 

developing surfaces with controlled wettability.  
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Figure 2.5 SEM images of conical microstructures [59] (left) and [61] (right) 

 

Figure 2.6 SEM images of conical microstructures [60] (left) and [62] (right) 

 

Figure 2.7 SEM images of conical microstructures [63] (left) and [64] (right) 
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2.4 Heat transfer enhancement by micro-engineered surfaces 

Textured microstructured surfaces have been considered as a promising concept for 

enhancing the heat transfer. For example, the contact angle is considered as one of the 

important parameters for dryout and critical heat flux under flow boiling in a microchannel 

[65].  In particular in the case of droplet cooling, when the liquid droplet contacts a surface 

above the Leidenfrost point (LFP), the part of the droplet in contact with the surface vaporizes 

and creates an insulating vapor layer that keeps the droplet levitating and results in insufficient 

heat transfer between the liquid and surface. The LFP can be considered a method of estimating 

the thermal margin of spray cooling, even though it is based on the measurement of a single 

droplet. Recent studies fabricated micro/nano-engineered surfaces to increase the Leidenfrost 

temperature. Typical measurements of the LFP with micro or nanotextured surfaces are shown 

in Figure 2.8. It is expected that microstructure or nanostructures not only enhance the LFP but 

also reduce the droplet evaporation time under the LFP condition. Kim et al. carried out one of 

the first studies on the Leidenfrost effect with microstructured surfaces [25]. Fabricated silicon 

micropillars with nanoporous layers showed an LFP of 453 oC with a 13 µl water droplet. In 

further estimation, the height of the pillars and the thickness of the vapor film were compared, 

and the enhancement of the Leidenfrost temperature was explained by the re-initiation of the 

liquid-solid contact. Kwon et al. showed that micro-nano hierarchical surface structures can 

enhance the LFP from 270 to 370 oC with a 30 µl water droplet [26]. Micropillars in square 

arrays were fabricated in a silicon substrate. An increase in the Leidenfrost temperature, as well 

as an effect on droplet dynamics due to the micropillar, were observed. The results of the 

physical model for the balance of the capillary wetting pressure and vapour pressure are 

consistent with the experimental results. The following study suggests two parameters for 

deciding the shift of the Liedenfrost temperature. They are the capillary force which is related 

to the arrays of the microstructures, and the gap for the escaping vapor flow in terms of the 

pressure for the levitation of the droplet. Farokhinia et al. developed a decoupled hierarchical 

structure which shows an LFP higher than 570 oC with a 30 µl water droplet [66]. In this 

concept, a superhydrophilic nanomembrane and micropillars at high aspect ratios are 

considered for the two mechanisms for Leidenfrost temperature. The superhydrophilic 

nanomembrane assists the wetting of the droplet to the solid surface while the micropillars 
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supply the path for the vapor flow. Tran et al. investigated the effect of the micropillars on the 

dynamic Leidenfrost point [67]. They fabricated micropillars with different height and spacing 

between the pillars in a silicon wafer. In this study, the dynamic Leidenfrost point which can 

be determined by the minimum temperature of the surface which can cause an impinging 

droplet to bounce was considered [68]. It was observed that the dynamic Leidenfrost point is 

decreased with micropillars compared with a smooth surface. Previous studies show that the 

Leidenfrost point which is a thermal characteristic in macroscale can be affected by the 

structures in the micro-nano scale. However, the Leidenfrost points which were determined 

differently by the longest droplet evaporation time [25, 66], the minimum temperature for 

gentle film boiling [26] and minimum temperature for droplet impinging [67–68] becomes 

different from each other in the previous study [26]. Therefore, to determine the relation 

between these different definitions is an important step for benchmarking different studies. In 

short, it has been observed that the Leidenfrost point can be shifted by the presence of 

microstructures. However, how the microstructures affect the Leidenfrost point has not been 

fully identified. Furthermore, discrepancies in the reported enhancement in the heat transfer 

can be attributed to the different methods for determining the Leidenfrost point. Further studies 

are required in order to identify the effect of the microstructures on the Leidenfrost 

phenomenon. 
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Figure 2.8 Enhancement of LFP by the micro-engineered surface 

 

 

 

 

 

 





 

Chapter 3 Two-phase flow instabilities and 

deterioration of the heat transfer 

3.1 Interaction between density wave and pressure drop 

oscillations (Papers 1 and 2) 

Superimposed density wave oscillations over pressure drop oscillations (shown for 

example in Figure 3.1 [11]) have been previously reported and studied in the literature. 

However, there are discrepancies regarding their triggering mechanisms [12–14] and which 

parameters or operating conditions determine the characteristics of the pressure drop 

oscillations [9–11].  

A further experimental investigation is required to clarify the characteristics of pressure 

drop oscillations in a horizontal tube. In Paper 1, an experimental study is conducted in order 

to clarify the discrepancies between previous studies, to investigate the occurrence of pure 

pressure drop oscillations in a horizontal tube and to obtain the limit cycles for different 

instability modes. 

It is possible to observe that superimposed density wave oscillations have a large 

amplitude of mass flow, compared with the amplitudes of pure density wave oscillations or 

pure pressure drop oscillations. The reason for the larger amplitude of the superimposed density 

wave oscillations has not been clarified in the open literature. We assumed that the existence 

of the expansion volume or the flow oscillation has a dominant contribution to the occurrence 

of the superimposed density wave oscillations on the pressure drop oscillations and their larger 

amplitude. To investigate this, in Paper 2 the flow oscillation of the pressure drop oscillations 

is mimicked by controlling the pump. With this experiment, the effect of oscillatory flow and 

the existence of the expansion tank can be decoupled in order to identify the possible 

superimposed density wave oscillations. The main finding in this work is that density wave 

oscillations can be superimposed on pressure drop oscillations when the mass flux changes 
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fast, while the amplitude of the mass flux oscillation during density wave oscillations can be 

amplified due to the upstream compressible volume. The wave shape of the pressure drop 

oscillations affects the existence of the superimposed density wave oscillations, while the 

existence of the compressible volume amplifies the amplitude of the density wave oscillations.  

 

 

Figure 3.1 Example of the profiles of inlet pressure and mass flux under pressure drop oscillation in a horizontal 

tube [11] 
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Experimental study on the characteristics of pressure drop oscillations and interaction with 

short-period oscillation in a horizontal tube 
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a b s t r a c t 

Long-period oscillations (pressure drop oscillations) and short-period oscillations (superimposed density 

wave oscillations) have been observed in many studies. However, under which condition the long-period 

oscillations with superimposed short-period oscillations and long-period oscillations are occurring re- 

mains unknown particularly in horizontal systems. In this work, the occurrence of long-period oscillations 

with superimposed short-period and long-period oscillations are experimentally studied in a horizontal 

heated tube. It has been observed that long-period oscillations with superimposed short-period oscilla- 

tions are apparently occurring in the middle of the negative slope of the pressure and mass flux internal 

system curve. Furthermore, as the inlet temperature subcooling is decreased the short-period oscillations 

disappear. Pressure drop–mass flux limit cycles are also shown for illustrating the interaction of the os- 

cillations. 

© 2018 Elsevier Ltd and IIR. All rights reserved. 

Étude expérimentale sur les caractéristiques des oscillations de chute de pression 

et leur interaction avec l’oscillation de courte période dans un tube horizontal 

Mots-clés: Écoulement diphasique; Instabilité d’écoulement; R134a; Oscillation de la chute de pression; Oscillation de la densité des ondes 

1. Introduction 

Under high heat flux condition, subcooled flow boiling has the 

advantages of high heat transfer efficiency and high critical heat 

flux ( Del Valle and Kenning, 1985; Vandervort et al., 1994; Yan et 

al., 2015 ). However, two-phase flow instabilities can occur in sub- 

cooled flow boiling system. A considerable amount of studies on 

two-phase flow instabilities has been conducted during the past 

decades ( Boure et al., 1973; Durga Prasad et al., 2007; Kakac and 

Bon, 2008; Liang et al., 2010; Tadrist, 2007 ) due to its relevance 

to refrigeration, steam generators, boiling water reactors, etc. The 

main issue of the instabilities is the oscillations in temperature, 

flow, and pressure which can cause thermal fatigue, mechanical vi- 

bration, deterioration of heat transfer, and issues in the control of 

the system. 

∗ Corresponding author. 

E-mail addresses: il.woong.park@ntnu.no (I.W. Park), carlos.dorao@ntnu.no 

(C.A. Dorao). 

Among the types of the two-phase flow instabilities, a pressure 

drop oscillation (PDO) is characterized by a long period oscillation. 

This is an important phenomenon since it could trigger dry out 

in the multi-channel configuration ( Kandlikar, 2002 ). The essential 

conditions for the occurrence of the PDOs were discussed in Boure 

et al. (1973 ) and Padki et al. (1992 ), which can be summarized like: 

the system has a compressible volume, the internal system charac- 

teristic curve presents a negative slope, i.e. resembling an N-shape, 

in terms of pressure drop versus flow rate curve, and the external 

characteristic curve is steeper than the negative slope of the inter- 

nal characteristic curve. A negative slope of the internal character- 

istic curve can be observed when the outlet is in the two-phase 

flow condition. 

PDOs have been studied theoretically ( Do ̄gan et al., 1983; 

Mawasha et al., 2001; Padki et al., 1992, 1991; Stenning and 

Veziroglu, 1965 ) and experimentally ( Çomaklı et al., 2002; Ding 

et al., 1995; Guo et al., 1996; Ozawa et al., 1979; Yüncü et al., 

1991 ) in the past decades. Recent studies on PDO have been re- 

ported in mini-channels ( Yu et al., 2016 ) and microchannel system 

( Zhang et al., 2010 ). However, which are the mechanisms control- 
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Nomenclature 

DP pressure drop 

G Mass flux [Kg/m 

2 s] 

P Pressure [Pa] 

T Temperature [K] 

Subscripts 

l Measurement point before the expansion tank 

2 Measurement point after the expansion tank 

B Measurement point before the main tank 

D Down 

F Fluid 

in inlet 

out outlet 

P Measurement point after the pump 

sub subcooling 

T Measurement point inside the main tank 

U Up 

ling the characteristics of the PDO and the impact of the oscilla- 

tions on the heat transfer and pressure drop are not understood. 

Manavela Chiapero et al. (2012 ) have summarized previous stud- 

ies and some of the remaining challenges on PDOs. In the case 

of horizontal pipes, parametric studies have been done to deter- 

mine the effect of various parameters on the period and amplitude 

of the oscillations ( Çomaklı et al., 2002; Ding et al., 1995; Yüncü

et al., 1991 ). However, there are discrepancies between the pre- 

vious studies regarding the effect of experimental conditions on 

the period and the amplitudes of PDO. Çomaklı et al. (2002) and 

Ding et al. (1995) have observed that the amplitude and period in- 

crease with increasing mass flux, while Yüncü et al. (1991) have re- 

ported that the amplitude and period increase with the mass flux 

at high mass fluxes and decrease with the mass flux at low mass 

fluxes. 

PDOs have mostly been observed in the negative slope regions 

of the N-shape curve in previous studies but PDOs in the posi- 

tive slope region have been reported by Çomaklı et al. (2002) . In 

particular, under given conditions, the PDOs can show a superim- 

posed high-frequency oscillation ( Çomaklı et al., 2002; Ding et al., 

1995; Yüncü et al., 1991 ). This high-frequency oscillation has been 

attributed to be density wave oscillations (DWO) triggered at the 

lowest region of the flow rate oscillation. Studies on the interac- 

tion between the PDO and DWO have been performed both exper- 

imentally ( Liu and Kakac, 1991 ) and numerically ( Schlichting et al., 

2010; Yin et al., 2006 ). It has been observed that DWOs can be 

superimposed on the PDOs when the slope of the internal char- 

acteristic curve is negative ( Liu and Kakac, 1991 ). It has been as- 

sumed that the DWOs occur during the passing through the left 

positive slope in the limit cycle causing a violent oscillation of 

the mass flux. Numerical studies have shown that the oscillation 

modes change in the sequence of pure DWO, transition, PDO with 

DWO, and pure PDO by increasing mass flux with constant inlet 

temperature condition ( Yin et al., 2006 ). 

Previous studies ( Liu and Kakac, 1991; Manavela Chiapero et al., 

2012 ) sketched the limit cycle for illustrating the PDOs and the su- 

perimposed DWOs as shown in Fig. 1 . For the case of a pure PDO, 

the mechanism can be summarized as a compression in the ex- 

pansion tank (A1–B), a flow excursion to liquid phase (B–C1), a 

decompression in the expansion tank (C1–D), and a flow excur- 

sion to gas phase (D–A1). On the other hand, for the case of a 

superimposed DWO and PDO, it has been suggested that it is oc- 

curring in the rising part of the pressure drop (A–B) when the 

complete boiling occurs ( Liu and Kakaç, 1991 ) as shown in Fig. 

1 . In a previous study ( Mente ̧s et al., 1989 ), it is explained that 

Fig. 1. Schematic diagram of limit cycle for the PDO ( Manavela Chiapero et al., 

2012 ) and the interaction between long-period oscillations and short-period oscil- 

lations in previous study ( Liu and Kakac, 1991 ). 

the occurrence of the superimposed DWOs under PDOs is trig- 

gered by bubbles which are passing through the orifice and caus- 

ing a drop in the mass flow rate. The jump of the mass flow rate 

could cause the sudden change of the pressure by crossing the 

negative slope of the internal characteristic curve. Furthermore, the 

oscillation of the mass flow rate can be oriented by the sudden 

changes of the pressure and the inertia of the fluid. Schlichting 

et al. (2010) presented an alternative analysis of the interaction 

between PDOs and DWOs by using a transient lumped parameter 

model. However, it was observed that the limit cycle was not de- 

veloped following the internal system characteristic curve in the 

given conditions for the analysis. Furthermore, only few research 

has been focused on the interaction between long-period and 

short-period ( Yin et al., 2006 ), while only a few have considered 

the influence of the oscillations on the heat transfer and pressure 

drop. 

Studying the shape of the limit cycle during the oscillation can 

help to understand the underlying mechanism of the interaction 

between pressure drop oscillations and short-period oscillations. 

The limit cycle might follow the internal characteristic curve dur- 

ing the phase of a flow excursion to liquid phase, a decompression 

in the expansion tank, and a flow excursion to the gas phase. The 

limit cycle under the interaction of the oscillation modes was re- 

ported by Schlichting et al. (2010) showing a large fluctuation of 

the mass flux after the flow excursion. Moreover, a non-linear in- 

teraction was observed in this previous analysis. 

In summary, few studies have been investigating the occurrence 

of the long-period oscillation with superimposed short-period 

oscillation and the mechanisms controlling the interaction of the 

oscillations. In this study, the occurrence of the long-period oscil- 

lations with superimposed short-period oscillations is experimen- 

tally studied in a horizontal heated tube of 5 mm ID using R134a 

as working fluid. 

2. Materials and methods 

2.1. Experimental facility 

The experimental facility for two-phase flow instability test 

consists of a closed main loop, a tank, a pump, a conditioner, a 

condenser, a test section, two flow meters, two chillers, and a vi- 

sualization glass as shown in Fig. 2 . R134a is used as the work- 

ing fluid. A magnetically coupled gear pump is located between 

the main tank and the conditioner. The pressure and the tem- 

perature of the main loop are mainly controlled by the saturated 

conditions in the main tank. The conditions of the working fluid 

in the main tank are controlled by chillers connected to the con- 

denser and conditioner in order to reach stable experimental con- 

ditions. The inlet fluid temperature and outlet fluid pressure are 
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Fig. 2. Schematic diagram of the test facility. 

Fig. 3. Schematic diagram of the test section. 

adjusted by two chillers connected to the conditioner and the con- 

denser. Two Coriolis flow meters are located before the expan- 

sion tank ( G 1 ) and after the expansion tank ( G 2 ) for measuring 

the flow. The expansion tank is located above the closed main 

loop and before the test section. It has a 219 mm of diameter and 

9.5 × 10 −3 m 

3 of volume. It is filled with R134a and nitrogen gas. 

The pressure and level of the expansion tank are controlled by a 

nitrogen tank which is connected to the top of the expansion tank. 

There is a manually operated valve between the expansion tank 

and the main loop in order to trigger the pressure drop oscilla- 

tions. 

The test section is a stainless steel tube has 5 mm inner diam- 

eter, 8 mm outer diameter and 2035 mm length. The schematic di- 

agram of the heated channel is described in Fig. 3 . The test sec- 

tion is heated electrically by electrodes in five independent sec- 

tions and power input of each section is controllable. 9 and 11 

thermocouples are installed on top and bottom of the test sec- 

tion, respectively. At two positions in the test section, there are 

two more thermocouples on both sides of the wall between ther- 

mocouples on the top and bottom. At these two positions, there 

are also thermocouples mounted inside the channel for measuring 

the fluid temperature directly. All the variables are logged with a 

National Instruments (NI) data acquisition system at an acquisition 

frequency of 10 Hz for all the measurements. 

2.2. Measurements and accuracy 

For the temperature measurements, 0.5 mm diameter T-type 

thermocouples have been used with an accuracy of 0.1 K (in-house 

calibration). The saturation temperature of the working fluid is de- 

termined by the absolute pressure transducers. Pressures at the 

inlet and the outlet of the test section are measured by abso- 

lute pressure transducers. They have a 0.04% accuracy at 2.5 MPa 

full-scale. The pressure drop between inlet and outlet of the test 

section is measured by a differential pressure transducer. It has a 

0.075% accuracy at 0.05 MPa full-scale. The mass flow rate has a 

0.2% accuracy. The accuracies of absolute pressure, pressure drop, 

and mass flow rate are given by the supplier. Heat flux is calibrated 

by means of heat transfer to the fluid in a stationary condition. For 

this, the input electrical power was sompared with the heat trans- 

fered between single-phase liquid and the surrounding. An accu- 

racy of 3% is derived for the heat flux. The vapor quality along the 

test section is calculated based on an energy balance. 
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Table 1 

A comparison of experimental conditions. 

Parameter Yüncü et al. (1991) Çomaklı et al. (2002) Ding et al. (1995) This study 

Fluid R-11 R-11 R-11 R-134a 

Inner diameter of test section 5 mm 11.2 mm 10.9 mm 5 mm 

Length of test section 800 mm 3500 mm 1060 mm 2035 mm 

System pressure 686,0 0 0 Pa 750,0 0 0 Pa 760,0 0 0 Pa 70 0,0 0 0 Pa 

Mass flux (where PDO obtained) 200–560 kg/m 

2 s 365–731 kg/m 

2 s 240–900 kg/m 

2 s 40 0–10 0 0 kg/m 

2 s 

Heat flux 23–40 kW/m 

2 121 kW/m 

2 55–76 kW/m 

2 35 kW/m 

2 

Inlet temperature 20 °C 16–28 °C 2–24 °C −12 to −8 °C 
Compressible volume 0.0084 m 

2 0.05 m 

3 0.0021 m 

3 0.00471 m 

3 

Fig. 4. N-shape curve of (a) the test section and (b) the main flow loop. 

2.3. Experimental procedure and conditions 

As a first step of the experimental procedure, the pump was 

started. In this step, sufficient flow was supplied for avoiding dry 

out in the test section. After obtaining a stable flow condition, a 

35 kW/m 

2 heat flux was gradually applied to the test section. By 

controlling the temperatures of the liquid in the chillers which are 

connected to the conditioner and the condenser, the inlet pres- 

sure ( P in , 700 kPa) and subcooling temperature ( T sub , 35.0, 37.5, and 

40.0 K) were adjusted. The inlet mass flux (40 0–20 0 0 kg/m 

2 s) was 

adjusted by controlling the pump speed. In terms of the experi- 

mental conditions, it was not possible to reach the experimental 

condition for the low mass flux ( < 500 kg/m 

2 s) with high subcool- 

ing temperature (40 K). That was because the minimum temper- 

ature (253.15 K) of the chiller connected to conditioner was not 

low enough in order to maintain high subcooling in a given condi- 

tion. By adjusting temperatures of the chillers and the pump speed, 

the desired conditions were obtained for each test case. After this, 

pressure drop oscillations were triggered by opening the valve be- 

tween the expansion tank and the test section. Table 1 shows a 

comparison of the experimental conditions with previous experi- 

mental studies on pressure drop oscillations in a horizontal chan- 

nel. 

For triggering the pressure drop oscillations, it was essential to 

obtain a negative slope in the internal system characteristic curve. 

Fig. 4 a and b shows the internal system characteristic curves for 

the test section and the main flow loop for three subcooling tem- 

peratures. Negative slopes were observed in each subcooling tem- 

perature. For obtaining the internal system characteristic curve, the 

flow rate was decreased stepwise while the inlet pressure and sub- 

cooling temperature were maintained constant by controlling the 

temperature of the two chillers. The pressure drop in the main 

loop is obtained from the difference between the pressure after 

the pump ( P P ) and before the main tank ( P B ). The pressure drop 

in the test section is measured by the difference between the 

pressure before the test section ( P in ) and after the test section 

( P out ). 

3. Results and discussion 

3.1. Different modes of instabilities 

Fig. 5 summarizes the oscillation modes observed in this work 

in terms of the inlet mass flux and the subcooling temperature. 

The following oscillation modes were observed: no oscillation, 

decreasing long-period oscillations, long-period oscillations, and 

long-period oscillations followed by short-period oscillations. In 

particular, long-period oscillations refer to pure oscillations with a 

period longer than 30 s, while long-period oscillations followed by 

short-period oscillations refer to oscillations with a superimposed 

short-period oscillation with a period less than 10 s. 

Long-period oscillations followed by short-period oscillations 

occur with high subcooling temperature in the case of 37.5 K 

and 40.0 K of subcooling temperature. The decreasing long-period 

oscillation mode was located in the high mass flux region be- 

tween long-period oscillations and no oscillation regions. No os- 

cillations were observed in both low mass flux and high mass 

flux region. Previous studies of oscillations in horizontal pipes 

( Çomaklı et al., 2002; Ding et al., 1995; Yüncü et al., 1991 ) have ob- 

served that density wave oscillations were superimposed on pres- 
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Fig. 5. Different instability modes depends on (a) subcooling temperature and (b) pressure drop (D. L. Osc.: decreasing long-period oscillation, L. Osc.: long-period oscillation, 

L. Osc. + S. Osc.: long-period oscillation followed by short-period oscillation). 

Fig. 6. Profile of the pressure of (a) no oscillation, (b) decreasing long-period oscillation, (c) long-period oscillation, and (d) long-period oscillation followed by short-period 

oscillation. 

sure drop oscillations in horizontal pipes. However, no distinction 

between long-period oscillations and long-period oscillations with 

short-period oscillations was reported. 

Fig. 5 a shows the existence of the long-period oscillations and 

also an oscillation mode change between the long-period oscilla- 

tions to long-period oscillations followed by short-period. This os- 

cillation mode change was reported in an analytical study done by 

Yin et al. (2006) where the instabilities mode changes from DWO, 

to transition, to PDO with DWO, and to PDO with increasing mass 

flux and constant subcooling analytically. However, this analytical 

result has not been confirmed experimentally in horizontal condi- 

tions in previous studies. Fig. 5 a confirms the suggested transitions 

derived by Yin et al. (2006) . 

Fig. 5 b shows the different oscillation modes in the to- 

tal pressure-mass flux map. The total pressure drop corre- 

sponds to the sum of the pressure drop in the test section 

and the main flow loop. No oscillation is observed when the 

slope of the N-shape curve becomes positive after the nega- 

tive slope region. Yin et al. (2006) reported that the region 

for the superimposed DWO with PDO instability occurs when 

the system has high exit flow restriction which causes higher 

pressure drop and a steeper negative slope of the internal 

characteristic curve. However, in this study, it was observed that 

long-period oscillations followed by short-period oscillations occur 

in higher subcooling which causes lower pressure drop and a 

steeper negative slope of the internal characteristic curve. In par- 

ticular, in the present work, it is observed that the negative slope 

apparently has no influence on the occurrence of long-period 

oscillations followed by short-period oscillations. 

The profiles of the mass flux and the pressure are obtained for 

each oscillation mode as shown in Figs. 6 and 7 . Initial mass fluxes 

for each case are (a) 1034, (b) 850, (c) 796, and (d) 710 kg/m 

2 s 

and subcooling is 40.0 K. In Fig. 6 , the pressure at the inlet ( P in , red 

solid line) and outlet ( P out , blue dash line) of the test section are 

depicted. In Fig. 7 , the mass flux before the expansion tank ( G 1 , 

blue dash line) and between the expansion tank and test section 

( G 2 , red solid line) are described. Figs. 6 a and 7 a represent the sta- 

ble mode. In this case, there was no specific reaction after open- 

ing the valve for triggering the instability. Figs. 6 b and 7 b repre- 

sent decreasing long-period oscillation mode. It was characterized 

by decreasing amplitude of oscillations with time. Figs. 6 c and 7 c 

show the long-period oscillations. In this mode, the pressure and 

mass flux oscillated continuously. Figs. 6 d and 7 d show the long- 

period oscillations followed by short-period oscillation mode. The 

short-period oscillations between the long-period oscillations were 

observed in both pressure and mass flux. 

3.2. Limit cycles for the different oscillation modes 

A parametric study on the internal characteristic curve which 

shows the variation of pressure as a function of mass flux for 

the steady states has been conducted by Manavela Chiapero et al. 

(2014) . It has been reported that the negative slope is influenced 

by the level of subcooling. In particular, the negative slope be- 
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Fig. 7. Profile of the mass flux of (a) no oscillation, (b) decreasing long-period oscillation, (c) long-period oscillation, and (d) long-period oscillation followed by short-period 

oscillation. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.) 

Fig. 8. The limit cycle for different oscillation modes for different subcooling (a) 40.0 K and (b) 37.5 K. (For interpretation of the references to color in this figure, the reader 

is referred to the web version of this article.) 

Fig. 9. Schematic diagram for the mechanism of interaction between long-period 

oscillations and short-period oscillations from experimental data in this study. 

comes steeper as the subcooling is increased. In this study, the in- 

ternal characteristic curve was obtained for three subcooling tem- 

peratures. 

Mass flux and pressure under the oscillation can be plotted 

as a trajectory along time. The limit cycle can be presented as 

a closed line of the trajectory for mass flux and pressure. This 

limit cycle can represent the interaction between two parame- 

ters which are mass flux and pressure for this case in the dy- 

namic system. It became possible to obtain the trajectory due to 

the development of the acquisition system. Limit cycles for the 

different oscillation modes are shown over the internal charac- 

teristic curve in Fig. 8 . Initial mass flux ( G i ) and subcooling tem- 

perature are described in each graph. Black circles are represent- 

ing the internal characteristic curve from Fig. 5 b. The synchro- 

nized data of pressure drop and inlet mass flux are depicted 

over the internal characteristic curve. It is possible to observe 

that there is a large fluctuation of the mass flux in the case of 

long-period oscillations with short-period oscillations. In the case 

of the long-period oscillations, the limit cycle presents a circu- 

lar shape. It seems like that the flow excursion to liquid phase 

(B–C) and a flow excursion to gas phase (D–A) was not fully re- 

laxed compared with the schematic diagram from the previous 

study in Fig. 1 . It could be explained that it was because the com- 

pressible volume was not large enough and the thermal capacity 

was not small enough. This shrinkage of the limit cycle under PDO 

has been discussed by Manavela Chiapero et al. (2013) , and at- 

tributed to the ratio of the thermal time constant and the resi- 

dence time of a fluid particle. It has been reported that the thermal 
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Fig. 10. Effect on the amplitude (a) and the period (b) of PDOs. 

Table 2 

Summary of effect on the amplitude and the period. 

Parameter Author Yüncü et al. (1991) Ding et al. (1995) Çomaklı et al. (2002) This study 

Increasing mass flux Effect on the amplitude No effect Increase Increase Increase/Decrease 

Effect on the period Decrease/Increase Increase Increase Increase 

Increasing subcooling temperature Effect on the amplitude – Increase Increase Increase/Decrease 

Effect on the period – Increase Increase Increase 

capacity of the wall becomes dominant when the thermal time 

constant is relatively higher compared to the residence time of a 

fluid particle in the system. The shrinkage of the limit cycle was 

observed when the thermal characteristic time increases. 

Fig. 9 shows the schematic diagram of the long-period oscil- 

lations with short period oscillations from Fig. 8 . It is observed 

that the short-period oscillations occurred before the end of the 

flow excursion to the liquid phase (C 

∗). Two types of short-period 

oscillations are occurring corresponding to the first short-period 

oscillations (A 

∗–B 

∗) and to the second short-period oscillations 

(B 

∗–C 

∗). An overshoot of pressure drop over the first inflection 

point of the internal characteristic curve is observed during the 

second short-period oscillations. It has not been considered for il- 

lustrating the mechanism of the PDO in the previous study by Liu 

and Kakaç (1991) . It was shown that the flow excursion to the 

liquid phase was not fully relaxed (C 

∗–D 

∗). And it was observed 

that after the flow excursion from the two-phase to a liquid phase, 

the flow didn’t reach the complete liquid phase due to the high 

heat flux condition. In summary, the limit cycle following the in- 

ternal characteristic curve was observed in the phase of C 

∗–D 

∗–A 

∗, 

the fluctuation of mass flux was observed in the phase of A 

∗–B 

∗, 

and an overshoot of the pressure drop was newly observed in the 

phase of B 

∗–C 

∗. 

3.3. Effect of subcooling temperature and mass flux 

In order to clarify the discrepancies on the effect on amplitude 

and period between the previous studies, both amplitude and pe- 

riod are measured for the test cases. The average of peak-to-peak 

amplitude per mean value of the mass flux is considered for the 

comparison. Only long period oscillations are considered and short 

period oscillations are not considered when calculating the am- 

plitude of the oscillations. Decreasing long-period oscillations are 

considered as a zero amplitude of oscillation in order to clarify the 

effect on amplitude. The inlet pressure, the heat flux, the volume 

of liquid in the expansion tank, and the pressure in the expansion 

tank are kept constant in every case. 

The effect of subcooling temperature and mass flux on ampli- 

tude and period is depicted in Fig. 10 . In Fig. 10 a, the y -axis rep- 

resents the peak-to-peak amplitude of the mass flux normalized in 

terms of the average mass flux. In case of the mass flux, the am- 

plitude of the oscillation increases with increasing mass flux until 

certain mass flux. After that, the amplitude of the oscillation de- 

creases. In the case of subcooling temperature, it can be observed 

that the amplitude of oscillation increases as subcooling temper- 

ature increases. This can be explained by the shape of the inter- 

nal characteristic curves. The pressure difference between the in- 

flection points of the internal characteristic curve becomes higher 

when the subcooling is high. This pressure difference will affect 

the compression and decompression of the expansion tank dur- 

ing the PDO. The level of compression and decompression of the 

expansion tank will determine the level of the oscillation which 

can be presented by the amplitude. As depicted in Fig. 10 b, the 

period of the PDOs increases with increasing mass flux and also 

subcooling temperature. The effect on the amplitude and period of 

the oscillations is summarized, including previous studies ( Çomaklı

et al., 2002; Ding et al., 1995; Yüncü et al., 1991 ) as described in 

Table 2 . 

4. Conclusion 

In this work, the occurrence of long-period oscillations and 

long-period oscillations with superimposed short-period oscilla- 

tions is experimentally studied in a horizontal heated tube. It has 

been observed that the long-period oscillation with superimposed 

short-period oscillation are apparently occurring in the intermedi- 
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ate part of the negative slope of the internal characteristic curve. 

The superimposed short-period oscillations disappear when the 

subcooling temperature is decreased. Moreover, it is observed that 

the negative slope of the internal characteristic curve apparently 

has no influence on the occurrence of the superimposed short- 

period oscillations. Pressure drop to mass flux limit cycles are also 

shown for illustrating the interaction of the oscillations. 
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Although two-phase flow instabilities are attributed to be one of the impediments
for achieving high heat flux in boiling systems, most of their fundamental character-
istics remain uncharted. In particular, pressure drop oscillations and density wave
oscillations are two types of dynamic two-phase flow instabilities that can cause
large variations in pressure and temperature. Under particular working conditions,
both oscillations have been observed to interact, resulting in long-period pressure
drop oscillations with superimposed short-period density wave oscillations. However,
in this situation, the amplitude of the density wave oscillations is typically larger
than the corresponding to a pure density wave oscillation. Here, we show that a
compressible volume in the system, essential for the occurrence of pressure drop
oscillations, plays a major role in amplifying the amplitude of the superimposed
density wave oscillations. © 2018 Author(s). All article content, except where oth-
erwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5040113

I. INTRODUCTION

Flow boiling is characterized by a complex interplay of hydrodynamic and thermal effects that
can exhibit flow instabilities. These two-phase flow instabilities can result in transient and dynamic
events that can induce mechanical and thermal fatigues, in addition, to deteriorate heat transfer in
boiling systems.1,2 In order to overcome the drawbacks of the flow instability, recent studies show the
efforts for controlling and suppressing the oscillations.3–5 Two typical types of dynamic two-phase
flow oscillations are density wave oscillations and pressure drop oscillations which are characterized
by short and large period oscillations respectively.6–8 Since the 60s research has been carried out for
unveiling the physics of the process and developing suitable models for predicting and controlling
the occurrence of such instabilities.

Under particular working conditions, density wave and pressure drop oscillations can interact
establishing a long-period oscillation with superimposed short-period oscillations at the minimum
of the long-period oscillations. However, the corresponding superimposed density wave oscillation
shows a larger amplitude compared with the pure density wave oscillation. For example, in previous
studies, it is possible to observe that the amplitude of the superimposed density wave oscillation has
been amplified about five to ten times.9–11

Only a few studies have been focused on understanding the interplay of density wave and pres-
sure drop oscillations. Briefly, a typical boiling system where two-phase flow oscillations may occur
consists in a heated section, inlet and outlet valves (or orifice plates) is characterized by a com-
pressible volume due to the presence of vapor in the system. This compressible volume is typically
represented in experimental studies with a surge tank connected upstream of the test section. Liu and
Kakaç (1991)12 suggested that superimposed density wave oscillations could occur due to complete
boiling during the pressure increase stage in the pressure drop oscillation limit cycle. Menteş et al.

aAuthor to whom correspondence should be addressed. Electronic mail: carlos.dorao@ntnu.no
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(1989) explained that the superimposed density wave oscillations could be triggered by a sudden
change in the mass flow rate due to bubbles crossing the orifice in the inlet valve.13 Moreover, in
this case, the sudden change of the pressure is accompanied by a change in the mass flux. Using
linear frequency domain stability models, Yin et al. (2006) showed that pressure drop oscillations
occur due to the compressible volume at the heater inlet, while density wave oscillations are not
affected by the latter.14 In summary, in the previous studies, the superimposed oscillations have been
attributed either to the complete boiling during pressure drop oscillations,12 or sudden change of
the mass flux in the orifice valve during the pressure drop oscillations13 or the interaction of the
oscillations.14 In this letter, we show that the compressible volume in the surge tank upstream of
the test section plays a major role in controlling the amplitude of the superimposed density wave
oscillations.

II. EXPERIMENTAL SECTION

To investigate the interplay of density wave and pressure drop oscillations an experimental facility
was constructed consisting of a horizontal test section of 5mm ID stainless steel pipe heated with
Joule effect using R134a as working fluid, Figure 1. A surge tank was located just upstream of the test
section to control the available compressible volume in the system. Details of the experimental facility,
experimental procedures, calibration tests and uncertainty analysis are presented in the supplementary
material.

III. RESULTS AND DISCUSSIONS

Figure 2(a) and 2(c) show a reference case for the superimposed density wave oscillations during
pressure drop oscillations. The selected conditions of the experiment were a mass flux of 700 kg/m2s,
subcooling of 37.5 K, the inlet pressure of 7.0 kPa and 0.0043 m3 of compressible volume in the
surge tank. For this experiment, the valve connected to the surge tank was opened for triggering the
pressure drop oscillations. In this case, it is possible to observe short-period, high-amplitude density
wave oscillations superimposed on the long-period pressure drop oscillations. In order to exclude
the effect of the compressible volume on the pressure drop oscillations, the approach consisted in
mimicking the mass flux oscillations observed during the pressure drop oscillations by controlling the
pump while maintaining the surge tank closed. Figure 2(b) and 2(d) show the profile of the mass flux

FIG. 1. Sketch of the experimental facility and test section.

ftp://ftp.aip.org/epaps/aip_advances/E-AAIDBI-8-094807
ftp://ftp.aip.org/epaps/aip_advances/E-AAIDBI-8-094807
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FIG. 2. Mass flow rate and pressure of valve-triggered oscillation (a, c) and pump-driven oscillation (b, d).

and the pressure under the pump-driven oscillatory condition. Comparing these two cases, i.e. the
pressure drop oscillations with superimposed density wave oscillations and the mimicked pressure
drop oscillations by controlling the flow with the pump, the amplitude of the mass flux oscillation
during the density wave oscillations was significantly suppressed. However, it is possible to see short-
period superimposed oscillations in the evolution of the pressure. This shows that the occurrence of
the superimposed density wave oscillations during pressure drop oscillations does not depend on the
presence of a compressible volume.

The previous experiments suggest that the compressible volume controls the amplitude of the
density wave oscillations, amplifying it. In order to confirm this, the following experiment was
performed. For a particular initial condition of 300 kg/m2s of mass flux, 0.0043 m3 of compressible
volume and 30.0 K of subcooling (where pressure drop oscillation cannot occur even if the valve
for the expansion tank is opened) the influence of the compressible volume on the pure density
wave oscillations is studied. The valve for the compressible volume was opened (at 50 and 250
seconds) and closed (at 150 seconds and 350 seconds) as shown in Figure 3(a) and 3(d). The profiles
of the mass flux and pressure evolution are depicted in Figure 3(b) and 3(e) for the closed valve
and in Figure 3(c) and 3(f) for the opened valve. With the compressible volume not connected,
density wave oscillations do not fully develop and only small amplitudes (∼20 kg/m2s) are observed.
However, with the compressible volume connected, density wave oscillations develop fast reaching
large amplitudes (∼700 kg/m2s). This experiment confirms the role of the compressible volume not
only for the occurrence of pressure drop oscillations but also in the amplification of the density
wave oscillations. In particular, this experiment shows that the occurrence of large-amplitude density
wave oscillations superimposed on pressure drop oscillations is a consequence of the presence of the
compressible volume.
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FIG. 3. Effect of the existence of the compressible volume on mass flux (a-c) and pressure (d-f) during density wave
oscillations. The valve for the compressible volume was opened at 50 and 250 seconds and it was closed at 150 and 350
seconds.

In the next part of this study, the influence of the compressible volume on the magnitude of
the amplitude of pure density wave oscillations is studied. Compressible volumes of 0.0013 m3 and
0.0094 m3 are tested as shown in Figure 4. It is observed that the compressible volume is essential

FIG. 4. Mass flux and pressure during amplified density wave oscillations with 0.0094 m3 (a, c) and 0.0013 m3 (b, d) of
compressible volume. The valve for the compressible volume was opened at 50 and 250 seconds and it was closed at 150 and
350 seconds.
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for the large amplitude of the density wave, but it is not possible to observe a dependency of the
amplitude of the density wave on the value of the compressible volume for the studied cases.

Now, under pressure drop oscillations condition, the influence of the magnitude of the compress-
ible volume on the amplitude of the density wave oscillations is studied by setting the compressible
volume at 0.0013 m3, 0.0043 m3 (corresponds to the reference case in Figure 2(a)) and 0.0094 m3,
with a mass flux of 700 kg/m2s and 37.5 K of subcooling as the initial conditions. As shown in
Figure 5, the magnitude of the compressible volume influences the characteristics of both the pres-
sure drop and superimposed density wave oscillations. In the case of the large compressible volume
(Figure 5(a) and (b)), a larger amplitude of mass flux oscillations and the longer period of pressure
drop oscillations were observed as compared to the low compressible volume case. Moreover, the
amplitude of the superimposed density wave oscillations is more enhanced when the compressible
volume is large. On the other hand, superimposed density wave oscillations disappeared in the case of
small compressible volume, as shown in Figure 5(c) and (d). According to the findings above, it seems
like the rate of change of the mass flux was not large enough to be considered as a sudden perturbation
for triggering density wave oscillations. The small amplitude of the pressure drop oscillations was
a consequence of the level of the compressible volume. This shows that the operating conditions
could change the profile of the pressure drop oscillations while the occurrence of the superimposed
density wave oscillations is controlled by the rate of change of the mass flux during pressure drop
oscillations.

Superimposed density wave oscillations can be triggered by the sudden perturbation of the
pressure drop which causes the perturbation of the flow rate. In the last part of this study, it is studied
whether the pressure drop oscillations can be considered as a sudden perturbation of the mass flux for

FIG. 5. Mass flux and pressure during pressure drop oscillations with 0.0094 m3 (a, b) and 0.0013 m3 (c, d) of compressible
volume.
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FIG. 6. Occurrence of density wave oscillations by reducing the mass flux without compressible volume during 30 seconds
(a, e), with compressible volume during 30 seconds (b, f), 60 seconds (c, g), and 90 seconds (d, h).

triggering density wave oscillations. It is assumed that the superimposed density wave oscillations
could instantly develop when the rate of change in the mass flux is fast enough. The experiment
consists in suppressing the oscillatory condition of the pressure drop oscillations and mimicking the
decreasing profile of the mass flux under the pressure drop oscillations by controlling the mass flux
with the pump. As initial conditions, 850 kg/m2s of mass flux, 30.0 K of subcooling and 7.0 kPa
of inlet pressure were selected. The mass flux was varied decreasingly from 850 to 300 kg/m2s as
shown in Figure 6. The same variation of mass flux was performed in a time interval of 30 seconds
(Figure 6(a) and 6(b)), 60 seconds (Figure 3(c)) and 90 seconds (Figure 6(d)). The corresponding
profiles of the pressure are also depicted in Figure 6(e), 6(f), 6(g) and 6(h). The valve between the
compressible volume and the test section was closed in the case of Figure 6(a) while the valve was
opened in the case of Figure 6(b–d). As shown in Figure 6(a), small perturbations of the mass flux
were observed in this case. However, density wave oscillations did not develop under these conditions
(i.e. no compressible volume) even though the mass flux was varied fast. As observed in Figure 6(b),
density wave oscillations can develop instantly during the mass flux decreasing. In the other cases
(Figure 6(c) and 6(d)), density wave oscillations were gradually developed after the decrease in mass
flux is finished. Interestingly, the large-amplitude peak observed just after the sudden drop of the mass
flux in Figure 6(b) is similar to the large-amplitude oscillations observed during the superimposed
density wave oscillations in Figure 2(a) and 5(a). This could imply that a fast change in the mass
flux during a pressure drop oscillation can be considered as a sudden perturbation and is an essential
condition for the occurrence of the superimposed density wave oscillations.

The objectives and findings for each experiment are summarized in order to present overall
picture clearly as shown in table I.
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TABLE I. List of the objective of the experiments and finding from each experiment.

Figure The objective of the experiments Finding from the experiments

2
Mimicking of the valve-triggered (self-induced) Mass flux of superimposed density wave
oscillations by controlling the pump oscillations amplified for valve-triggered cased.

3
Decoupling of the effect of the existence of Amplitude of the density wave oscillation is
the compressible volume from the pressure amplified because of the existence of the
drop oscillations compressible volume.

4
Identifying the effect of the level of the compressible There is no dependency of the amplitude of
volume on the pure density wave oscillations the pure density wave oscillations.

5
Identifying the effect of the level of the Level of the compressible volume affect the
compressible volume on the superimposed characteristics of superimposed density wave
density wave oscillations oscillations and pressure drop oscillations.

6
Decoupling the effect of the transition of the mass Essential condition for the superimposed density
flux from the oscillatory flow wave oscillations is the fast change in the mass flux.

It can be noticed that an effective method has not been developed for the complete elimination of
the two-phase flow oscillations.15 Thus, investigation on two-phase flow instability is still necessary.
It is shown for the first time that density wave oscillations over imposed on pressure drop oscillations
are having a larger amplitude compared to pure density wave oscillations as a consequence of the
expansion tank. Besides, it is shown for the first time that the rate of change of the flow plays a major
role in triggering the density wave oscillations. These two findings can provide a new insight into the
physics of two-phase flow instabilities.

IV. CONCLUSION

In summary, in this study superimposed density wave and pressure drop oscillations were decou-
pled with an experimental technique for identifying the characteristics of the oscillations. It was found
that density wave oscillations can be superimposed on pressure drop oscillations when the large-period
oscillations corresponding to the pressure drop oscillations imposes a fast rate of change in the mass
flux. The amplitude of the mass flux oscillations during density wave oscillations can be amplified
due to the existence of the compressible volume which is the essential condition for pressure drop
oscillations. The level of the compressible volume can affect the characteristics of the pressure drop
oscillations, while the latter can, in turn, trigger the density wave oscillations when accompanied by
a fast change in mass flux.

SUPPLEMENTARY MATERIAL

See supplementary material for the details of the experimental setup and procedure.
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14 J. Yin, R. T. Lahey, Jr., M. Z. Podowsk, and M. K. Jensen, Multiph. Sci. Technol. 18, 359 (2006).
15 N. Liang, S. Shao, H. Xu, and C. Tian, “Instability of refrigeration system–A review,” Energy Convers. Manag. 51, 2169

(2010).

https://doi.org/10.1007/bf01599502
https://doi.org/10.1016/j.enconman.2010.03.010
https://doi.org/10.1615/multscientechn.v18.i4.30


3.2 Deterioration of heat transfer due to flow oscillations (Papers 3 and 4) 47 

 

3.2 Deterioration of heat transfer due to flow oscillations 

(Papers 3 and 4) 

Even though research has been performed for identifying the characteristics of the 

pressure drop oscillation, how the pressure drop affects the heat transfer coefficient remains 

unclear. It is important to evaluate how the heat transfer coefficient can be affected by pressure 

drop oscillation because severe deteriorations have been observed in the literature [16]. In 

Paper 3, the heat transfer coefficient during pressure drop oscillation conditions was 

investigated. Contrary to previous findings in the literature, a significant deterioration of the 

heat transfer coefficient was not observed for the conditions tested.  

Based on these contradictory observations, further investigation of the heat transfer 

coefficient under oscillatory conditions was required. In order to be able to determine whether 

flow oscillations can actually affect the heat transfer coefficient under certain circumstances, 

it is necessary to have a proper control of the amplitude and frequency of the oscillations. In 

the case of self-sustained oscillations, such as density wave and pressure drop oscillations, such 

control is not feasible since the characteristics of the oscillations depend on the system 

configuration. In Paper 4, it is assumed that the deterioration of the heat transfer is closely 

related to the amplitude and period of the flow oscillations. To prove this hypothesis, flow 

oscillations are generated by controlling the pump to force a sinusoidal profile. The results 

confirmed that flow oscillations can deteriorate the heat transfer coefficient. Moreover, it was 

observed that the deterioration depends on the period and amplitude of the oscillations. 

Furthermore, the occurrence of dry-out is considered as the main contributor to the 

deterioration of the heat transfer coefficient.  
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Can flow oscillations during flow boiling deteriorate the heat transfer

coefficient?
I-W Park,1 J. Ryu,1 M. Fernandino,1 and C.A. Dorao1, a)

Department of Energy and Process Engineering

Norwegian University of Science and Technology

Trondheim, Norway.
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Two-phase flow instabilities have been attributed to be one of the impediments for achieving high heat flux in
boiling systems due to its potential heat transfer deterioration. However most of the fundamental character-
istics of the two-phase flow instabilities and the mechanisms leading to the heat transfer deterioration remain
uncharted. In particular up to what extend the self-induced oscillations can deteriorate the heat transfer
coefficient is not well understood. Here we measure flow boiling heat transfer coefficient under controlled
oscillatory flow conditions. We show that flow oscillations can deteriorate the heat transfer coefficient sig-
nificantly, but the deterioration depends on the amplitude and period of the oscillations. In particular the
deterioration is primarily a consequence of dry-out at the wall that increases the averaged wall temperature.

PACS numbers: 44, 47
Keywords: Two-phase flow boiling; Two-phase flow instabilities; Heat transfer coefficient

Flow boiling inside tubes is characterised by a complex
interplay of hydrodynamic and thermal effects where the
dominant mechanisms controlling heat transfer remains
not understood1. Under particular conditions two-phase
flow instabilities can be observed. These transient and
dynamic events can induce mechanical and thermal fa-
tigues. Two typical two-phase flow instabilities are pres-
sure drop oscillations (PDO) and density wave oscilla-
tions (DWO). The former is characterised by long pe-
riod oscillations while the later by short period oscilla-
tions. In addition the amplitude of the oscillations is
strongly dependent on the characteristics of the exter-
nal system, i.e. the mass flux-pressure drop response of
the device driving the flow in the system. Although two-
phase flow instabilities have been attributed to be one of
the impediments for achieving high heat flux in boiling
systems, most of its fundamental characteristics remains
uncharted. A large number of studies have investigated
alternatives for controlling and suppressing the oscilla-
tions for overcoming the drawbacks attributed to the two-
phase flow instabilities2–4. However up to what extend
the oscillations can deteriorate the heat transfer coeffi-
cient is not understood as only few studies has focused
on the deterioration of the heat transfer coefficient dur-
ing two-phase flow instabilities5,6. In particular, it has
been reported that in experiments with controlled flow
oscillations the critical heat flux is a decreasing function
of the amplitude and period of the flow oscillation, and
reaches almost 40% of the steady state value7. In the
case of pressure drop oscillations, it has been observed
that the flow oscillations deteriorates the heat transfer
coefficient in the case of helical tubes compared to the
stable condition5. On the other hand, controlled flow
rate oscillations in the form of a triangular wave with an

a)Electronic mail: carlos.dorao@ntnu.no.

FIG. 1: Deterioration of the heat transfer coefficient
during controlled flow oscillations in an horizontal
heated pipe of 5mm ID with refrigerant R134a.

amplitude lower than 30 % of the mean mass flux are
not showing a noticeable influence on the heat transfer
coefficient8. A major challenge when studying the influ-
ence of two-phase flow instabilities on the heat transfer
coefficient is that the period and amplitude of the oscilla-
tions depend on the external system and the characteris-
tics of the test section. For this reason, here we measure
the heat transfer coefficient of controlled sinusoidal flow
oscillations. In this letter, we show that flow oscillations
can deteriorate the heat transfer coefficient, but the de-
terioration is strongly dependent on the amplitude and
period of the oscillation.
To investigate the deterioration of the heat transfer co-

efficient under oscillatory flows a test section consisting
of a 5 mm ID stainless steel pipe heated with Joule effect
is used. The facility is equipped with a conditioning sec-
tion to heat up the working fluid (R134a) to the desired
local thermodynamic quality where the heat transfer co-
efficient is determined by 4 thermocouples installed at
the outer wall of the pipe and one inner thermocouple
for determining the fluid temperature. The oscillation



2

of the flow was done by controlling the pump speed in a
sinusoidal profile. Details of the experimental facility, ex-
perimental procedures, calibration tests, and uncertainty
analysis are presented in the supplementary material. In
the case of oscillatory flows, the dynamic response of the
tube wall temperature can be affected by the wall heat
capacity. Therefore the measured temperature at the
outer wall can suffer from damping and phase lag. The
thermal penetration depth can be estimated by

δ =

√

2αw

ω
(1)

where αw represents the thermal diffusivity of the tube
material and ω the angular frequency. The thermal pen-
etration is 11mm for oscillations with a period τ of 1s
and the penetration depth increases with the oscillation
period. The present experiments are able to capture
the variation of the inner wall temperature as the wall-
thickness of the test section is 1.5mm. Considering a
lumped-capacitance approximation of the response of the
tube wall, the thermal time constant of the wall is defined
as

τt =
ρwCpw(D

2
o −D2

i )

h4Di

(2)

where Cpw is the thermal capacity, ρ density, Do exter-
nal diameter, Di internal diameter and h the heat trans-
fer coefficient from the wall to the fluid. This gives an
estimation of τt ≈ 15s for the heat transfer coefficient
corresponding to post-dryout conditions, while τt ≈ 2s
for an averaged heat transfer coefficient in the two-phase
flow region.
In order to determine wether flow oscillations can de-

teriorate heat transfer compared to the stable condition,
the temporal averaged heat transfer, h, is computed,
where

h =
1

T

∫ T

0

q”

Twall − Tfluid

dt (3)

with Twall and Tfluid the the internal wall temperature
and fluid temperature respectively and q” the heat flux.
In particular Tfluid is assumed to be the saturation tem-
perature at the working pressure, i.e. Tsat(P ). However,
it will be shown that this assumption is not appropiate
in the case of large amplitude oscillations. The averaged
heat transfer coefficient is based on at least 10 cycles in
the case of the oscillatory flow.
Fig. 1 shows measurement during stable and oscilla-

tory conditions of the averaged heat transfer coefficient
in functions of the averaged thermodynamic quality. The
amplitude of the oscillations are characterised in terms
of normalised oscillation amplitude defined as the peak-
to-peak amplitude divided by the mean mass flux, i.e.
∆G/G, and the period of the oscillation τ . These values
are computed using Fast Fourier Transform. These ex-
periments show the complexity of assessing wether flow
oscillations deteriorates the heat transfer coefficient as

it depends on the local averaged quality, amplitude and
period of the oscillation for a given working condition.
In particular, the quality at the inception of the heat
transfer deterioration, xi, depends on the amplitude and
the period of the oscillation. It is noted that for quali-
ties above xi, the deterioration of the heat transfer co-
efficient increases monotonously as the thermodynamic
quality increases, while for qualities below xi no effect
of the oscillation is observed. The dependency of the
heat transfer deterioration on the averaged local quality
implies a dependency on the local liquid mass fraction.
Increasing the averaged qualities, the amplitude of the
oscillation for reaching a periodic dryout of the pipe wall
reduces.
In Fig. 2, the time evolution of the wall and fluid

temperatures, instantaneous heat transfer coefficient and
mass flux are despicted. It is possible to identify four
stages in the case of large flow oscillations, Fig. 2 (c). In
the first stage, when the mass flux goes to the minimum
of the oscillation a sudden increases of both wall and fluid
temperatures are observed. The heat transfer coefficient
based on the saturation temperature decreases due to the
increase of the wall temperature. In a second stage, as
the mass flux increases from the minimum value the fluid
temperature start to decrease while the wall temperature
increase further due to the wall inertia. In particular only
a few studies have discussed the influence of the wall in-
ertia during flow instabilities9. In the third stage, the
wall temperature starts to decrease when the fluid tem-
perature becomes close to the saturation temperature.
This could be attributed to the rewetting of the surface.
In the last step, the temperature of the wall and fluid
remain constant. In the case of relative small amplitude
flow oscillations Fig. 2 (a), the heat transfer coefficient is
not affected by the flow oscillation.
Fig. 3 shows the time-averaged local heat transfer co-

efficient under oscillatory flow condition as a function of
the oscillation amplitude for selected oscillations periods
at a local averaged quality of 0.6. As it has been shown
that the fluid temperature departs from the saturation
temperature at large oscillations amplitudes, in this case
the heat transfer coefficient is approximated as

h =
q”

Twall − Tfluid

(4)

with Twall, Tfluid and q” averaged values, where in par-
ticular Tfluid is the measured fluid temperature. This
approximation of the heat transfer coefficient is consid-
ered as large oscillations amplitudes will be studied. It is
noticed that flow oscillation deteriorates the heat trans-
fer coefficient for normalised amplitudes above 70% and
the deterioration is more pronounced as the period of the
oscillation increases. This result agrees with previous ex-
periments showing that for controlled flow rate oscilla-
tions in the form of a triangular wave with an amplitude
lower than 30 % of the mean mass flux no noticeable in-
fluence on the heat transfer coefficient was observed8,10.
The results also indicate that the heat transfer deteri-
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FIG. 2: Effect of the flow oscillation on the wall temperature and local heat transfer when increasing the amplitude
of the oscillation for a given period of the oscillation.

oration is triggered when the mass flux is lower than 200
kg/m2s at an averaged quality of 0.6, see Fig. 2 (b). As-
suming that the heat transfer follows a power law above
the inception of heat transfer deterioration, it is possible
to write

h ∝

(

∆G/G
)

−β

(5)

where β depends on the period of the oscillation. Fig. 3
(b) shows that β increases monotonously by increasing
the period τ and above 100s, approaches a maximum.
The previous results indicates that i) there is a threshold
of the oscillation amplitude for observing heat transfer
deterioration, ii) the heat transfer deterioration increase
with the period of the oscillation until reach a maximum.
In summary, the deterioration of the heat transfer co-

efficient during flow boiling in the case of controlled flow
oscillations is shown experimentally. It is observed that
flow oscillations can deteriorate the average heat trans-
fer coefficient, but the deterioration depends on the am-
plitude and period of the oscillation. In particular the
deterioration is not noticeable until the amplitude of the
oscillations reaches a given threshold. The deterioration
of the heat transfer coefficient during flow oscillation is
attributed to the dry-out of the wall during the low mass
flux part of the oscillation. Therefore, self-induced oscil-
lations occurring during two-phase flow instabilities can
be detrimental to the heat transfer coefficient but only if
the amplitude of the oscillations are above a given value.

This result indicates the presence of two-phase oscilla-
tions is not directly implying a deterioration of the heat
transfer performance.

SUPPLEMENTARY MATERIAL

See supplementary material for details of the heat
transfer experiments and experimental data base.
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Chapter 4 Control of surface wettability  

4.1 Wetting transition on bioinspired conical microstructures 

(Paper 5) 

An interaction between a surface and liquid, which can be represented by the 

wettability, has been considered as an important aspect for improving heat transfer 

performance. Tuning the wettability of a surface by fabricating microstructures on it has been 

the focus of previous studies. Among the fabrication strategies, biomimetic surfaces have been 

considered among the most promising for controlling wettability. However, how the 

biomimetic surface quantitatively affects wettability has not been explained. In this study, 

conical microstructures are chosen due to their ability to show a wide range of wetting 

properties. Here, it is assumed that the geometric parameters such as the spacing and height of 

the conical microstructures, have an important role in controlling the wettability. In Paper 5, a 

parametric study on the wettability in relation to the geometric parameters of conical 

microstructures is performed in order to determine the effect of biomimetic structures on 

wettability. A sensitive control of the geometric parameters was successfully managed in the 

fabrication step. Example for the difficulties in fabrication is presented in Appendix A. A 

transition from the superhydrophobic state to the superhydrophilic wetting state was observed 

by varying the geometric parameters. A major finding of this work is the possibility of 

controlling the wettability by geometric parameter without external excitation and the 

observation of the drastic wetting transition between Cassie-Baxter and Wenzel states with 

varying geometric parameter.   
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contact angle, the contact angle hysteresis, 
and the sliding angle. Cai et al.[15] studied 
the effect of the geometrical parameters of 
the microstructures and side wall angle on 
the wetting properties. In particular, it was 
observed that the microstructures having a 
side wall angle lower than 90° give higher 
contact angle compared with the micro-
structures having side wall angle higher 
than 90°.

The wetting phenomena in roughened 
surfaces are normally referred to as the 
Wenzel and Cassie–Baxter states.[16–19] The 
Wenzel state describes a homogeneous 
wetting regime where the liquid is con-

tacting with the surface, while the Cassie–Baxter state describes 
a regime where an empty volume between a liquid droplet and 
solid surface is observed. Several studies have been focused on 
the transition between the Cassie–Baxter state and the Wenzel 
state (Cassie–Wenzel transition)[20–26] and also the stability of 
the Cassie wetting state.[27] However, which are the dominant 
physical phenomena controlling each state and its transition 
remains an open research issue. In particular, the transition 
has been explained in terms of the threshold of the energy bar-
rier, meniscus touching on the substrate, air cushions beneath 
the droplet, and critical pressure.

The control of the Cassie–Wenzel transition between supe-
rhydrophilic and superhydrophobic surfaces can contribute 
to the design of surfaces with customized properties in a 
diverse range of applications. At the same time, controlling the 
Cassie–Wenzel transition can contribute to an improvement 
of the understanding of the wetting states transition. For this 
reason, experimental studies have attempted to gain control 
of the Cassie–Wenzel wetting transition by an external excita-
tion such as vibration or electricity.[28–30] However, such active 
control techniques of the Cassie–Wenzel wetting state can pre-
sent limitations in some applications. This fact has motivated 
the need for controlling the Cassie–Wenzel wetting in a passive 
manner by varying the geometrical parameters of the surface 
without external excitations. Achieving a stable condition of the 
Cassie–Wenzel state could be helpful for potential applications 
on microfluidics.[31]

The aim of this study is to fabricate surfaces presenting supe-
rhydrophobic and superhydrophilic states with a wide range 
of geometric parameters. The selected surfaces are motivated 
in conical structures observed in nature showing both super-
hydrophilic and superhydrophobic properties.[4] For example, 
the Ruellia devosiana leaf shows impressive rapid spreading of 
water and its leaves present a conical topography. The leaves of 
the lotus flower which have a hierarchical conical topography 

Advancing in a better understanding of the physics of wetting requires to be 
able to develop surfaces with well-controlled roughness by controlling the 
microstructure morphology. In this study, patterned truncated cones and 
hierarchical conical structures are fabricated. The wetting properties of the 
fabricated surfaces are measured for identifying the importance of the geo-
metrical parameters on the wetting states ranging from superhydrophobic to 
superhydrophilic. In particular, the wetting transition from Cassie–Baxter to 
Wenzel state and its dependence on the geometrical parameters is investi-
gated. It is observed that the transition is dependent on the center-to-center 
distance and the height of the structures.
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Wetting Transitions

1. Introduction

The wettability of a surface is a fundamental physical property 
with relevance in many scientific and industrial applications.[1,2] 
It has been observed that many surfaces in nature exhibit supe-
rhydrophobic and superhydrophilic characteristics tailored to 
some particular functionality.[3,4] The properties of such sur-
faces have motivated researchers mimicking them with the goal 
of developing novel surfaces with customized properties.[5–7] 
However, major challenges have remained related to the fab-
rication techniques for achieving optimal controllability of the 
properties of the surfaces which can also contribute to a better 
understanding of the wetting phenomena.[5]

Recent progress in fabrication techniques has allowed a 
precise control of the surface properties in particular in terms 
of shape and size for studying wetting phenomena.[8–15] For 
example, Liu and Kim[8] fabricated a superhydrophobic surface 
with a doubly re-entrant nano overhangs structure. This surface 
has shown a high apparent contact angle even for liquids with 
low surface tension. Chu and Nemoto[9] fabricated surfaces 
with micropillars and hierarchical structures showing a supe-
rhydrophobic state. In addition, a negative relation between 
the apparent contact angle and the dynamic contact angle was 
observed. Xue et al.[14] fabricated microcones by etching an 
inclined surface with polystyrene array in order to study the 
effect of geometrical parameters of microcones on the apparent 

Adv. Mater. Interfaces 2017, 1701039
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show self-cleaning properties as result of superhydrophobicity. 
Two types of biomimetic microstructures are fabricated with the 
silicon substrate in this work, namely, truncated cones which 
are motivated from the Ruellia devosiana leaf and hierarchical 
conical structures which are motivated from the lotus leaf. It 
has been reported in the literature that microstructures with 
lower than 90° of sidewall angle have an advantage in achieving 
high apparent contact angle.[15] Moreover, fabrication of these 
structures with a conical shape in a silicon substrate could be 
beneficial in terms of the mechanical response.[32] In this work, 
in order to cover both superhydrophobic and superhydrophilic 
states, the height and the center-to-center distance of the struc-
tures were controlled. The fabrication of the samples is based 
on photolithography and cryogenic reactive ion etching (RIE). 
The wetting properties and wetting transition of the fabricated 
surfaces are measured and correlated with the geometrical 
properties.

2. Results and Discussion

Both truncated and hierarchical cones were fabricated by 
lithography and dry etching process as shown in Figure 1. 
Three different heights were used for the microcones surface, 
namely, 35, 55, and 75 µm, while 16 different center-to-center 
distances between cones varying from 15 to 360 µm were 
used.

The apparent contact angle[33] and the contact angle hyster-
esis were measured. Figure 2a shows the apparent contact angle 
and the contact angle hysteresis as a function of the varying 

center-to-center distance of the truncated cones and hierarchical 
cones with a height of 75 µm, named TC75 and HC75 samples, 
respectively. The center-to-center distance is varied from 15 to 
360 µm observing three distinctive regions for the truncated 
cones, that is, TC75 samples. The first region corresponds to 
the Cassie–Baxter state for the center-to-center distance from 15 
to 60 µm. The apparent contact angle and contact angle hyster-
esis of the Cassie–Baxter state shows a linear dependency of the 
center-to-center distance. The second region corresponds to the 
Cassie–Wenzel transition corresponding to center-to-center dis-
tance from 60 to 70 µm. The apparent contact angle decreases 
abruptly in this region. This trend has also been observed for 
flat-top micropillars.[24] Finally, the third region corresponds to 
the Wenzel state and the contact angle shows independence of 
the center-to-center distance of the cones.

The hierarchical cones, that is, HC75 samples, show 
three distinctive regions. The first region corresponds to the 
Cassie–Baxter state for the center-to-center distance from 15 
to 50 µm, that is, coinciding with the truncated cones. The 
apparent contact angle of the truncated cones and hierar-
chical cones are similar in the Cassie–Baxter state indicating 
that the microstructure has no influence in the contact angle. 
The area fraction or the roughness of the contacting surface 
on the top part can be considered an important parameter 
controlling the apparent contact angle in Cassie–Baxter state. 
The second region corresponds to a sharp Cassie–Wenzel 
transition occurring for the center-to-center distance from 50 
to 60 µm, that is, quite similar to the case of truncated cones. 
The third region corresponds to a superhydrophilic state. It is 
remarkable that the surface with hierarchical cones shows a 

transition from the superhydrophobic state 
to the superhydrophilic state by a change in 
the center-to-center distance. In particular, 
the transition occurs in less than 10 µm 
of the center-to-center distance. Both trun-
cated cones and hierarchical cones show 
decreasing and overlapping contact angle 
hysteresis with increasing center-to-center 
distance in the Cassie–Baxter state. Similar 
to the apparent contact angle, the hierar-
chical structure has no apparent influence 
on the contact angle hysteresis. In terms 
of applicability, a low contact angle hyster-
esis surface possesses the property of self-
cleaning when the apparent contact angle 
is high. In this sense, the fabricated surface 
shows a decreasing contact angle hyster-
esis and increasing apparent contact angle 
between 15 and 60 µm of center-to-center 
distance. Therefore, a surface with low 
contact angle hysteresis and high apparent 
contact angle for self-cleaning applica-
tions can be fabricated by modifying the 
spacing of microstructures. At the Cassie–
Wenzel transition, the contact angle hyster-
esis shows a sharp increase, and then the 
contact angle hysteresis decreases for the 
case of the truncated cones while slightly 
increases for the case of the hierarchical 

Adv. Mater. Interfaces 2017, 1701039

Figure 1. SEM images of microconical structures. a) SU-8 structures (4 µm of height). b) Trun-
cated microcones (55 µm of height). c) Hierarchical microconical structures (55 µm of height). 
d) Hierarchical microconical structures (75 µm of height).
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cones. In Figure 2a, it is possible to see that the advancing 
and receding angles were measured as zero for the cases 
of 60 and 70 µm of center-to-center distance because a 
droplet was soaked fast into the surface. These two samples 
show zero apparent contact angle with zero contact angle 
hysteresis.

Figure 2b shows both apparent contact angle and contact 
angle hysteresis of truncated cones and hierarchical cones with 
a height of 55 µm, named TC55 and HC55 samples, respec-
tively. In general, similar characteristics compared to the TC75 
and HC75 samples are observed. However, for the case of the 
hierarchical cones with 50 and 60 µm of center-to-center dis-
tance impregnating Cassie state[16] are observed. It seems like 
that there was a lack of the volume between the structures to 
be a superhydrophilic state, and the leftover liquid which was 
not soaked between structures formed a droplet on top of the 
impregnating surface.

In Figure 2c, the apparent contact angle and the contact 
angle hysteresis of truncated cones and hierarchical cones 
with a height of 35 µm are presented, named TC35 and HC35 
samples, respectively. In these samples, the hydrophobic 
state was not observed. It could be assumed that there is a 
threshold height of the microstructure or volume of the air 

cushion for maintaining droplets in Cassie–Baxter state. In 
these samples, impregnating Cassie state was observed in 
both truncated and hierarchical cone.

In Figure 2d, the apparent contact angle and the contact 
angle hysteresis for the Cassie–Baxter state are highlighted. 
The apparent contact angle and contact angle hysteresis show 
an opposite trend on the center-to-center distance as observed 
by Chu[9] and Xue.[14] The highest apparent contact angle of 
167° with a contact angle hysteresis of 16° was achieved with 
the truncated cones with 60 µm of center-to-center distance. In 
terms of the lotus effect, a higher apparent contact angle and 
lower contact angle hysteresis are desired. The plot shows that 
the apparent contact angle and contact angle hysteresis are in 
negative relation. There is a difference of 10 µm of center-to-
center distance between the truncated cones and hierarchical 
cones in terms of the location of the Cassie–Wenzel transition. 
In addition, there were differences of 10 µm of center-to-center 
distance between 75 µm of the height of the microconical struc-
tures and 55 µm of them. In summary, this plot shows that the 
surface with truncated cones with higher structures provides the 
Cassie–Baxter state in higher center-to-center distance condi-
tion. For achieving the desired wetting state with respect to the 
lotus effect, it seems like that higher center-to-center distance 

Adv. Mater. Interfaces 2017, 1701039

Figure 2. Apparent contact angle (ACA) and contact angle hysteresis (CAH) of truncated cone (TC) and hierarchical cone (HC) of a) 75 µm of height, 
b) 55 µm of height, c) 35 µm of height, and d) Cassie–Baxter state.
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provides higher apparent contact angle with lower contact angle 
hysteresis. Thus, fabrication of high truncated cones could be a 
solution for fabricating a surface with a high apparent contact 
angle with low contact angle hysteresis.

Figure 3a,b illustrates different wetting states for the trun-
cated cones and for the hierarchical cones in this study. Four 
different wetting states which are the Cassie–Baxter state, the 
Wenzel state, superhydrophilic state, and the impregnating 
Cassie state were observed with the different microstructures. 
As reported by Liu[25] and Shahraz,[26] the apparent contact 
angle or the wetting states could be connected with structural 
or morphological parameters such as height, or ratio between 
diameter, pitch, and groove width. Both theoretical studies 
show that the Cassie–Baxter state exists where the spacing 
between the structures is low which is also observed in this 
work. In terms of the height of the microstructures, it has 
been reported that the Cassie–Baxter state is observed when 
the height of the structures is high.[26] The Cassie–Wenzel 
transition is not affected by the height of the structures, as 
reported by Liu.[25]

The maps in Figure 3a,b depict that the Cassie–Wenzel tran-
sition could occur due to changes in both height and spacing 
of the structures. Barbieri[24] has observed that the transition 
from the Cassie–Baxter state to Wenzel state can be occurred by 
increasing the pitch and decreasing the height of the structure. 
The maps also show the occurrence of superhydrophilic and 
impregnating Cassie states. It was possible to observe that the 
presence of the hierarchical structures transforms the Wenzel 
state to superhydrophilic or the impregnating Cassie state by 
comparing the two graphs. Furthermore, it shows that the hier-
archical structures enhance the spreading of the liquid. It was 
observed that there is a change between the superhydrophilic 
and impregnating Cassie state in the sample with hierarchical 
cones. This fact could be explained in terms of the amount of 
the volume between the microstructures which can capture 
the liquid. This could be the reason why the superhydrophilic 
state was able to be achieved when the condition is in the upper 
right corner of the map, which represents the large volume 
between the structures in the graph. Therefore, the geometric 

parameters have a significant effect on the wetting states and 
the wetting transition.

In this part, the experimental results in this work are dis-
cussed in terms of models for the wetting transition from 
previous studies.[15,34–36] The theoretical result of the critical 
transition pressure was calculated in terms of the width of the 
microstructures by Cai et al.[15] in a previous study. Blow and 
Yeomans[34] adapted the surface evolver algorithm in order to 
predict the Cassie–Wenzel wetting transition. This algorithm 
was validated with the models of the free energy and the Laplace 
pressure from the previous study by Crisp and Thorpe.[35] It has 
been observed that the high spacing between the structures 
can cause the low-pressure drop for leading to the collapse of 
the droplet. Based on this model, the critical pressure was cal-
culated for the experimental points in this study as shown in 
Figure 4. The used model for the critical pressure can be written 
in Equation (1), where DT is the diameter of the top surface of 
the microstructure, γ is the surface tension, θA is the apparent 
contact angle, and P is the spacing between the microstructures

2 cos
critical

T A
2

T
2

P
D

P D

π γ θ
π

∆ = −
−  

(1)

In Equation (1), the measured apparent contact angle in 
case of the TC55 was adapted. The effect of the height of the 
microstructures and the shape of the microstructures were not 
considered in this model. The diameter of the top surface was 
selected as a diameter of the micropillars from the model in 
this calculation. The model suggests that the increase of the 
spacing of the structures can result in a lower critical pressure. 
Furthermore, a lower critical pressure could collapse the hydro-
phobic state. However, the model is directly dependent on the 
measured apparent contact angle.

Two types of the breakdown of Cassie–Baxter state which 
were observed in this experiment could be compared with the 
developed models in previous studies. Two types of the break-
down which are due to the increased spacing between the 
microstructures and the decreased height of the microstruc-
ture could be identified. The first type of the breakdown could 

Adv. Mater. Interfaces 2017, 1701039

Figure 3. Different wetting states depend on geometrical parameter for a) truncated cones and b) hierarchical cones.
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be explained with the concept of the critical pressure.[34–36] As 
shown in Figure 4, the critical pressure for leading the collapse 
becomes low when the spacing between the structures becomes 
high.

To identify the effect of the height regarding the breakdown 
of the hydrophobicity, the model with the height of the micro-
structures should be considered. For the case of the sag tran-
sition,[37,38] Patankar[37] suggests a model for obtaining a min-
imum height to avoid the sag transition to maintain the Cassie 
state. In the sag transition, it is assumed that the bending of 
the liquid–gas interface oriented from the corner of the micro-
structures. The minimum height to avoid the sag transition 
was calculated based on the geometrical parameter from the 
experiment as shown in Figure 5. The model for the minimum 
height is given by Equations (2) and (3)

1 1
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We assumed the apparent contact angle as 150°, and the 
right angle of the sidewall. If the sag distance was calculated 
in a range between 35 and 55 µm, it could be concluded that 
the sag transition was the dominant effect to break the hydro-
phobicity in this experiment. However, the calculated sag dis-
tance based on the model was less than 6 µm. It could imply 
that the sag transition was not the dominant effect to collapse 
the hydrophobicity in this experiment when the height of the 

structures decreased. On the other hand, it could be explained 
that there was a touchdown between the liquid–gas interface 
and the sidewall as the solid–gas interface in the experiment. 
It could be meaningful to evaluate the possibility of the touch-
down between the interfaces when the structures have a conical 
shape.

3. Conclusion

Microconical structures with well-organized geometric param-
eters have been fabricated by photolithography and RIE pro-
cess. In total, 96 different samples were fabricated comprising 
two structure types, three heights, and 16 center-to-center dis-
tances. Different wetting properties were identified ranging 
from superhydrophobic state to superhydrophilic. In the case 
of superhydrophobic state, surfaces with high apparent contact 
angle and low contact angle hysteresis were obtained. With 
regard to the lotus effect, it has been observed that a path for 
fabricating a surface with a high apparent contact angle with 
low contact angle hysteresis can be achieved with high trun-
cated cones. Furthermore, a drastic wetting transition from 
Cassie–Baxter state to Wenzel state was observed in the case 
of hierarchical cones compared to the more gradual transition 
for the case of truncated cones. It is important to note that the 
transition was not forced by external excitation but instead due 
to changes in the geometrical characteristics of the surface. 
Finally, the present study covers geometrical structures over 
a scale of the dozens of micrometers compared to previous 
studies limited to a narrower range of dimensions opening the 
possibility of bringing a broader view of the surface wettability 
problem.

Adv. Mater. Interfaces 2017, 1701039

Figure 4. Calculated critical pressure drop for leading to the collapse of 
the droplet depends on the center-to-center distance based on the param-
eter from the experiment. Figure 5. Calculated critical sag distance depends on the center-to-center 

distance based on the parameter from the fabricated microstructures.
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4. Experimental Section
Fabrication Procedure of Microconical Structures: The challenge in the 

present work was to fabricate two types of conical structures, namely, 
truncated cones and hierarchical cones. The main challenge in this work 
is to have control of the position of the relatively large microconical 
structures called truncated cones and being able to add small microconical 
structures on top of the previous one for producing the hierarchical cones.

The structures were fabricated on top of a silicon wafer using 
photolithography and dry etching. Single-side polished silicon wafers 
({100}, P-type, containing boron as dopant) were prepared for 
constructing microstructures. The silicon wafer was rinsed with ethanol, 
isopropanol (IPA), acetone, deionized water in sequence and then 
dried with the N2 flow. Additionally, the wafer was treated with oxygen 
plasma for 3 min in order to remove impurities and contaminants in a 
plasma chamber (Diener Electronics Femto). After the cleaning steps, 
photolithography was conducted for imprinting patterns on top of 
the wafer. For this process, a film of 4 µm thickness of SU-8 negative 
photoresist from MicroChem was spin-coated. After spin-coating, the 
wafer was baked on the heating plate for 1 min at 65 °C and 2 min at 
95 °C. After the pre-baking step, ultraviolet (UV) light exposure was 
conducted on top of the coated wafer. In this exposure step, a photomask 
which is a 5 in. chrome glass mask (Micro Lithography Services, UK) was 
placed between the UV light source and the silicon wafer. There were 
16 patterns of circles in the square grid on top of the photomask. These 
patterns were imprinted on top of the wafer by exposing UV light with a 
Mask Aligner (Karl Süss, MA-6). A wavelength of 365 nm and 200 mJ cm−2 
of exposure dose were used as parameters for the UV exposure. After UV 
light exposure, the wafer was baked again on the heating plate for 1 min 
at 65 °C and 2 min at 95 °C. The patterns on the wafer were developed in 
Mr-DeV 600 (Micro Resist Technology GmbH, Germany) bath. After the 
development step, the wafer was cleaned with IPA and deionized water in 
sequence and dried with the N2 flow. By following this procedure, pillars 
of SU-8 in size of 9 µm of diameter and 4 µm of height were constructed 
on top of the silicon wafer as shown in Figure 1a. The conical structures 
were fabricated based on these SU-8 pillars.

The hierarchical conical structures were fabricated by two steps of 
cryogenic RIE processes. The first RIE process step produced the large 
truncated cones and the second RIE process step added the microcones 
to the surface. In the previous study, the superoleophobic surface was 
achieved with the hierarchical nanoscaled topography of fluorinated 
polyethylene surface by the plasma etching.[39] The two RIE steps were 
done in an ICP-RIE Cryo Reactor (Plasmalab 100 – ICP180, Oxford 
Instruments, UK). The fabrication of the cones was achieved by controlling 
the etching profile such that the side wall angle is less than 90°. This 
side wall angle and the taper angle are highly dependent on cryogenic 
temperature and composition of gas flows.[40,41] In particular, microcones 
can be generated with a random distribution with the RIE process.[42] 
In the present work, the etching recipe was developed for fabricating 
only large truncated cones at precise locations determined by the SU-8 
pillars suppressing the random generation of microcones. The etching 
parameters were developed for achieving the desired side angle of etching 
profile while suppressing of randomly generated structures. Etching 
parameters including capacitive coupled plasma (CCP) radio frequency 
(RF) power, inductively coupled plasma (ICP) power are described as 
first RIE in Table 1. For producing small cones, black silicon method 
was selected.[43] It was reported that DRIE etching process is suitable 

for producing small-size structures on top of the microstructures.[44,45] 
Selected parameters for second RIE process are described in Table 1.

In summary, truncated cones TC were obtained after a first RIE 
step with three different heights of 35, 55, and 75 µm on top of the 
silicon wafer and the samples are named TC35, TC55, and TC75, 
respectively. Each TC35, TC55, and TC75 set include 16 samples with 
different center-to-center distances. A scanning electron microscopy 
(SEM) image of TC55 is shown in Figure 1b. In the figure, it is able to 
observe truncated cones on top of the silicon surface and SU-8 pillars 
on top of the truncated cones. The hierarchical conical structures were 
obtained by adding a second RIE process to TC35, TC55, and TC75 
samples. The samples are named HC35, HC55, and HC75 following 
the height of the truncated cones. SEM images of HC55 and HC75 are 
shown in Figure 1c,d. Small structures were produced not only on the 
bottom surface between truncated cones but also on the side surface of 
truncated cones. In this process, the bottom and the side surfaces were 
roughened selectively when the top surface of SU-8 was kept as a smooth 
surface. Parameters of the microstructures are described in Table 2.  
The main parameters of the structures are height of the truncated cone 
HT, height of photoresist HP, height of silicon HC, diameter of top surface 
of truncated cone DT, diameter of bottom part of conical structure DB, 
and center-to-center distance P. In total, 96 samples (48 samples of 
truncated cone and 48 samples of hierarchical cone) were prepared for 
identifying wetting parameters.

The silicon substrate of the silicon wafer {100} was used as hard 
microstructures. Silicon-based microfabrication could be important to 
overcome the robustness of the microstructures. The hard matter as a 
rigid solid part could give more consistent interaction between the liquid 
in terms of the three-phase contact line compared with the soft matter 
which could be deformed as an elastic solid substrate. It could be the 
reason why the drastic wetting transition was observed with changing 
the geometric parameter with the hard solid substrate.

It could be helpful to discuss the reproducibility and the shelf-life 
of the samples. In case of the lithography step, it was able to obtain 
close geometrical parameters of the photoresist structures. However, 
reproducing of the conical shape in dry etching step should be 
considered much sensitively. It means that the same etching recipe 
could not provide identical geometrical parameters of the cones. This 
is because the condition of the chamber of the cryo affects the etching 
profile sensitively. For easier reproduction, it was important to make 
the chamber condition stable, by repeating cleaning steps and etching 
steps with a bare wafer. After this, the amounts of the oxygen and 
sulfur hexafluoride which are dominant parameters for deciding the 
sidewall angle could be adjusted for obtaining targeted sidewall angle 
of the structures by trial and error. In order to check the shelf-life of the 
structures, SEM images of the samples were obtained again after ten 
months. In the SEM images, there was no significant change after ten 
months.

Scanning Electron Microscope: An FEI Helios dual-beam focused ion 
beam scanning electron microscope (FIB-SEM) was used to characterize 
microstructures. Especially, the height of microstructures was measured 
by tilting the sample 52° inside the microscope. 15 and 20 kV of voltages 
were used for taking SEM images. This is because there was a deformed 
image of the SU-8 part due to the scattering in low voltage condition 
such as 5 or 10 kV.

Contact Angle Measurement: The apparent contact angle and the 
dynamic contact angle were measured for each sample. An optical 
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Table 1. RIE etching parameters.

ICP power [W] RF power [W] Temperature [°C] Pressure [mTorr] SF6 flow [sccm] O2 flow [sccm] Time [s]

First RIE striking 300 20 −80 20 100 20 10

First RIE etching 500 20 −80 50 100 20 1200, 1800, 2400

Second RIE striking 300 20 −120 20 100 17.5 10

Second RIE etching 500 20 −120 50 100 17.5 1200
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tensiometer (Attension Theta, Biolin Scientific, Sweden) was used for 
measuring contact angles. The apparent contact angle was measured 
with 12.6 µL of gently dropped distilled water droplet. Droplets were 
generated with a rotating type of syringe (Hamilton Co, Reno, NV). 
For obtaining contact angle hysteresis, advancing and receding angles 
were measured with a changing volume of the DI water. Both sessile 
and meniscus options were applied depending on the shape of liquid on 
the surface. After measuring the apparent contact angle of the droplet, 
the contact angle hysteresis was obtained by measuring advancing 
and receding contact angle. For measuring two contact angles, the 
needle penetrated softly into the droplet. After inserting the needle, the 
liquid was injected and ejected for changing the volume of the liquid. 
The liquid was injected from 10 to 80 µL for measuring the advancing 
angle and ejected from 40 to 5 µL for measuring the receding angle. By 
recording the high-speed images, the advancing and receding angle of 
the droplet was obtained when the volume of the liquid was changing. 
For the contact angle hysteresis, the reproducibility was focused during 
the experiments. From this, the minimum and maximum point were 
obtained when the minimum or maximum dynamic contact angle can 
be obtained in repeat test.

Apparent Contact Angle of Reference Surfaces: As the fabricated 
surfaces are presenting particular properties, the local wetting properties 
of each surface type which are the top surface of the truncated cone, the 
bottom surfaces between truncated cones with and without the small 
cones were evaluated as a reference surface. For this evaluation, three 
different surfaces were treated by the same RIE processes but without 
the patterned SU-8 pillars resulting in reference surfaces mimicking 
the local characteristics of the conical surfaces. For fabricating the first 
reference surface, the silicon surface was treated by 20 and 40 min of 
the first RIE process. After this etching, the apparent contact angles 
were measured as 54° and 58°. This wetting property represents the 
bottom surface between truncated cones when the small cones are not 
present. For the second reference surface, the second RIE process was 
conducted on the previous reference surfaces. The apparent contact 
angles of the second reference surfaces were measured as 62° and 
65°. The apparent contact angles of the second reference surfaces are 
in good agreement with a previous study[46] which shows an apparent 
contact angle of 62.3° for a black silicon surface. The second reference 
surface represents the bottom surface between truncated cones when 
the small cones are present. For the third reference surface, a wafer was 
spin-coated with a uniform layer of SU-8 that was baked and exposure 
by UV light without a mask. After this step, the surface was treated by 
both types of RIE processes showing an apparent contact angle 66°.  
The apparent contact angle was measured to be less than 2° before 
and after the etching process. This wetting property represents the top 
surface of the SU-8 surface on top of the truncated cones. During the 
fabrication steps, the small differences in the apparent contact angle 
between the reference surfaces were considered. The parameters for 
both RIE steps were adjusted based on the wetting properties of the 
reference surfaces. As a consequence, the three reference surfaces have 
an apparent angle in the range from 54° to 66°. From this, it was possible 

to avoid significant differences of wetting properties between the local 
surfaces of microconical structures. This is because the polished silicon 
surface which is expected to exist on a top surface of a structure where 
the SU8 is removed has a hydrophilic state. In short, the SU8 has a role 
in controlling the local wetting condition in the similar range.
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4.2 Effect of monolayer and microstructures on wettability 

(Paper 6) 

It has been assumed that wettability can be determined by the roughness and chemical 

properties of the surface. The roughness of the surface can be adjusted by microstructures, 

whereas the chemical properties of the surface can be changed by applying a monolayer or 

replacing the material. However, the question of which of the two is the dominant contributor 

for deciding wettability has not been clarified. In Paper 6, the biomimetic structures fabricated 

on silicon are modified by applying a silane monolayer and the surface topography is replicated 

in polydimethylsiloxane (PDMS) to compare the effect of different materials with the same 

geometrical structure. This allowed to vary the surface chemistry and topography 

independently. It is observed that the apparent contact angle in the hydrophobic state is 

determined by the microstructures despite the monolayer or surface material. The main results 

is that the geometric aspect of the surface plays a major role to decide apparent contact angle 

in Cassie-Baxter state when the apparent contact angle for the reference surface is above a 

given threshold. 





Paper 6 

Can the wettability be transferred while the topography is replicated?: Bioinspired conical 

microstructures from silicon to PDMS  

Park, I. W., Ribe. J. M., Fernandino, M., and Dorao, C. A. 



 



Can the wettability be transferred while the topography is replicated?: Bioinspired conical 

microstructures from silicon to PDMS 

 

Il Woong Park, Jonas M. Ribe, Maria Fernandino, and Carlos A. Dorao* 

Kolbjørn Hejes v1b, 7491, Trondheim, Norway 

E-mail: carlos.dorao@ntnu.no 

 

Abstract 

The development of self-cleaning surfaces has motived a vast amount of research due to its 

potential in scientific and industrial applications such as solar panels and anti-icing. A possible 

route for achieving a self-cleaning surface is to coat a smooth surface with a monolayer which can 

control the wettability but is limited for achieving superhydrophobicity. Another possibility is to 

add microstructures to the surface for controlling the wettability however it could be complicated 

and expensive for applications requiring large surfaces. In this work, polydimethylsiloxane 

(PDMS) which can replicate the topography is considered as a material for overcoming the 

previously discussed drawbacks. Conical microstructures which show self-cleaning properties in 

silicon are replicated in PDMS. It is observed that the wettability can be transferred while the 

topography is replicated in the Cassie-Baxter state. Here we show that both the microstructures and 

the self-cleaning properties (apparent contact angle > 170o, tilting angle < 5o) are transferred to 

PDMS from the silicon master. Such surfaces should allow for controlled wettability and 

transferability.   

 

1. Introduction 



Controlling the wettability of a surface has been of great interest due to a large number of 

applications [1–4]. For example, superhydrophobic surfaces which can be defined by greater than 

150 degrees of apparent contact angle has been considered for antifogging [5–6], anticorrosion [7–

8], antifouling [9], antiicing [10-11], drag reduction [12], antibacterial [13–14], energy harvesting 

[15–16] and condensation [17–18]. Especially, the lotus effect has been extensively studied for the 

self-cleaning [19–24] which is characterized by a high apparent contact angle and a low contact 

angle hysteresis or a tilting angle. Several research groups have attempted to mimic these properties 

by creating the artificial self-cleaning surfaces [19–22]. Feng et al. achieved a high apparent contact 

angle (166 degrees) and a low tilting angle (about 3 degrees) by fabricating aligned carbon 

nanotubes. [19]. However, some challenges remain in terms of the optimization of the artificially 

textured surface for controlling and understanding the wettability [25].  

In order to control the wettability, microstructured surfaces with well-defined parameters 

have been studied by us and others [21-23]. In particular, we have shown that the apparent contact 

angle and contact angle hysteresis is directly dependent on the height and center-to-center distance 

for the conical microstructures [21]. Frankiewicz et al. showed how superhydrophobic surfaces can 

be obtained by adjusting the roughness in three tiers [22]. It has been observed that the number of 

the tiers of roughness can determine the wettability by Frankiewicz et al. Liu et al. showed that the 

surface becomes super repellent against the liquid in low surface tension by texturing doubly 

reentrant structure [23]. However, the microstructures in two or three tiers could have difficulties 

when they are applied to a large area in terms of fabrication. Moreover, the fabrication of such 

structures will be relatively expensive due to the inherent complexity of the process limiting the 

potential for industrial applications.  



A relatively simple and inexpensive method for obtaining superhydrophobic surfaces 

consists of applying a hydrophobic coating to the target substrate. For example, silanization 

treatments have been used for controlling the wettability [26–27]. Fadeev and McCarthy observed 

that a planar silicon wafer will be hydrophobic (around 110 degrees of apparent contact angle) after 

Octadecyltrichlorosilane self-assembled monolayer coating [26]. Zimmermann et al. reported that 

the apparent contact angle increased to 165 degrees with the same silane coating when the silicon 

was structured with nanofilaments [27]. Silanization has also been applied to bioinspired surfaces 

for obtaining superhydrophobicity in previous studies [19–20]. However, there is a limitation of 

the apparent contact angle. An apparent contact angle higher than 150 degrees has not been 

observed when the silanization process is applied to a smooth surface [26–27]. On the other hand, 

Chen et al. reported that the cone-like structures can present a robust and easy-repairable 

superhydrophobic surface by thermal spraying [28]. It was reported that the structures can be 

fabricated by plasma spray deposition using titania on the shielding plate of stainless steel mesh. 

As the following step, composites of polytetrafluoroethylene and nano-copper were deposited by 

flame spray over the titania coating. 153 degrees of the apparent contact angle and 2 degrees of the 

sliding angle were reported. However, thermal spray coating can be limited by the operating 

temperature if the substrate is not applicable for such the severe condition.   

In order to overcome the drawbacks of the microtextured surface and coating for the 

superhydrophobicity, polydimethylsiloxane (PDMS) could be one of the solutions for a simple 

fabrication for the superhydrophobic surface. PDMS replication has been well studied in 

applications such as superhydrophobic surface, lab-on-a-chip and electronics [29–31]. Considering 

the replication process, it could be beneficial if the structures can be easily peeled after the molding 

process. The cone shape could be a proper feature due to its structural stability against the pulling 



force. In this work, the replicating of conical microstructure on silicon [21] on PDMS is shown as 

an alternative to transferring the self-cleaning property. 

  

2. Results and Discussion 

Figure 1 shows SEM images of the fabricated samples. Truncated cones with photoresist 

(TC_PR) and hierarchical cones with photoresist (HC_PR) were fabricated by a combined 

photolithography and dry etching process [21]. TC_PR and HC_PR samples were treated with 

oxygen plasma in order to remove the photoresist. After stripping the photoresist, the samples are 

named cleaned truncated cones (TC_C) and cleaned hierarchical cones (HC_C). The cleaned 

samples are functionalized with a monolayer of silane and named silanized truncated cones (TC_S) 

and silanized hierarchical cones (HC_S). TC_S was replicated into PDMS and named truncated 

cones in PDMS (TC_PDMS). The cleaned hierarchical cones were not replicated into the PDMS 

due to the fragility of the high aspect ratio structures on. The fabrication is described in detail in 

the experimental section.  

Figure 2 shows the apparent contact angle for the TC_PR, TC_C, TC_S, and TC_PDMS 

and contact angle hysteresis for the TC_PR, TC_S, and TC_ PDMS. When the center-to-center 

distance becomes high (>150 µm), the apparent contact angle is no longer dependent on the center-

to-center distance. In this region, the apparent contact angle is increased by ~50 degrees when the 

sample is silanized compared with the case with photoresist. The apparent contact angle increases 

by another ~10 degrees when the sample is replicated into PDMS. This could imply that the 

apparent contact angle is determined by the wettability of the bottom surface between the 

microstructures when the center-to-center distance is high. The apparent contact angles for the 

reference surfaces which are representing the bottom surface between the microstructures were 



measured around 56, 105, 115 degrees for TC_PR, TC_S, and TC_ PDMS, respectively. This 

shows that the apparent contact angle approaches the reference surface when the density of 

microstructures is small because of the high center-to-center distance.  

Wetting transitions corresponding to the breakdown of the superhydrophobic state are 

observed when the center-to-center distance is increased for TC_PR, TC_S, and TC_ PDMS. The 

transition for TC_PR and TC_S is abrupt compared to TC_ PDMS. Furthermore, the conical 

microstructures in PDMS show a broader range of center-to-center distances where a 

superhydrophobic state can be fabricated compared with in silicon. This could be due to a 

difference in mechanical properties between solid matter (TC_PR and TC_S, silicon and 

photoresist) and soft matter (TC_ PDMS, PDMS). The effect might be attributed to the 

characteristics of the soft matter which might deform in the presence of the droplet. Further study 

is required to identify the differing trend of the wetting transition. 

For conical microstructures with low center-to-center distance (<100 µm), the apparent 

contact angle for TC_C is zero while the other three samples have a high apparent contact angle. 

A zero contact angle for TC_C could be explained by the wettability of the top surface of the 

conical microstructures after removing the photoresist. After the cleaning process, the top surface 

of the conical microstructure become close to the polished side of the silicon wafer which gives an 

apparent contact angle around 20 degrees. It might imply that the wettability of the top surface 

plays a role to decide the wettability of the structured surface. This shows that the surface chemistry 

can prevent a superhydrophobic state even when the geometric parameter is optimized. However, 

a high apparent contact angle is observed for the samples TC_PR, TC_S, and TC_ PDMS with low 

center-to-center distance. This suggests that the center-to-center distance is dominant for 

determining the apparent contact angle when the apparent contact angle of the top surface between 

the microstructures are higher than a certain value. When comparing TC_PR, TC_S and TC_ 



PDMS, it is evident that the superhydrophobic properties of the Si master are transferred to PDMS 

in the replication process.  

For the Cassie-Baxter state, the Cassie-Baxter model can be considered to predict the 

apparent contact angle when the droplet is on top of the structures containing trapped air in the 

pores between the solid surfaces [1]. In this model, the apparent contact angle can be presented by 

the apparent contact angle of the reference surface and the solid fraction as: 

𝑐𝑜𝑠𝜃𝐶𝐵 = −1 + 𝑓𝑆𝐴(𝑐𝑜𝑠𝜃𝑅𝐸𝐹 + 1)    (1) 

where θCB is the apparent contact angle for the Cassie-Baxter model, fSA is the solid fraction 

and θREF is the apparent contact angle for the reference surface. The cosine of the apparent contact 

angle for the Cassie-Baxter model can be compared with the cosine of the apparent contact angle 

from the measurement as shown in Figure 3. The solid fraction was calculated by considering the 

diameter of the top surface of cones and the center-to-center distance between cones. For y-axis, 

measured apparent contact angle (θExperiment) between 15 and 60 µm of the center-to-center distance 

for the samples TC_PR, TC_S, and TC_ PDMS in Figure 2 was considered. For x-axis, the cosine 

of the apparent contact angle for the Cassie-Baxter state was obtained from the equation (1). For 

the red square, measured apparent contact angles for the reference surfaces which were described 

in above were considered. However, for the blue triangle, the effect of the apparent contact angle 

of the reference surface was ignored by considering a constant apparent contact angle for all case. 

Comparing the cosine of the measured apparent contact angle, the cosine of the apparent contact 

angle for the Cassie-Baxter model with measured apparent contact angle for the reference surface 

can be more inaccurate than that for the Cassie-Baxter model with the constant apparent contact 

angle of the reference surface. This can be a disproof for the hypothesis of the Cassie-Baxter state 

which is the area weighted average of the cosine of the apparent contact angle for the solid and 

liquid for the given case. In other words, the solid fraction can be considered as the main parameter 



for deciding the apparent contact angle for the Cassie-Baxter state. It should be mentioned that the 

limitation of the model such as the shape of the structures, volume of the droplet and external forces 

have been already reported in the previous studies [32].  

The contact angle hysteresis is decreased with increasing center-to-center distance for the 

three samples (TC_PR, TC_S, and TC_ PDMS). After decreasing, the contact angle hysteresis 

suddenly increases with increasing center-to-center distance. Therefore it is possible to consider 

that there are optimal geometric parameters for obtaining the self-cleaning surface which requires 

a high apparent contact angle with a low contact angle hysteresis.  

In Figure 4, the apparent contact angle for HC_PR and HC_S and contact angle hysteresis 

for HC_PR, HC_C, and HC_S are presented. For the HC_C, zero apparent contact angle is 

observed similar to TC_C, respectively. The apparent contact angles are higher than 150 degrees 

for all center-to-center distances in case of the HC_S. Similar to TC_PR and TC_S, HC_PR shows 

a drastic drop in the apparent contact angle as the center-to-center distance increases from 40 to 50 

µm, implying a breakdown of the superhydrophobic state.  

For the HC_PR and HC_S, the apparent contact angle is increasing and the contact angle 

hysteresis is decreasing with increasing center-to-center distance in the low center-to-center 

distance region. However, the apparent contact angle and contact angle hysteresis converge in the 

high center-to-center distance region. For the high center-to-center distance region, it seems like 

that the microstructures in the second-tier decide the apparent contact angle. There is a difference 

between the second-tier of the microstructures of HC_PR and HC_S. HC_S has silanized second-

tier microstructures while the second-tier microstructure of HC_PR isn’t silanized. However, for 

the low center-to-center distance, it seems like there is no significant effect of the second-tier 

structures on the apparent contact angle and the contact angle hysteresis when compared with the 



truncated conical microstructure which has only single-tier structures. This indicates that a second-

tier is not required for obtaining a self-cleaning surface.  

Figure 5 shows the tilting angle for TC_S, TC_ PDMS, and HC_S. The three samples gave 

tilting angles below 5 degrees when adjusting the center-to-center distance of the microstructures. 

For TC_ PDMS, a tilting angle lower than 2 degrees was observed. This minimum tilting angle is 

lower than for the other samples. Therefore, the PDMS sample has the advantage of presenting a 

low tilting angle. Interestingly, the center-to-center distance for the highest apparent contact angle 

(60 μm ) and the lowest tilting angle (80 μm ) are different for TC_ PDMS. Where it is possible to 

achieve a high apparent contact angle with a low tilting angle is shown in terms of the center-to-

center distance in this result.  

The findings can be summarized for the Cassie-Baxter state, Cassie-Wenzel transition and 

Wenzel state as follows. For the Cassie-Baxter state, the wettability can be dominantly determined 

by the topography while the apparent contact angle of the reference surface can be considered as 

the threshold condition. Even though the drastic Cassie-Wenzel transition was observed in silicon, 

the sudden change of the apparent contact angle was not observed in PDMS. For the Wenzel state, 

the wettability can be determined by the chemical aspect which can decide the apparent contact 

angle of the reference surface while the surface topography plays no significant role.  

For the application, the self-cleaning property is given by a high apparent contact angle, 

low contact angle hysteresis, and low tilting angle. A structured silicon surface expressing these 

properties can be replicated in PDMS using soft lithography and obtain similar self-cleaning 

properties. For the conical microstructures discussed here, the PDMS surface presents a broader 

range of center-to-center distances where the self-cleaning property is obtained when compared 

with the silicon surface it was replicated from.  

 



3. Potential Application 

The potential application of replicated micro-cones are the following:  

-    The hierarchical structures are not necessary for obtaining a superhydrophobic condition if the 

microstructure in single-tier is optimized.  

-    The self-cleaning property could be transferred by replicating the microstructures from silicon 

to PDMS.  

-    The conical microstructures in PDMS have the broader range of the center-to-center distance 

for the self-cleaning property compared with the surface in silicone.  

The conical microstructures in single-tier were replicated as shown in Figure 6. It has an 

advantage in the peeling process for PDMS replication. This is because the conical shape has 

structural stability against the pooling force and the microstructure in the single-tier has a smaller 

interfacial area which causes the pooling force compared with hierarchical structures. From this 

optimized shape regarding the replication process, it seems possible to obtain superhydrophobic 

surface at low-cost. This is because it can be obtained using only the mixture of PDMS base and 

PDMS curing agent if the PDMS master is prepared once.  

There are also advantages from PDMS itself. They are relatively cheap, replicable, 

transparent, and bendable. Since they are cheap to replicate it could be beneficial for coating 

relatively large areas. When we considering the transmission properties of the PDMS in the 

infrared, it could be beneficial to apply for the PV cell. A bendable characteristic could give the 

flexibility on the target surfaces. Furthermore, PDMS replication has been considered for 

fabricating textured surfaces in order to obtain an antifouling property [33] and an anti-reflection 

property [34].  

 



4. Conclusion 

In this study, conical microstructures on silicon were replicated in PDMS using a soft 

lithography process. The wettability of the silicon and PDMS conical microstructures were 

examined and the self-cleaning property of the silicon microstructures was found to be transferred 

to the PDMS. From the results, the dominant influence of the surface topography on the wettability 

in the Cassie-Baxter state was revealed. As PDMS is a relatively inexpensive material and soft 

lithography allows for multiple replications, this represents an important step towards low-cost 

self-cleaning surfaces. Furthermore, the transparency and elasticity of PDMS open up the 

possibility for novel applications. 

 

5. Experimental Section 

5. 1. Fabrication procedure of conical microstructures 

The fabrication process is described in Figure 7 and the dimensions of the microstructures 

are described in Table 1.  The process was conducted on a single-side polished Si wafer ({100}, 

P-type, containing boron as dopant). The sample TC_ PDMS and HC_P were prepared from the 

previous study [7]. The process for fabricating the sample of TC_ PDMS and HC_P is described 

in a previous study [7]. The photoresist (SU-8) layer covering the conical microstructures was 

removed in an oxygen plasma etching process using an ICP-RIE Cryo Reactor (Plasmalab 100 - 

ICP180, Oxford Instruments). Energy Dispersive Spectroscopy (EDS) was performed in an FEI 

Helios dual-beam Focused Ion Beam Scanning Electron Microscopes (FIB-SEM). For the samples 

TC_C and HC_C, EDS did not detect carbon. After removing the photoresist, TC_S and HC_S 

were silanized in a desiccator using a droplet of Trichloro (1H, 1H, 2H, 2H-perfluorooctyl) silane.  

The silicon wafer pattern was replicated in polydimethylsiloxane (PDMS) in a two-step 

process. First, a replica (dimples) was made from the original Si wafer in PDMS with relatively 



high stiffness. Second, this PDMS replica was used as a master for molding the original cone 

structures. We, therefore, refer to the first replica with dimples as the PDMS master and the second 

with cones as the PDMS replica.  

For the PDMS master, PDMS base and curing agent (Sylgard 184, Dow Corning) were 

mixed with a weight ratio of 10:1. The mixture was degassed to remove bubbles and cured over 

the Si master at 65 deg C for 2 h. The PDMS was peeled from the Si wafer and excess PDMS was 

cut away using a scalpel. The PDMS master was mounted on a glass slide (75 x 50mm, Sigma) by 

treating the back side of the PDMS with a short oxygen plasma and bonding it to the glass. Finally, 

the PDMS feature side was activated using a short oxygen plasma treatment and silanized in a 

desiccator using a droplet of Trichloro (1H, 1H, 2H, 2H-perfluorooctyl) silane, similar to the Si 

wafer. It should be noted that Trichloro is not needed for the further replication process once the 

PDMS master is coated.  

For the PDMS replicas, PDMS base and curing agent (Sylgard 184, Dow Corning) were 

mixed with the normal weight ratio 10:1. The mixture was degassed to remove bubbles and poured 

on top of the PDMS master. A glass slide (75 x 50mm, Sigma) was placed on top of the uncured 

PDMS and the whole stack was placed in the oven at 65deg C for 2 h. The PDMS replica was 

peeled manually from the PDMS master using the glass slides.  

 

5. 2. Scanning Electron Microscopes (SEM) 

For the SEM image, an FEI Helios dual-beam Focused Ion Beam Scanning Electron 

Microscopes (FIB-SEM) was used. The stage was tilted 52 degrees for measuring the height of the 

microstructures. For the TC_ PDMS, a 10 nm gold layer was deposited by evaporation (Custom 

ATC-2200V, AJA International Inc.) before taking SEM image.  

 



5. 3. Contact angle measurement 

The apparent contact angle was measured for every sample. 9.8 µL of distilled water was 

gently deposited on top of each sample. Advancing and receding contact angles were measured by 

varying the volume of the droplet between 5 µL and 50 µL. Receding contact angle was measured 

just before the detachment of the droplet in case of the superhydrophobic condition. The tilting 

angle was measured by changing the tilted angle of the stage (GNL10/M, Thorlab). 9.8 µL of 

distilled water droplet was deposited before changing the tilted angle of the stage.  
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Figure 1. SEM images of micro conical structures. (a) TC_PR (b) TC_C (c) HC_C (d) 

TC_PDMS 

 



  
 

Figure 2. Apparent contact angle and contact angle hysteresis of Truncated Cones (TC) 

 

    
Figure 3. Comparison of the apparent contact angle for the Cassie-Baxter model and the 

experiment 
 



 

 

Figure 4. Apparent contact angle and contact angle hysteresis of Hierarchical Cones (HC) 

 

  
 

Figure 5. Tilting angle of Truncated Cones (TC) and Hierarchical Cones (HC) 

 



 
Figure 6. (a) PDMS master (4 inches mask), (b) TC_PDMS 

 

 

 
 

Figure 7. Fabrication process 

 

 

 

 

 

 



Table 1. Parameters of the microstructures 

 HT [µm] g) HP [µm] h) HS [µm] i) DT [µm] j) DB [µm] k) P [µm] l) Substrate Silanized 

TC a)_PR b) 55 4 51 9 45 15 – 360 Si, SU8 X 

TC_C c) 51 0 51 9 45 15 – 360 Si X 

TC_S d) 51 0 51 9 45 15 – 360 Si O 

TC_PDMS e) 51 0 51 9 45 15 – 360 PDMS X 

HC f)_PR 58 4 54 9 45 15 – 360 Si, SU8 X 

HC_C 54 0 54 9 45 15 – 360 Si X 

HC_S 54 0 54 9 45 15 – 360 Si O 

 

a) Truncated Cone; b) Photoresist; c) Cleaned; d) Silanized; e) Replicated; h) hierarchical cone; g) 

height of truncated cone; h) height of photoresist; i) height of silicon; j) diameter of top surface of 

truncated cone; k) diameter of bottom part of conical structure; l) center-to-center distance. 

  

  



 



 

Chapter 5 Enhancement of heat transfer  

5.1 Leidenfrost point on the micro-structured surfaces (Paper 7) 

It has been found that the Leidenfrost point (LFP) can be increased with micro or 

nanotextured surfaces. However, the LFP has been defined differently in previous studies. 

There are three LFPs: nominal LFP, non-wetting point, and dynamic LFP. Nominal LFP can 

be described as having the longest droplet evaporation time versus the surface temperature 

profile. The non-wetting point can be characterized by identifying the surface temperature that 

exhibits the sudden increase in the evaporation time. Dynamic LFP can be determined 

graphically. This temperature corresponds to the minimum surface temperature, which allows 

a droplet to jump on a heated surface.  

In order to clarify the difference between the LFPs, an experimental study for 

measuring the three LFPs in the same micro-textured surface is conducted in Paper 7. Micro-

textured surfaces consisting of cylindrical pillars were fabricated with different diameter, 

spacing and height for the Leidenfrost experiments. Results show that approximately 70K 

differences can occur between the three LFPs over microstructured surfaces, whereas 

differences in LFPs are negligible in smooth (untreated) surfaces. The main finding in this work 

is that a microstructured surface affects not only the heat transfer at the macroscale but it also 

introduces new phenomena like transition film boiling that is not observed on smooth surfaces.  
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Chapter 6 Conclusion and Future work 

6.1 Conclusions  

Part I 

The occurrence of pressure drop oscillations and superimposed density wave 

oscillations was experimentally studied. It was observed that superimposed density wave 

oscillations on pressure drop oscillations occur in the intermediate region of the negative slope 

of the internal characteristic curve. A pressure drop to mass flux limit cycle was presented for 

illustrating the interaction between the oscillations. 

Superimposed density wave oscillations and pressure drop oscillations were decoupled 

for identifying their characteristics. Density wave oscillations can be superimposed on pressure 

drop oscillations when the pressure drop oscillations have a fast rate of change in the mass flux. 

The amplitude of the mass flux oscillations during density wave oscillations was amplified 

because of the existence of the compressible volume which is essential for pressure drop 

oscillations. The level of the compressible volume can affect the profile of the pressure drop 

oscillations and the latter can trigger the density wave oscillations when the mass flux changes 

fast enough.  

Heat transfer performance during pressure drop oscillations was experimentally 

studied. No significant deterioration of the time-averaged heat transfer coefficient was 

observed, contrary to what has been reported in previous studies. It was suggested that the 

difference between them could be attributed to the possible occurrence of dry-out when the 

mass flux is low. The characteristics of the heat transfer coefficient under the oscillations cycle 

were explained by comparing with that for the stationary condition which corresponds to the 

maximum and minimum mass flux under pressure drop oscillations.  
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During flow boiling, an experimental study on the deterioration of the heat transfer 

coefficient in the case of controlled flow oscillations was presented. It was observed that 

oscillations of the flow can deteriorate the time-averaged heat transfer coefficient, but it 

depends on the period and amplitude of the oscillations. In particular, deterioration is not 

noticeable until the period and amplitude reach given thresholds. A dry-out of the wall during 

the low flow condition was pointed out as the mechanism for the deterioration of the time-

averaged heat transfer coefficient.  

 

Part II 

Conical microstructures with well-organized geometric parameters were fabricated by 

photolithography and dry-etching process. Two types of biomimetic microstructures, namely 

patterned truncated cones and hierarchical conical structures, were fabricated. In total, 96 

different samples were fabricated in two structures types, three heights, and 16 spacing between 

the structures. Wettability from the superhydrophobic state to the superhydrophilic state was 

observed over the fabricated samples. A drastic wetting transition from Cassie-Baxter to 

Wenzel state was observed for both types of structures. It can be noted that the transition was 

achieved by the geometric parameters without external excitation.  

Conical microstructures on silicon were replicated in polydimethylsiloxane (PDMS) 

using a soft lithography process. Wettability for both microstructures in silicon and PDMS 

were examined. It was observed that the self-cleaning property of the silicon microstructures 

can be transferred to the PDMS. In the results, the chemical aspect of the surface contributes 

to the apparent contact angle in Wenzel state, while the geometrical aspect of the 

microstructures is dominant for deciding the apparent contact angle in the Cassie–Baxter state. 

Furthermore, the fabrication of the replicated surface in PDMS can be considered as a flexible 

low-cost self-cleaning surface for various applications.  

Effects of the width, height, and spacing of microstructures on Ledienfrost temperatures 

were investigated experimentally. Dynamic Leidenfrorst point and nominal Leidenfrost point 

were obtained in the condition of the surface with microstructures. It was observed that the 
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LFP can be increased or decreased by changing the parameters of the microstructures. Up to 

70K difference between the different definitions of the LFP was observed depending on the 

geometric parameters of the microstructures, while the untreated smooth surface had less than 

10K difference between the different LFPs. The transition film boiling region was observed on 

the surface with microstructures. It was characterized by visual observation of the droplet 

dynamics from high-speed images or the gradual increase of the droplet lifetime.  

 

6.2 Major Contributions of this study 

 The conditions for the occurrence of pure pressure drop oscillations has been observed 

a systematic experimental study.  

 The mechanisms triggering superimposed density wave oscillations are identified by 

decoupling the effect of the expansion tank and the rate of change in the mass flux.  

 This thesis shows that under certain given conditions, flow oscillations are not 

detrimental to the heat transfer coefficient, as it has commonly suggested in the 

literature.  

 A fabrication process for bioinspired conical microstructures with control of the surface 

geometrical parameters is successfully implemented even though dry-etching process 

requires very sensitive control of the variables.  

 Control of the wetting state including the Cassie-Wenzel transition is achieved without 

external excitation.  

 It is observed that the wettability is determined by the geometry of the conical 

microstructures and can thus be replicated into a different substrate. This can be applied 

to the design of flexible low-cost self-cleaning surfaces.  

 Differences between the LFPs which can be broadened for the case of micro-engineered 

surfaces as compared with smooth surfaces are reported. This finding can be helpful for 

understanding the discrepancies from previous studies.  
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6.3 Recommendations for future work  

The recommendations for the future works are presented with the keywords. 

 Effect of the wall inertia. Only a few studies have discussed the importance of the wall 

inertia and its impact on the instability. As shown in this work, the wall inertia plays an 

important role in heat transfer deterioration. Feedback from the deterioration of the heat 

transfer due to the wall inertia during two-phase flow instabilities could provide 

valuable insights on this topic.  

 Model for predicting heat-transfer coefficient deterioration. This study presented 

the experimental data of heat transfer with varying period and amplitude. This could be 

crucial for deriving the model for the heat transfer coefficient under an oscillatory flow. 

Furthermore, the influence of the deteriorated heat transfer to the characteristics of the 

two-phase flow instabilities should be considered.  

 Image of three-phase line on the microstructures. It would be interesting to obtain 

high magnification images of the three-phase line on the microstructure using the 

confocal microscope. Consequently, the fabrication of the structure in transparent 

materials is recommended. Moreover, the wettability of the droplet, which is containing 

the fluorescents, should be identified.  

 Models for Leidenfrost point for microstructures. A considerable amount of studies 

on Leidenfrost point for the surface with microstructures are available in open literature. 

It would be possible to find a correlation between the existing experimental results to 

identify the dominant contribution on Leidenfrost point. However, these studies have 

different measurements concerning the surface temperature, the characteristics of the 

droplet, including the size and the velocity, and different definition of the Leidenfrost 

point, which pose critical difficulties to the calculations. 
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Appendix A  Fabrication of the micro-engineered 

surface  

A.1 Dry-etching parameters for conical microstructures 

The cryogenic reactive ion etching was conducted in an ICP-RIE Cryo Reactor 

(Plasmalab 100 – ICP180, Oxford Instruments, UK). This is the most sensitive step for 

fabricating the bioinspired conical microstructures in chapter 4.1.   

The main challenge of the dry-etching is that there are many control variables which 

affect the profile of the microstructures. The variables are cryogenic temperature, pressure, the 

flow of Sulfur hexafluoride, the flow of Oxygen, capacitive coupled plasma radio frequency 

(RF) power, inductively coupled plasma (ICP) power and time. Cryogenic temperature affects 

the amount of the reaction of the etching gas. Pressure decides the amount of the etching gas 

in the chamber. Both temperature and pressure can affect the etching selectivity for silicon and 

mask material, etching rate, sidewall roughness and profile or the sidewall. A proportion of the 

etching gas can affect the profiles of the sidewall due to the amount of the additional gas for 

sidewall passivation. Simply, the ICP power affects the number of the plasma and the RF power 

determine the momentum for driving the ion from the plasma to the surface.  

Figure A.1 presents the effect of the RF power to the roughness of the upper part of the 

sidewall. Other variables were selected as 600 Watts of ICP power, 11 sccm of O2 flow, 60 

sccm of SF6 flow, 10 mTorr of pressure, –110oC of the cryogenic temperature and 10 minutes 

of the etching times. It is possible to observe more damage on the upper part of the sidewall 

when the RF power is higher. It could imply that deducted parameter of the proportion of the 

etching gasses for smooth sidewall profile could not be valid when the RF power is varied.   
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Figure A.2 shows the effect of the ICP power. In order to generate dense plasma, the 

ICP power can be increased. The conditions for etching the silicon were selected as 2 Watts of 

RF power, 11 sccm of O2 flow, 60 sccm of SF6 flow, 10 mTorr of pressure, –80oC of the 

cryogenic temperature and 10 minutes of the etching times. It can be observed that there is 

threshold power of ICP for etching the silicon. However, it should be noted that randomly 

generated undesired microcones can be generated in this condition.  

Effect of the Oxygen plasma on the condition of the sidewall is depicted in Figure A.3. 

500 Watts of ICP power, 2 Watts of RF power, 60 sccm of SF6 flow, 10 mTorr of pressure, –

110oC of the cryogenic temperature and 10 minutes of the etching times were selected as 

etching parameters. Considering the ratio between the etching gases which are O2 to SF6, only 

0.8 percent of difference causes the different profile of the sidewall. This represent that control 

of the etching profile is very sensitive process.  

For the conical shape, higher pressure (50 mTorr) and temperature (–80oC) were 

considered for the conical shape of the etching profile and suppression of the random 

generation of the structures in paper 5. However, further increase of the temperature up to –

65oC of cryogenic temperature could remove the photoresist as depicted in Figure A.4. Etching 

variables are considered as 500 Watts of ICP power, 20 Watts of RF power, 20 sccm of O2 

flow, 100 sccm of SF6 flow, 50 mTorr of pressure and 45 minutes of the etching times. The 

photoresist could be removed by the oxygen plasma as described in chapter 4.2. However, the 

result shows the possibility to control the profile of not only the sidewall and bottom surface 

but also top surface by varying the etching variables.   

In summary, etching profile is determined based on the combination of the control 

variables (ICP power, RF power, O2 flow, SF6 flow, pressure and cryogenic temperature) 

sensitively. Complex effects between the control variables should be considered in order to 

find desired etching profile. Even though the process is very sensitive, truncated conical 

microstructures without randomly generated microstructures and hierarchical conical 

microstructures are fabricated for controlling the wetting properties.  

 



A.1 Dry-etching parameters for conical microstructures A-3 

 

Figure A.1 Effect of the RF power: 4 Watts (left) and 6 Watts (right) 

 

 

Figure A.2 Effect of the ICP power: 100 Watts (left) and 200 Watts (right) 

 



A-4 Fabrication of the micro-engineered surface 

 

Figure A.3 Effect of the Oxygen flow: 10.0 sccm (left) and 10.5 sccm (right) 

 

 

Figure A.4 Conical microstructures without the photoresist on top surface 

 

 



 

Appendix B Details of the experiments for two-

phase flow instability  

This appendix is correspond to the supplementary material for paper 2 and paper 4.  

B.1 Experimental setup and procedure 

The experimental facility consists of a closed loop consisting of a main tank, a pump, a 

conditioner, a heated test section, a visualization glass, an adiabatic test section and a 

condenser. The working fluid (R134a) is circulated by a magnetically coupled gear pump. The 

pressure in the facility is controlled by the saturation conditions at the store tank. The inlet 

temperature of the refrigerant before entering the test section is adjusted by a pre-heater that is 

a shell and tube heat exchanger with glycol in the shell side. A Coriolis mass flow meter is 

installed before the heated test section. The heated test section is a stainless steel tube with 5 

mm inner diameter and 8 mm outer diameter and 2035 mm length (Figure B.1). Joule effect is 

used for heating the test section with a rectified sine wave and the test section is insulated to 

reduce heat loss to the surroundings. The heated section is divided into 5 independent sections 

of 40cm length each. Ten thermocouples are distributed along the outside bottom wall of the 

test section while there are seven on top. In particular, at 1117 mm and 1917 mm from the inlet 

thermocouples are installed on top, bottom and sides of the wall plus an inflow internal 

thermocouple.  All the variables are logged with a National Instruments NI RIO data 

acquisition system.  The temperatures, absolute pressures, pressure differences and mass flow 

rates were acquired at a frequency of 10 Hz.  
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Figure B.1 Sketch of the test facility. 

 

B.2 Measurements and accuracy of measurements 

A description of the instrumentation, calibration and characterization of the facility can 

be found in [B1–B4]. For the temperature measurements, type-T thermocouples with 0.5 mm 

diameter have been used with an accuracy of 0.1 K (in-house calibration) [B5]. The absolute 

pressure at the inlet and outlet of the heated section was used for determining the saturation 

temperature, Tsat, of the fluid based on the equilibrium properties calculated with software 

REFPROP version 9.1 [B6]. 

The pressure at the inlet and outlet were measured with absolute pressure transducers 

with an accuracy of 0.04% at full-scale (2500 kPa) given by the supplier. The two-phase total 

pressure drop along each test section was measured with a differential pressure transducer with 

an accuracy of 0.075 % at full-scale (50 kPa) given by the supplier. For the heat flux, q”, the 

error coming from the propagation is the error associated with the voltage and current 

measurements. The thermal heat transfer to the fluid under stationary conditions was calibrated 

against the electrical value for different temperatures and conditions for single-phase liquid 



B.3 Experimental validation B-3 

 

arriving to a final accuracy of 5% for high heat fluxes and up to 14% for very low heat fluxes. 

The vapour quality is obtained by performing a heat balance along the test section as shown 

below 

𝑥(𝑧) =  
∫ 𝑞𝜋𝐷𝑖𝑑𝑧−𝐺𝐴𝑐𝑝𝑙𝑇𝑆𝑢𝑏

𝑧
𝑧0

𝐺𝐴ℎ𝑙𝑣
     (B.1) 

here x(z) is the fluid quality at point z [m] along the heated section, G is the mass flux, 

A is the cross section area of the pipe, cpl is the liquid phase heat capacity of the fluid, hlv is the 

enthalpy of vaporization and Tsub the inlet subcooling. A mass flow rate accuracy of 0.2% of 

the reading was given by the supplier. 

The local heat transfer coefficient is determined at 1917mm from the inlet by applying 

the Newton equation 

ℎ =
𝑞

𝑇𝑊,𝑖−𝑇𝐹
      (B.2) 

where h is the heat transfer coefficient, Tw,i is the internal wall temperature which is 

calculated from the measured outside wall temperature Tw,o by applying a one-dimensional, 

radial, steady-state heat conduction equation for a hollow cylinder with a uniform heat 

generation and Tf  is the fluid temperature measured with the in-flow thermocouple. The heat 

transfer coefficient will be based on the measurement of the fluid temperature. The outside wall 

temperature Tw,o is measured at 4 positions (top, bottom, left right side of the tube). The mutual 

measurement difference between the thermocouples was less than 0.4oC. 

The experimental heat transfer coefficient presents a mean value of the measurement 

uncertainty of about 10%, but this can reach up to 30% when the heat is reduced. 

 

B.3 Experimental validation 

The reliability of the measurements was first verified comparing the liquid and vapour 

single-phase heat transfer coefficient measurements against the Dittus-Boelter correlation. The 
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comparison is presented in Figure B.2 showing a good agreement. The two-phase flow heat 

transfer coefficient was validated by comparing it to different cases in the literature with similar 

working conditions. Figure B.3 depicted a comparison of one selected case showing good 

agreement. Finally, a test of reproducibility of the heat transfer coefficient is presented in 

Figure B.4 where two data sets are shown corresponding to the same working conditions but 

measured one month apart.  

 

 

Figure B.2 Single-phase liquid and vapour heat transfer coefficient measurement and prediction by Dittus-

Boelter correlation. 
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Figure B.3 Comparison of the two-phase flow heat transfer coefficient to a similar case form the literature. 

 

 

Figure B.4 Test of repeatability of the heat transfer coefficient. 

 

B.4 Experimental method 

For each experiment, the pressure at the outlet of the heated section was kept constant. 

Before starting recording data for each point, extreme care was taken to assure that steady-state 
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conditions were established. Steady-state conditions were declared when the variation in the 

time-averaged values of both the mass flux, pressures, and inlet temperature varied less than 

6% for about 200 seconds. For each point, about 100 s were recorded corresponding to about 

1000 points. 

For the experiments, the facility was first heated up with the maximum planned power in the 

heated section. Each experimental point was then obtained by decreasing the applied electrical 

heat for each point. This procedure avoids the jump in the wall temperature that is observed for 

example when the onset of nucleate boiling (ONB) occurs or changes of the flow pattern. This 

approach allows a good repeatability of the experiments reducing the dispersion of the data. 
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