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Background 
The oil and gas exploration and exploitation have been moving to more remote areas, and is now 
moving more and further into Arctic waters. The reasons being potentially large oil and gas reserves and 
warmer climate exposing more areas that were inaccessible before, making these areas available for 
petroleum extraction. One of the major challenges to the development in these waters are that the water 
depths often exceed depths where bottom-founded structures become impractical, hence stationary 
floating vessels are required. The challenge then becomes how to keep a vessel in place using DP or 
how to maneuver the vessel in managed sea ice. 
 
In addition to the oil and gas industry the shipping and cruise industry have been showing an increased 
interest for marine vessels operating in Arctic environments/sea ice. One of the main motivations for the 
shipping industry is the use of the shorter Northeast passage between Europe and Asia which reduces 
the travel time. For the cruise industry the major motivations have been more accessible areas and a 
general increase in the tourist industry over the last few years. 
  
The design of a proper control system for a vessel operating in an ice-covered sea is highly dependent 
on an accurate model of the ice loads. Each scenario of ice-vessel interactions, i.e. slushed ice, broken 
ice, level ice, ridge ice and icebergs, needs to be studied on an ad-hoc basis. Among these, managed ice 
interaction with vessel is considered as the most frequent scenarios for a vessel's operations in the Arctic 
region. 
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Work description 

1. Perform a background and literature review to provide information and relevant references on: 
 Loads from sea ice, and sea ice in drift. 
 Simulation of vessels in ice. 
 DP-operations in ice infested waters. 
 Digital Twin. 
 Control algorithms for DP vessels. 

 
2. Write a list with abbreviations and definitions of terms, explaining relevant concepts related to 

the literature study and project assignment. 
 

3. Implement a communication interface between C++ (SAMS) and Simulink (Controller): 
 The connection should be fast and reliable. 
 Should not put restrictions on Simulink. 
 Input to Simulink should be position, velocity and ice-forces. 
 Output from Simulink should be the controller forces. 

 
4. Implement a communication interface between C++ (SAMS) and an external software for 

manual control of the vessel: 
 The input and output should be general and changeable by the programmer. 
 The communication should take place over TCP. 

 
5. Implement the possibility to use several vessels simultaneously: 

 The vessels will operate independently of each other. 
 

6. Improvement of SAMS in terms of: 
 Hydrodynamic forces: 

 Should be calculated in Simulink. 
 Removal of ice floes: 

 Remove ice floes when they are out of the domain, or below a certain mass. 
 Improve simulator performance. 
 Log the removed floes. 

 
7. Implement, test and compare different control strategies in Simulink: 

 The control strategies should include: 
 Simple controller. 
 Observer. 
 Reference model. 
 Simple thrust allocation. 
 

8. Test how the controller handles disturbances and/or loss of input signal. 
 

9. Test and verify the simulator against empirical data: 
 Ice resistance models. 
 OATRC 2015. 

 
10. Implement and test an IM control strategy: 

 One vessel will remain in DP. 
 The other will follow a predefined IM path. 
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Abstract
This thesis presents the work performed on extending and improving a numerical ice
tank simulator developed by ArcISo AS called Simulator of Arctic Marine Structures
(SAMS). The main work for this thesis has been on extending SAMS, so external soft-
ware can connect to, and control, a vessel in SAMS. To allow for such a connection,
SAMS has been modified to work as a server which clients in external software can
connect to over a TCP/IP connection. The simulator itself was also modified with the
added ability for multiple vessels as well as several minor improvements. An external
software for manual control of a vessel was also created.

The main external software used in this thesis have been Simulink, and several con-
trollers have been implemented in Simulink for the various simulations performed in
this thesis. These controllers includes a PID-, an acceleration feedback-, a velocity-
and an ice management-controller. With these controllers a nonlinear observer and a
thruster allocation was also implemented. Simulations regarding ice management and
dynamic positioning have been conducted together with simulations to verify the simu-
lator against full-scale sea trial data and empirical formulas.
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Sammendrag
Denne avhandlingen presenterer arbeidet med å utvide og forbedre en numerisk istank-
simulator utviklet av ArcISo AS, kalt Simulator of Arctic Marine Structures (SAMS).
Hovedarbeidet har vært å utvide SAMS slik at ekstern programvare kan koble til og
regulere et fartøy i SAMS. For å tillate en slik tilkobling har SAMS blitt modifisert til å
fungere som en server, der klienter i ekstern programvare kan koble til over en TCP/IP
tilkobling. Simulatoren har i tillegg blitt modifisert med mulighet for flere fartøy, samt
flere mindre forbedringer. En ekstern programvare for manuell regulering av et fartøy
ble også laget.

Den viktigste eksterne programvaren som brukes i denne oppgaven, har vært Simulink,
og flere forskjellige regulatorer har blitt implementert i Simulink for de ulike simu-
leringene som utføres i denne avhandlingen. Disse regulatorene inkluderer en PID-,
en akselerasjons tilbakeført-, en hastighets- og en ishåndterings-regulator. Med disse
regulatorene ble en ulineær observator og en thruster allokering også implementert.
Simuleringer vedrørende ishåndtering og dynamisk posisjonering er utført sammen med
simuleringer for å verifisere simulatoren mot fullskala data og empiriske formler.
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Chapter1
Introduction

1.1 Background

The oil and gas exploration and exploitation have been moving to more remote areas,
and is now moving more and further into Arctic waters. The reasons being potentially
large oil and gas reserves and warmer climate exposing more areas that were inacces-
sible before, making these areas available for petroleum extraction. One of the major
challenges to the development in these waters are that the water depths often exceed
depths where bottom-founded structures become impractical, hence stationary floating
vessels are required. The challenge then becomes how to keep a vessel in place using
Dynamic Positioning (DP) or how to maneuver the vessel in managed sea ice.

In addition to the oil and gas industry the shipping and cruise industry have been show-
ing an increased interest for marine vessels operating in Arctic environments/sea ice.
One of the main motivations for the shipping industry is the use of the shorter Northeast
passage between Europe and Asia which reduces the travel time. For the cruise industry
the major motivations have been more accessible areas and a general increase in the
tourist industry over the last couple of years.

The design of a proper control system for a vessel operating in an ice covered sea is
highly dependent on an accurate model of the ice loads. Each scenario of ice-vessel
interactions, i.e. slushed ice, broken ice, level ice, ridge ice and icebergs, needs to be
studied on an ad-hoc basis. Among these, managed ice interaction is considered as the
most frequent scenario for a vessel’s operation in the Arctic region.
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1.2 Motivation

Full size Arctic operations are expensive and very few are willing to perform research
operations in ice fields, due to potential massive consequences both in the economical
sense and for the environment. Model basin testing is an alternative to full-scale opera-
tions, however model testing in ice can be hard due to the limited locations where such
tests are possible. These tests will not be 100 % accurate either since the model ice does
not behave like natural ice, neither can perennial ice be simulated in these basins. Tests
in these basins are also incredibly time consuming since only one or two test runs can be
done in an ice field before the ice needs reconstruction. Other problems are that scaling
factors and boundary effects will affect the model test. Despite these problems model
testing is currently considered to be the state-of-the-art method for estimating global ice
loads, Metrikin (2014).

Computer simulations are an alternative and provides the ability to run multiple simu-
lations at a given time. With computer simulations there is the ability to get local ice
loads acting on the vessel hull, they also open up the possibility to test different types of
ice and maneuvers. Simulations have proven to be both faster and more cost effective
than model testing, but their credibility are still low. This is mainly due to low amount
of vessels being designed solely with the use of numerical simulators.

DP in open waters are quite common and extensively tested, however the loads on a
DP vessel in ice is dramatically different than in open waters. One problem is the
unevenly build up and rapid loss of loads depending on the ice field. There exists no
good combination of a characteristic load model and sensor solutions to measure and
estimate ice load on the vessel, Skjetne et al. (2014), hence a good simulator is essential
to test and validate the robustness of a controller for DP vessel in ice.

1.3 Literature Review

A more comprehensive literature review can be found in Chapter 2.

Only a few DP operations have been performed in ice infested waters, among these are
the coring operation in Northeast Greenland in 2008, Rohlén (2009), and the Sakhalin
diving operation in 1999, Keinonen et al. (1999). However the operations have often
had a large downtime and relied on heavy Ice Management (IM) support or mooring
systems to stay within the designated area.

The simulation of vessels in ice infested waters is relative new and one of the first Nu-
merical Ice Tank (NIT) simulators where proposed by Valanto and Puntigliano (1997).
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1.4 Objective

Derradji-Aouat (2010) proposed a fully coupled NIT simulator and from this point many
papers have been written on the subject. Among these are Metrikin (2014) who de-
scribed a simulator for station keeping in sea ice and Lubbad and Løset (2011) who
described a method for real-time simulation of vessel-ice interactions in level ice. This
simulator was later developed into a NIT simulator where Denk (2016) made a DP con-
trol system in Python and connected it to the simulator using external communication
protocols. However this solution was customized for one NIT simulator, hence it is
difficult to generalize the solution and implement it into other simulators.

As a result of this, this thesis will focus on the development of a generalized communi-
cation interface between a control system and the Simulator of Arctic Marine Structures
(SAMS) simulator, a NIT simulator, and making the communication interface in such a
way that it can easily be implemented into other simulators. The work can be seen as
a similar approach to the work carried out by Denk (2016), however both the simulator
and communication protocols have been changed. This thesis also goes further com-
pared to Denk (2016) where the control system should be able to not only simulate DP
operations, but also maneuvering, and should support multiple external software and be
able to work with multiple vessels simultaneously.

1.4 Objective

The objective of this master thesis is to extend a NIT simulator by implementing an
interface which external software can connect to and control the movement of a vessel.
A second objective is to test different controllers in ice conditions and compare their
performance.

1.5 Scope

1. Perform a background and literature review to provide information and relevant
references on:

• Loads from sea ice, and sea ice in drift.

• Simulation of vessels in ice.

• DP operations in ice infested waters.

• Digital Twin.

• Control algorithms for DP vessels.
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2. Write a list with abbreviations and definitions of terms, explaining relevant con-
cepts related to the literature study and project assignment.

3. Implement a communication interface between C++ (SAMS) and Simulink (Con-
troller):

• The connection should be fast and reliable.

• Should not put restrictions on Simulink.

• Input to Simulink should be position, velocity and ice forces.

• Output from Simulink should be the controller forces.

4. Implement a communication interface between C++ (SAMS) and an external soft-
ware for manual control of the vessel:

• The input and output should be general and changeable by the programmer.

• The communication should take place over TCP.

5. Implement the possibility to use several vessels simultaneously:

• The vessels will operate independently of each other.

6. Improvement of SAMS in terms of:

• Hydrodynamic forces:

– Should be calculated in Simulink.

• Removal of ice floes:

– Remove ice floes when they are out of the domain, or below a certain
mass.

– Improve simulator performance.

– Log the removed floes.

7. Implement, test and compare different control strategies in Simulink:

• The control strategies should include:

– Simple controller.

– Observer.

– Reference model.

– Simple thrust allocation.
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1.6 Organization of Project

8. Test how the control system handles disturbances and/or loss of input signal.

9. Test and verify the simulator against empirical data:

• Ice resistance models.

• OATRC 2015.

10. Implement and test an IM control strategy:

• One vessel will remain in DP.

• The other will follow a predefined IM path.

1.6 Organization of Project

Chapter 2 presents a comprehensive literature review concerning the most critical as-
pects about this thesis. This includes ice loads and how they have been simulated,
control systems and their use in Arctic environments and lastly a review of the concept
digital twins.

Chapter 3 presents theory behind the estimation of ice forces and some different ice
resistance prediction models. The last part of the chapter will present the vessel dy-
namics for a vessel in motion, which includes kinematics, kinetics, hydrostatics and
hydrodynamics.

Chapter 4 will go through the theory of a motion control system. This includes a con-
troller, reference model, observer and filters, but also the navigation and how it all can
be implemented into a computer.

Chapter 5 presents the improvements and additions made in SAMS. This chapter also
gives a short introduction to SAMS and how input and output to the simulator can be
processed.

Chapter 6 goes through the basic theory behind Transmission Control Protocol (TCP),
and introduces the TCP interface developed during this thesis.

Chapter 7 goes through the implementation of the motion control system implemented
in Simulink. In addition selected results from the verification of the performance of
the motion control system implemented will be shown in this chapter. Lastly the web
application and its implementation is introduced.

Chapter 8 presents the general setup of SAMS used for the simulations in this thesis
before the modified vessel model of Oden are presented and discussed.
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Chapter 9 presents the simulation performed in level ice with results from empirical
ice resistance models. The setup of the simulation are presented before the results are
given. Lastly a discussion on the results will be given.

Chapter 10 presents the setup, results and discussion of the Oden Arctic Technology Re-
search Cruise (OATRC) transit simulation, performed in order to validate the simulator
against full-scale data from Oden.

Chapter 11 goes through the simulations performed with the acceleration Feedback (FB)
controller. First the setup of the simulation and the difference between each simulation
is explained, before results are given and discussed based on the performance of the
different controllers.

Chapter 12 presents the two major simulations performed for this thesis, this includes a
DP simulation with and without IM support. First the setup of the two simulations are
presented before the results and a discussion on the DP simulation without IM support
are presented. Lastly the results and a discussion on the DP simulation with IM support
are given, both in terms of the IM and DP vessel.

Chapter 13 discuses the modifications and improvements implemented in the simulator
both in terms of performance and functionality.

Chapter 14 summarizes the thesis before providing suggestions for further work.
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Chapter2
Literature Review

2.1 Ice Loads from Level Ice

The vessel-ice interaction can occur in many different ice conditions this can for instance
be, but not limited to, slushed ice, broken ice, level ice, ice ridges, and icebergs. Among
these, the most ideal ice condition for vessels operating in the Arctic region is level ice
interaction, Nguyen et al. (2009). When a vessel moves into a large ice floe, this could
be level ice or a large broken ice floe, the forces from the ice acting on the hull will
increase as the penetration depth in the ice increases. This will continue to happen until
the shear forces in the ice exceeds the maximum shear force of the ice and mechanical
failures occurs, Lubbad and Løset (2011). These failure of the ice sheets can happen in
a number of different modes; pure crushing, bending, buckling, shearing, splitting, or a
mixed mode, i.e. two or more of the failure modes are active at the same time. Nguyen
et al. (2009) and Su et al. (2014) described how the process works, the ice floe will
first start crushing until the stresses exceeds the tensile strength in the ice, resulting in
bending before the ice sheet fails some distance away from the interaction zone. The
ice floe is then forced by the advancing ship to rotate parallel to the ships hull where it
will be submerged and slide along the hull before it will clear away from the ship, as
illustrated by Figure 2.1.

The properties of the ice, the ice thickness, the hull of the vessel and the relative veloc-
ity between the vessel and ice determines the failure mode. Lubbad and Løset (2011)
claimed that bending failure dominates the other modes, however Su et al. (2014) men-
tions that in some zones of the ships hull where the slope angles are large (typically
at the shoulders and midship) crushing may be the only failure mode, this is adding a
significant amount of ice resistance. Lubbad and Løset (2011) also stated that if the
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Figure 2.1: Illustration of the ice-hull interaction process. Courtesy of Riska (2010b).

relative velocity is low the vessel-ice interaction will become inelastic. Nguyen et al.
(2009) quoted that full-scale operations indicates that the size of the broken off ice floes
decreases when the relative velocity between the vessel and ice floe increases, this is
confirmed by Tan et al. (2014) and is inline with the physical understanding whereas
higher speeds imply higher energy involved. Tan et al. (2014) also stated that the size
of the broken floes will increase with higher ice thickness.

Tan et al. (2014) stated that in most cases of ice-breaking the bow of the ship typically
opens a channel in the ice wide enough for the entire beam to pass through. Nevertheless
situations where the bow shoulders and/or the side of the hull has to force themselves
through the ice sheet can occur. This is what is called shoulder crushing, and occurs
when there is a relative heading towards the ice sheet. In Su et al. (2014) shoulder
crushing is mentioned to be an ineffective way of breaking ice as the hull behind the bow
shoulders is in constant contact with the ice edge, building up a significant contribution
to the total ice resistance.

2.1.1 Ice Resistance

Erceg and Ehlers (2017) describes ice resistance as:

”... a time average of the instantaneous total forces in longitudinal direction
due to ship–ice interaction”.

Ice resistance is illustrated in Figure 2.2. There exists a number of semi-empirical ice
resistance prediction methods/models, all of them are based on model/full-scale stud-
ies and is mostly used in the early ship-design phase. Two of them are the Lindqvist
method, Lindqvist (1989), and the Riska method, Riska (1998).

Erceg and Ehlers (2017) stated that the measure of an icebreakers ice worthiness is its
performance in level ice, they also claims that among other things a proper design of the
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Figure 2.2: Illustration of time history of ice forces contributing to ice resistance defined as an
average longitudinal load. Courtesy of Riska (2010a).

ships hull is paramount to the performance as it can reduce the total resistance of the
ship. This indicates that a study of different types of hulls is important to asses a ships
overall performance in ice.

A natural sea ice field will contain a mix of intact ice floes, deformed ice floes, ice ridge
fragments, open water segments and possibly multi-year ice, Metrikin et al. (2015).
Level ice is an idealization of the ice conditions, and despite the unlikelihood of level ice
to occur in nature it is considered the standard condition for vessels operating in ice, e.g.
for the assignment of ice class, Metrikin et al. (2015). The level ice assumption makes
testing in model-scale basins like the Hamburg Ship Model Basin (HSVA) feasible as
level ice easily can be created.

There exists a number of semi-empirical methods for estimating a vessels resistance
in level ice, the main difference between the methods being how they were developed.
One way is to use a method purely based on full-scale data, e.g. Vance (1980). This
method is a result of a purely empirical model and it does not take into account the size
or shape of the vessel, but as found by Erceg and Ehlers (2017) the results matched
relatively well for vessels with similar sizes. Another model based on full-scale data is
presented in Keinonen and Browne (1991) and Keinonen et al. (1996). This model was
based on extensive full-scale trials for eighteen of the most important icebreakers at that
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time to include the hull shape and size, engine power, environmental conditions etc. into
the formula. Another method of developing a model is presented in Riska (1998), this
formula was based on three different existing formulas, among these the one presented
by Lindqvist (1989). The formula has been expanded and calibrated against full-scale
data from ten different Finnish vessels with Baltic ice class to ensure that the model
gives reasonable data.

2.1.2 Simulation of Ice Loads

Section 6 in Lubbad and Løset (2011) described a numerical way to calculate the re-
sponse of the breakable ice, and an estimate on how the force will affect the vessel and
how the ice field will break based on these forces. The main assumption is that large ice
floes can be modelled as an elastic plate resting on an elastic foundation. This allows
the bending stress to be calculated using the power series solution described in, Nevel
(1961). Metrikin (2014) continued on the work of Lubbad and Løset (2011) and went
further by describing how radial cracks in the ice floe can be modelled. It should be
noted that these models are used to calculate realistic stresses in the ice sheet to get
more accurate breaking of the ice sheet. Other resistance models such as those men-
tioned earlier would also need to be implemented to get the correct total resistance on
the vessel.

The numerical models mentioned above are used in the respective authors simulators
where they simulate vessel-ice interactions. Since the simulator described in Metrikin
(2014) was built on the one described in Lubbad and Løset (2011) it is more advanced
in the type of patterns the broken of ice takes. Tan et al. (2014) stated that both full-scale
and basin-model tests show that the ice edge breaks of in both half-moon shapes (cusps)
and in the shape of wedges, as is true in the simulator described in Metrikin (2014).

2.1.3 Ice Drift

A large degree of the sea ice models available are implemented in climate models, and
most of these are based on Hibler III (1979) and Girard et al. (2009). The main idea
behind the model proposed by Hibler is to couple the ice dynamics with the thickness of
the ice, this is done by regulating the ice-ice interactions based on the thickness of the
ice. For this to work the ice sheet is considered plastic with a plastic strength depending
on both the concentration of ice and the thickness Hibler III (1979). Hunke and Dukow-
icz (1997) improved the computational efficiency of Hibler’s method by assuming an
elastic-viscous-plastic model. This model was criticized by Weiss et al. (2007) for a
lack of physical basis, but remains in high use due to high computational efficiency.
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Weiss et al. (2007) also proposed that when the ice field is looked at as one, fracture-
and frictional-sliding are the two main factors in the inelastic deformation. Instead of an
elastic-viscous-plastic behaviour this leads to an elastic-brittle behaviour. Other models
include Schreyer et al. (2006) which proposed an elastic-decohesive model. Several of
these models have been compared and analyzed in Girard et al. (2009), though only on
timescales from hours and up.

In Leppäranta (2005) the kinematics of the ice floes was described both as a function of
concentration and shape. When the concentration of ice is low, forces are transmitted
poorly, on the other hand when concentration is high, the ice floes tend to group together
and lose their individual properties as stress increases. The shape will then have big
effect where rounded summer floes give less total stress and rectangular and pentagonal
winter floes give a larger transfer of forces, Leppäranta (2005). Leppäranta (2005) also
stated that the drift speed usually lies under 1 m/s, but can in some isolated cases, e.g.
along coastlines or in narrow canals/rivers reach a higher speed.

2.2 Control Systems
A standard DP control system can be found in for instance Fossen (2011) or Sørensen
(2012), but as Jenssen et al. (2009) among others stated, DP controllers for Arctic envi-
ronments need to be more responsive and track unknown external forces better. Skjetne
et al. (2014) discussed two different strategies for DP, namely reactive and proactive
control strategy. Kjerstad et al. (2011) presented a method where the acceleration was
used as a Feedforward (FF) to model uncertainties. This was done by comparing the fil-
tered acceleration with the acceleration due to known and modeled forces. Kjerstad and
Skjetne (2014) used the linear velocity to improve performance, and stated that there is
a need for a more aggressive tuning of the observer to get better tracking performance,
hence this method requires high quality measurements.

Other more advanced control systems for use in DP also exists, Witkowska (2013) listed
a number of model-based controls that have been used for conventional open water DP:
Linear Quadratic Gaussian (LQG)-, sliding mode-, robust H-infinity (H-∞)-, nonlinear
backstepping-, artificial intelligence-, fuzzy logic- and neural networks-controller.

Du et al. (2015) presented an adaptive robust output FB control that does not require
velocity or knowledge of the ships dynamics. This was done by using a high gain
observer and a Radial Basis Function (RBF) neural network in vectorial backstepping.
Jayasiri et al. (2016) suggested an Unscented Kalman Filter (UKF) nonlinear observer
to estimate the vessel’s velocity and the unknown ice loads and then use a Nonlinear
Model Predictive Controller (NMPC) to get a better disturbance rejection and setpoint
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control. The main drawback with using nonlinear control is the increased complexity
that makes it harder and more time consuming to tune the controller.

As stated before when a ship enters level ice the loads will be huge and unpredictable
and conventional open water DP controllers are not sufficient to counteract these loads,
Keinonen et al. (1999) and Moran et al. (2006). Nguyen et al. (2009) proposed a con-
troller where a level ice load model is added to the DP controller to enhance the per-
formance in level ice. Sørensen (2011) described a more realistic scenario where a ship
will be exposed to both ice and open water during a operation, hence a switching/hybrid
controller is advantageous since it can use a more optimal open water controller in the
ice free zones.

2.2.1 Ice Navigation

Choi et al. (2015) stated that an ice navigation system is essential for safe maneuvering
and route selection in Arctic regions. This is because choosing the best route by hand is
challenging since the ice conditions are changing by the hour, however an ice navigation
system is highly dependent on a good IM system and especially a good ice intelligence
system

One common solution to the problem with large and unpredictable ice forces is to in-
troduce IM. It has been demonstrated by full-scale, model-scale, and numerical exper-
iments that high-uptime positioning is possible with IM support, Kjerstad and Skjetne
(2014). According to Eik (2010) IM is defined as:

”the sum of all activities where the objective is to reduce or avoid actions
from any kind of ice features”.

IM can typically be divided into two main parts, one involving sea ice management
while the other involving iceberg management, Skjetne et al. (2014). One important
aspect of sea ice management is ice intelligence.

Ice intelligence is the part of IM which is ”... the process of collecting and analyzing
relevant information about the ice environment in a region of interest”, Haugen et al.
(2011). This requires a vast suite of sensors to acquire the needed data whereby satel-
lite images and/or Unmanned Underwater Vehicle (UUV) operating under the ice to
measure ice thickness is most common. Haugen et al. (2011) also listed several other
sensors with pros and cons for use in ice intelligence. Some examples are:

• Lasers: Can be used to measure distance to nearby ice floes, however cannot
penetrate dense clouds.
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• Microwave: Can penetrate clouds and based on the properties of the ice it can dis-
tinguish first-year from multi-year ice. The major drawback being the challenges
in interpreting the images.

• Satellites: The main observation tool for monitoring sea ice, but the high altitude
results in a trade of between high resolution and wide coverage range of the sensor
data.

When the information about the surrounding region is analyzed an optimal path can be
calculated according to the ice thickness or to avoid collisions with possible icebergs.
This can for instance be achieved by using state-of-the-art path planning algorithms
such as the collision avoidance algorithm described in Loe (2008).

2.3 Historic DP Operations in Ice Infested Waters

Gürtner et al. (2012) claimed that the Arctic holds approximately a quarter of the undis-
covered oil and gas in the world. Warmer climate makes these resources more and more
available for the offshore industry. The majority of the expected oil and gas deposits
in the Arctic are believed to be located beyond the 100 m water depth contour, this is
considered to be the upper limit for bottom-founded structures in areas with possible ice
contact, Hamilton (2011). Robust floating operations are therefore required, possibly
supported by a fleet of IM vessels. Gürtner et al. (2012) also stated that the first DP
operation in a moving pack ice was executed already back in 1999 offshore of Sakhalin,
this operation is presented in Keinonen et al. (1999). Despite this relatively early start
for DP in the Arctic, the oil field developments have very little operational experience
regarding DP in ice, Jenssen et al. (2009).

As stated above, only a few DP operations have been performed in icy seas. The
well known ones among these were the Sakhalin diving operation in spring of 1999,
Keinonen et al. (1999), where the ice condition exceeded 9/10th (90 %) ice coverage,
including level ice, ridges, and large ice floes. The DP vessel was assisted by two ice-
breakers and the downtime for the DP vessel was 22 %. The Arctic Coring Expedition
(ACEX) at the Lomonosov ridge in August 2004 presented in Moran et al. (2006) is
another DP operation, here the ice conditions where even more severe than in Sakhalin,
and the DP operations could only be achieved by manual control, giving a downtime of
38 % for the DP vessel. The coring operation in Northeast Greenland in 2008, Rohlén
(2009), is another example of Arctic DP operations.

Wright (1999) reported the results of a Program of Energy Research and Development
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(PERD) sponsored study on behalf of Natural Resources Canada (NRCan)1. The goal
of the study was to explore the loads on a moored vessel in moving pack ice, this was
done on the Grand Banks outside the eastern coast of Canada. This study focused
on documenting the loads on the drilling vessels Kulluk and Canmar, and found that
they can maintain position in moderate to relatively high ice concentration with a high
frequency of change in the ice drift direction, giving a downtime of less than 10 %.
However that required extensive use of IM support, requiring up to three icebreakers
during the worst conditions.

2.4 Simulation of Vessels in Ice Infested Waters

Simulation of maneuvering and station keeping in ice fields are relatively new, this is
partly due to the high demands in computational power and the higher availability of
Arctic waters due to climate change in recent years. This field only recently started
to be explored fully (around year 2010). Despite the late start to this field the first
NIT simulator, according to Metrikin (2014), was proposed by Valanto and Puntigliano
(1997). This simulator was used to simulate the ice resistance of a vessel in level ice
doing ice-breaking maneuvers. Later a fully coupled NIT environment was described
by Derradji-Aouat (2010). This simulator was based on Explicit Finite Element Method
(EFEM) implemented within the commercial packages ANSYS2 and LS-DYNA3. This
technique was used among others by Wang and Derradji-Aouat (2010) to simulate both
model-scale and full-scale interactions of structures with broken ice. Lee et al. (2013)
proposed a new NIT simulator to simulate level ice, this simulator was based on the
multi-material arbitrary Lagrangian formulation. The fluid-structure interaction in this
simulator was analyzed by use of the already existing LS-DYNA code.

Metrikin (2014) described a numerical simulator for station keeping in sea ice. Janßen
et al. (2017) has gone further and proposed a method for using Graphics Processing
Unit (GPU) for faster processing, this is though limited to rigid ice so can only be used
after the sea ice has been broken. This paper also explored more into the hull design
and how this can be made to keep ice away from the propulsion devices. The Efficient
Lattice Boltzman Enviroment (ELBE) solver Janßen (2016) is a Computational Fluid
Dynamic (CFD) solver that has been used for simulating structure-ice interactions. In
level ice Lubbad and Løset (2011) has developed a method for real-time simulation of
structure-ice interactions, this method has been further developed into a NIT simulator
where Denk (2016) has made a DP control system using Python and an external com-

1http://www.nrcan.gc.ca/home
2http://www.ansys.com/
3http://www.lstc.com/
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2.5 Digital Twins

munication protocol. Metrikin et al. (2012) explored the possibilities to use different
physics engines to better handle the increased computational complexity of simulating
larger ice floes. Metrikin et al. (2013) discussed some methods for simulating ice loads
on a DP vessel, these methods are in short:

• Empirical and statistical models: These models are based on full-scale and model-
scale observations, and then express the loads as a function depending on the ice
conditions and the vessel.

• Experimental data method: This method is based on actual experimental data
which can be obtained from both full-scale and model-scale tests. This data is
then used as direct input to a virtual DP system simulator, so called Hardware In
The Loop (HIL) simulation.

• Physically based simulation: These are built on the fundamental laws of physics,
and will simulate the system dynamics realistically, however these simulations
have a high complexity which in turn increase simulation time.

The study performed by PERD described in Wright (1999) did a comparison of their
full-scale results to model testing and found that the results of the model testing loads
are ”... surprisingly good, for equivalent ice interaction situations”. It is worth noting
that the loads tends to lie towards the upper end of the full-scale results, however com-
pared to full-scale and model-scale tests of other vessels this is not uncommon. This
shows that it is possible to validate a NIT simulator against model-scale data, making
the validation process considerably easier and more cost efficient. With this the sim-
ulator has an advantage over model-scale tests as it can be modified and tested with
different vessels and ice conditions in a faster and more cost efficient way.

2.5 Digital Twins

Digital twins as a concept can according to Zhang et al. (2017) be seen as:

”... one of the approaches to achieving the interconnection between physi-
cal world and digital world”.

In short a digital twin can be seen as a digital equivalent of a physical system, and they
are highly useful in many different industries such as space-, aerospace-, automobile-
and maritime-industry. Digital twins can be used in an early design phase where they
can uncover costly errors before the physical system is built. Digital twins can also be
used in simulations for training crews and used to monitor a physical system for wear
and tear. Another advantage to the digital twins is that they can be modeled completely,
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i.e. they contain the whole system with all its subsystems. Smogeli (2017) stated that
”you cannot verify key properties such as safety, reliability or availability as a paper
exercise only, or by analyzing individual components and subsystems and then aggre-
gating results”, this is also backed by Glaessgen and Stargel (2012). Meaning that for
a complete verification of a system, a test with the whole system and its subsystems is
needed.

Although the idea of a digital twin is not something new, the term digital twin was first
introduced at a presentation in 2002, Grieves and Vickers (2016). Glaessgen and Stargel
(2012) stated that a paradigm shift is needed to improve the ”shortcoming of conven-
tional approaches”. This is what has been happening in the last few years with new,
better and cheaper technologies, new sensors giving a better connection between the
digital and physical world, and new computer hardware making it possible to speed up
simulations of these digital twins. The quote above by Glaessgen and Stargel (2012) is
one of many stating the significance digital twins has in the different industries. Glaess-
gen and Stargel (2012) also gave examples as to why the paradigm shift is needed, one
example is that it can be difficult to reproduce the extreme loads systems will endure
in a laboratory. Another example is that future systems will be pushed even further in
regards to physical strain, temperatures, pressure and other parameters, again stating the
importance of full system simulations.

Digital twins are also more and more used in the maritime industry, as an example HIL-
testing is testing a control system on a digital twin incorporating multiple subsystems.
Smogeli (2017) stated that Det Norske Veritas (DNV GL) has done this on several ships
and that it can easily be adapted for any ship type. Smogeli (2017) also stated that
the movement to more cyber-physical systems such as autonomous vessels needs to be
completely verified as a whole, before the system can be deployed.
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Chapter3
Ice Forces and Vessel Dynamics

In this chapter five different ice resistance models will be presented as well as how ice
forces that acts on the vessel can be estimated. Moving on the dynamics of a vessel will
be presented, this includes both the kinematics and the kinetics of the vessel together
with both hydro-static and -dynamic forces. At last a summary of the vessel dynamics
is presented as one unified model.

3.1 Ice Resistance Models

Ice forces can become quite large, and with few exceptions ice forces are the major
concern when designing marine structures for the Arctic, Palmer and Croasdale (2014).
As limited data and lack of theory on structures operating in ice, the engineers responsi-
ble for designing these structures/vessels have to rely on empirical and semi-empirical
models for estimating the ice loads the structures will endure. These models are based
on field tests, small-scale tests, theory or a combination of these, Palmer and Croasdale
(2014).

3.1.1 Level ice

The level ice resistance is typically divided into three components, breaking including
both crushing and bending, submersion with sliding and a velocity dependent compo-
nent. The first two terms are in line with the physical understanding of the interaction
while for the last term, empirical coefficients have been developed for the models, Erceg
and Ehlers (2017). In the following four different level ice resistance prediction models
are briefly presented.
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3.1.1.1 Vance (1980)

The model presented in Vance (1980) is solely based on one full-scale data set for the
USCG Katmai Bay. As this model is only developed from one data set on a relatively
small vessel, care should be taken when using it, however Erceg and Ehlers (2017)
reported that the model matches a significantly larger ship, the MT Sotka. The model
predicts the ice resistance to be

Rice = 55.8583(ρwater − ρice)gBh2 + 0.0188σfV B

√
h

g
. (3.1)

Here the two terms can be seen as submersion and velocity dependent, the submer-
sion part of the equation varies with the square of the ice thickness, where the velocity
dependent part varies with the flexural strength and the square root of the ice thickness.

3.1.1.2 Lindqvist (1989)

The approach described in Lindqvist (1989) was to identify the main components in the
ice resistance and derive a formula from these. Lindqvist also added the dimensions
of the vessel, hull shape and ice properties to show how these affect the ice resistance,
the formulae were then corrected against full-scale data for different vessels. Erceg and
Ehlers (2017) stated that the results are reliable for larger vessels, however for smaller
vessels the velocity dependent part of the resistance is found unreliable, but in the right
order of magnitude. The resistance model is given in (3.2) and consists of bow crushing
Rc, bending Rb, submersion Rs and a velocity component. Formulas for calculating the
resistance components Rc, Rb and Rs are given in Appendix B.1. Note that in order
to shorten the calculations Lindqvist approximated the underside of the vessel as a flat
surface and both the deflection of the ice and trim of the vessel are neglected.

Rice = (Rc +Rb)

(
1 +

1.4V√
gh

)
+Rs

(
1 +

9.4V√
gL

)
. (3.2)

3.1.1.3 Keinonen and Browne (1991); Keinonen et al. (1996)

The model described in Keinonen and Browne (1991) and Keinonen et al. (1996) was
derived from extensive research of eighteen of the most modern icebreakers in the world
at that time. Hence this model are covering the full spectrum of icebreakers design
features, engine power, displacement etc. This gives the model an advantage given
the broad spectrum of data of which it has been formulated upon, and this model is
the most used model nowadays. The total resistance is given in (3.3) and is divided
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into three components, the first term Row is the open water resistance, the second term
R(1 m/s)ice is the level ice resistance at 1 m/s and the third term R(> 1 m/s)ice is the
level ice resistance above 1 m/s. The last term can be considered a velocity dependent
term of the total resistance, the fully expanded formulas are given in Appendix B.2.

Due to different bow form which can effect the ice resistance the model has divided the
formulas into two groups based on the bow form. The first group is vessels with sharp
chined hulls, i.e. having a fairly consistent angle across the beam, and the second group
is vessels with rounded hull forms, i.e. having a gradual change in angles between stem
and shoulders.

R(V )total = R(V )ow +R(1 m/s)ice +R(> 1 m/s)ice. (3.3)

3.1.1.4 Riska (1998)

The model described in Riska (1998) is a simplified prediction model which is based
on three other resistance models, among these is the above described Lindqvist model.
The model described by Riska is also calibrated against full-scale data from ten Baltic-
classed vessels. For convenience the model is simplified and the thickness of the ice
sheet are the only ice related variable to affect the resistance. As seen in (3.4) the model
is in two parts, one velocity dependent and one velocity independent, the full model is
described in Appendix B.3.

Rice = C1 + C2V. (3.4)

3.1.2 Managed Ice Loads

In reality most vessels and structures designed for the Arctic, and especially floaters,
are designed to operate in a managed ice fields to reduce the peak load it has to sustain.
Palmer and Croasdale (2014) proposed an empirical model for calculating the ice load
in surge direction in managed ice to be

Rice = paBh

(
1 +

µi
tan β

)
+
pcBh

tan β
+ 2Lh(µipa + pc). (3.5)

Here pa is the ambient ice pressure, pc is the ice field cohesion and β is the angle of
potential ice accumulation at the bow of the vessel. B, L and h are the same as for the
previous models, namely beam, length and ice thickness respectively.
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3.2 Ice Force Estimation

Kjerstad et al. (2018) stated that there are two methods of estimating the ice load on
a vessel, namely a direct and an indirect method. The indirect method is to do ice
environment monitoring together with ice resistance models, e.g. Riska (1998) for level
ice or Palmer and Croasdale (2014) for managed ice. However it can be difficult to
quantify the surrounding ice field in real-time and this method is also limited by the
ice resistance models. The direct method is to measure the resistance directly on the
vessel, and this can be achieved in two ways. Measuring the local ice loads acting on
the hull by measuring the strain and deflections with strain gauges, or by measuring the
global load from accelerometers and/or Inertial Measurement Units (IMUs). The major
drawback to the estimation of local ice loads as stated by Kjerstad et al. (2018) is the
costly installation and calibration of the strain gauges, and some places on the hull they
can be hard or impossible to install. Note that when estimating the local force on the
hull the global force is just a summation of all the measurements.

The general idea when using accelerometers for estimating global ice loads is to measure
the general movement of the vessel, and by then knowing the thruster inputs, wind
velocity and vessel velocity, well established models, see Section 3.7 and (Fossen, 2011,
chap. 8), can be used in the calculation of the global ice loads. Kjerstad et al. (2018)
proposed an algorithm using four different IMUs setup such that they form a virtual
accelerometer in Origin of {b} (CO), this also makes it possible to measure the angular
acceleration of the vessel by knowing the relative positions between the accelerometers.

3.3 Model Kinematics

The kinematics considers only the geometrical aspects of motion, Fossen (2011). In
this thesis the notation of kinematics will follow SNAME (1950) as given in Table 3.1,
note that this is only valid for the BODY-fixed reference-frame. The following two
different coordinate systems will be used; North-East-Down (NED) {n} = (xn, yn, zn)

and BODY {b} = (xb, yb, zb). The NED coordinate frame is chosen to coincide with
the inertial reference-frame in this thesis.

From Table 3.1 vbb/n, ωbb/n, f bb and mb
b can be defined. vbb/n is the BODY-fixed linear

velocity with respect to {n} given in {b}, ωbb/n is the BODY-fixed angular velocity with
respect to {n} given in {b}, f bb is the BODY-fixed linear force acting through ob andmb

b

the BODY-fixed moment acting through ob, with ob being the origin of {b}, i.e. CO. In
addition define pnb/n = [xn, yn, zn]> as the position of the BODY reference-frame with
respect to {n} given in {n}.
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Forces and
moments

Linear and
angular velocities

Positions and
Euler angles

Motion in
x direction (surge) X u x

Motion in
y direction (sway) Y v y

Motion in
z direction (heave) Z w z

Rotation about
the x axis (roll) K p φ

Rotation about
the y axis (pitch) M q θ

Rotation about
the z axis (yaw) N r ψ

Table 3.1: SNAME notation.

To convert one coordinate frame to another a rotation matrix must be defined. A rotation
matrix with rotation β about an axis λ where ||λ|| = 1 can be defined from Fossen
(2011) as

Rλ,β = I3×3 + sin(β)S(λ) + [1− cos(β)]S2(λ), (3.6)

where S = −S> is a skew-symmetric matrix. Inserting λ = [1, 0, 0]>, λ = [0, 1, 0]>

and λ = [0, 0, 1]> for the x, y and z axis respectively with β = φ, β = θ and β = ψ

respectively into (3.6) gives

Rx,φ =

1 0 0

0 cφ −sφ

0 sφ cφ

,Ry,θ =

 cθ 0 sθ

0 1 0

−sθ 0 cθ

,Rz,ψ =

cψ −sψ 0

sψ cψ 0

0 0 1

, (3.7)

where c· = cos(·) and s· = sin(·).

Defining the Euler angles as Θnb = [φ, θ, ψ]>, where φ, θ and ψ are the Euler angles
between NED and BODY. Then by using a zyx convention of rotation Rn

b (Θnb) will be
defined as the transform from BODY to NED using the Euler angles. This is equivalent
to multiplying Rz,ψRy,θRx,φ from (3.7), and expanding yields

Rn
b (Θnb) =

cψcθ cψsθsφ− cφsψ sψsφ+ cψcφsθ

cθsψ cψcφ+ sψsθsφ cφsψsθ − cψsφ

−sθ cθsφ cθcφ

. (3.8)

In many situations regarding surface vessels only the horizontal modes of motion are of
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interest, hence (3.8) can be reduced by assuming small roll (φ) and pitch (θ) angles to
the 3 Degree of Freedom (DOF) rotation matrix in the horizontal plane,

Rn
b (Θnb) ≈ Rz,ψ · I3×3 · I3×3 = Rn

b (ψ) =

cψ −sψ 0

cψ cψ 0

0 0 1

. (3.9)

The transpose of the matrices in (3.8) and (3.9) will give the transformation from NED
to BODY, i.e. Rb

n = (Rn
b )>. For the rest of this thesis the rotation matrix R will be the

rotation matrix from BODY to NED, and RT will be the rotation from NED to BODY.

The Euler angles can be obtained from quaternions, q = (η, ε1, ε2, ε3), by the following
formula given in Fossen (2011),

φ = atan2
(
2(ηε1 + ε2ε3), 1− 2

(
ε21 + ε22

))
,

θ = asin(2(ηε2 − ε3ε1)),

ψ = atan2
(
2(ηε3 + ε1ε2), 1− 2

(
ε22 + ε23

))
,

(3.10)

where asin(·) = 1/ sin(·), atan2(a, b) represents the four quadrant 1/ tan(a/b) and
θ 6= ±π/2. Caution should be taken if θ → ±π/2, however this will not be a problem
for surface going vessels.

Next define the position and orientation vector of a vessel as

η :=

[
pnb/n
Θnb

]
. (3.11)

Furthermore define the velocities and forces acting on the vessel as

ν :=

[
vbb/n
ωbb/n

]
, τ :=

[
f bb
mb

b

]
. (3.12)

Using this a new matrix JΘ(η) can be defined as

η̇ =

[
ṗnb/n
Θ̇nb

]
= JΘ(η)

[
vbb/n
ωbb/n

]
. (3.13)

It is then trivial to see that

ṗnb/n = vnb/n = Rn
b (Θnb)v

b
b/n. (3.14)

22



3.4 Model Kinetics

Together with the realization that the Euler rate Θ̇nb can only depend on the angular
velocity ωbb/n, (3.13) becomes

η̇ =

[
ṗnb/n
Θ̇nb

][
Rn
b (Θnb) 03×3

03×3 TΘ(Θnb)

][
vbb/n
ωbb/n

]
. (3.15)

From Fossen (2011) the matrix TΘ(Θnb) is given as

TΘ(Θnb) =

1 sφtθ cφtθ

0 cφ −sφ

0 sφ/cθ cφ/cθ

, (3.16)

where c· = cos(·), s· = sin(·) and t· = tan(·). For small (δ) roll and pitch movements
the expression can be simplified to

TΘ(Θnb) ≈

1 0 δθ

0 1 −δφ
0 δφ 1

 ≈ I3×3. (3.17)

A 3DOF model of (3.15) can then be simplified by using (3.9) and (3.17) to

η̇ = R(ψ)ν, (3.18)

where η = [xn, yn, ψ]> and ν = [u, v, r]>.

3.4 Model Kinetics

Kinetics or dynamics is concerned with the effect of linear forces and moments acting
on a rigid body. From Fossen (2011) one can see that from Euler’s second axiom a
rotation motion about the vessels Center of Gravity (CG) can be expressed as

mb
g = Igω̇

b
b/n − S

(
Igω

n
b/n

)
ωnb/n, (3.19)

where S is a skew-symmetric matrix as defined in section 3.3,mb
g is the moment acting

through CG given in {b} and Ig is the inertia matrix about CG defined as

Ig :=

 Ixx −Ixy −Ixz
−Iyx Iyy −Iyz
−Izx −Izy Izz

. (3.20)
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From Euler’s first axiom a translation motion can be found in Fossen (2011) to be

f bg = m
[
v̇bg/n + S

(
ωbb/n

)
vbg/n

]
, (3.21)

where f bg is the force acting through CG given in {b} and vbg/n is the velocity in CG
with respect to {n} given in {b}. Combining (3.19) and (3.21) gives[

f bg
mb

g

]
=

mS
(
ωbb/n

)
03×3

03×3 −S
(
Igω

n
b/n

)[vbg/n
ωbb/n

]
+

[
mI3×3 03×3

03×3 Ig

][
v̇bg/n
ω̇bb/n

]
.

(3.22)

By then defining CRB as the rigid body Coriolis and centripetal matrix due to rotation
and MRB as the rigid body inertia matrix (3.22) can be expressed as[

f bg
mb

g

]
= CCG

RB

[
vbg/n
ωbb/n

]
+ MCG

RB

[
v̇bg/n
ω̇bb/n

]
. (3.23)

For most vessels it is advantageous to derive the motion equations from CO rather than
CG. This can be achieved by a coordinate transform from CG to CO given in Fossen
(2011) as

vbg/n = vbb/n + S>
(
rbg
)
ωbb/n, (3.24)

where rbg is a vector denoting the distance from CO to CG given in {b}. Noting that this
equation do not depend on angular velocity a transform from CG to CO can be defined
by the use of a matrix H

(
rbg
)

as[
vbg/n
ωbb/n

]
= H

(
rbg
)[vbb/n
ωbb/n

]
. (3.25)

It is then trivial to see by using (3.24) and (3.25) that H
(
rbg
)

becomes

H
(
rbg
)

=

[
I3×3 S>

(
rbg
)

03×3 I3×3

]
. (3.26)
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Furthermore using (3.25) on (3.23) gives

H>
(
rbg
)[ f bg
mb

g

]
=H>

(
rbg
)
CCG
RBH

(
rbg
)[vbg/n
ωbb/n

]
+

H>
(
rbg
)
MCG

RBH
(
rbg
)[v̇bg/n
ω̇bb/n

]
.

(3.27)

The Coriolis and centripetal matrix and the mass matrix in CO can then be defined as

CCO
RB := H>

(
rbg
)
CCG
RBH

(
rbg
)
, (3.28)

MCO
RB := H>

(
rbg
)
MCG

RBH
(
rbg
)
. (3.29)

Expanding (3.28) and (3.29) gives

CCO
RB =

 mS
(
ωbb/n

)
−mS

(
ωbb/n

)
S
(
rbg
)

mS
(
rbg
)
S
(
ωbb/n

)
S
((

Ig −mS2
(
rbg
))
ωnb/n

), (3.30)

MCO
RB =

[
mI3×3 −mS

(
rbg
)

mS
(
rbg
)

Ig −mS2
(
rbg
)], (3.31)

noting that −S(·)S>(·) = S(·)S(·) = S2(·). This can further be simplified by defining
Ib to be the inertia matrix around {b}, then by the parallel axis theorem, Egeland (2002),
and by applying the definition of a skew-symmetric matrix,

Ib = Ig −mS2
(
rbg
)
. (3.32)

Furthermore by noting that Ib = I>b and −S(·) = S>(·) it is trivial to see that MCO
RB =

MCO
RB
>. Another property can be seen by noting that det(S) ≥ 0 and det(Ib) > 0 such

that det
(
MCO

RB

)
> 0. By expanding the equation it is also easy to see that ṀCO

RB = 06×6.
From this point onward MRB will be used as MCO

RB and CRB will be used as CCO
RB . By

using (3.12) the expression can be simplified to, Fossen and Sagatun (1991),

τ = MRBν̇ + CRB(ν)ν. (3.33)

Note that the mass matrix MRB is unique for a vessel while there exists several repre-
sentations of CRB, and more information on the different representations of CRB can
be found in Fossen and Sagatun (1991), Fossen and Fjellstad (1995) and Fossen (2011).
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Chapter 3. Ice Forces and Vessel Dynamics

A simplification of MRB can be obtained if CO = CG, then rbg = 0 and MRB becomes

MRB =

[
mI3×3 03×3

03×3 Ib

]
. (3.34)

3.5 Hydrostatics

The hydrostatic forces for a surface vessel compromises buoyancy and gravitational
forces and are called restoring forces. Ballast systems and their configuration is also
a part of hydrostatics, but for this thesis it will be left out, together with computa-
tion of natural periods which are assumed known. For this section some of the im-
portant variables are Metacentric height (GM i) where i ∈ {T, L} is the transverse-
and longitudinal-metacentric height respectively, Water plane area (Aωp) and Center of
Buoyancy (CB). GM i is defined as the the distance between CG and Metacenter (Mi)
where Mi is defined according to Fossen (2011) as:

”The theoretical point at which an imaginary vertical line breaks through
CB intersects another imaginary vertical line through a new CB created
when the body is displaced, or tilted, in the water.”

Archimedes’ principle states that the buoyancy of an object at rest is equal to the weight
of the fluid displaced by the object, this can in mathematical terms be written as

mg = ρg∆, (3.35)

noting that mg is equal to the buoyancy of the object when the object is at rest, and ∆

is the displaced water volume. Now let z = 0 denote the equilibrium heave position at
rest, then the hydrostatic force in heave Z can be denoted as

Z = −ρgδ∆(z). (3.36)

This can be simplified by assuming Aωp constant for small heave motions to

Z ≈ −ρgAωp(0)z. (3.37)

With this the restoring force can be written as

δf br ≈ R>δfnr = R>

 0

0

−ρgAωp(0)z

 = −ρgAωp(0)z

 − sin(θ)

cos(θ) sin(φ)

cos(θ) cos(φ)

. (3.38)
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The buoyancy force can be written using (3.35) as

f br = R>

 0

0

−ρg∆

 = −ρg∆

 − sin(θ)

cos(θ) sin(φ)

cos(θ) cos(φ)

. (3.39)

Furthermore from Fossen (2011) the moment arm in pitch and roll is given as

rbr =

−GML sin(θ)

GMT sin(φ)

0

. (3.40)

Now by assuming small contribution and thus neglecting the term from δf br to the mo-
mentmb

r becomes

mb
r = rbr × f br = −ρg∆

 GMT sin(φ) cos(θ) cos(φ)

GML sin(θ) cos(θ) cos(φ)(
GMT −GML cos(θ)

)
sin(θ) sin(φ)

. (3.41)

Now let g(η) denote the restoring forces, then

g(η) = −
[
δf br
mb

r

]
. (3.42)

Further simplifications can be made by assuming small φ, θ and z movements and yz-
plane symmetry of the vessel. Then cos(·) ≈ 1 and sin(·) ≈ ·, where · is φ and θ. Using
this in (3.38) and (3.41) and putting into (3.42) gives

g(η) ≈



−ρgAωp(0)zθ

ρgAωp(0)zφ

ρgAωp(0)z

ρg∆GMTφ

ρg∆GMLθ

ρg∆
(
GMT −GML

)
θφ


≈



0

0

ρgAωp(0)z

ρg∆GMTφ

ρg∆GMLθ

0


. (3.43)

A linear approximation can be made for convenience such that

g(η) ≈ Gη. (3.44)
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Then by comparison of (3.43) G becomes

G = diag
{

0, 0, ρgAωp(0), ρg∆GMT , ρg∆GML, 0
}
. (3.45)

3.6 Hydrodynamics

This section will deal with the hydrodynamic forces acting on a vessel in motion. Firstly
a short introduction to the potential theory is presented before a hydrodynamic model
will be presented. For this section wave forces have been neglected as these forces are
not relevant for this thesis. This means that what Fossen (2011) referred to as seakeeping
theory (maneuvering in presence of waves) will not be relevant, however fluid memory
effects will be explained. At last maneuvering theory which is maneuvering at zero-
frequency waves will be explained. All the formulas will be given for a 3DOF model.

3.6.1 Potential Theory

To compute the hydrodynamics correctly, the fluid flow velocity vector needs to be
defined as

v(x, t) = [v1(x, t), v2(x, t), v3(x, t)]>, (3.46)

where x = [x1, x2, x3]> is a location in the fluid. Then by assuming the vessels hull
is continuous, the flow is incompressible and the fluid flow continuous the continuity
equation, Fossen (2011), becomes

div(v) = ∇ · v =
∂v1

∂x
+
∂v2

∂y
+
∂v3

∂z
. (3.47)

Furthermore the Navier-Stokes equation can be found in for instant Çengel and Cimbala
(2013) as

ρ

(
∂v

∂t
+ v · ∇v

)
= ρF− δp(x, t) + µ∇2v, (3.48)

where F is the force due to gravity, p(x, t) is the pressure and µ is the viscosity coef-
ficient for the fluid. Solving (3.47) and (3.48) together can only be done numerically,
therefore further simplifications must be done. Assuming an ideal fluid, i.e. no vis-
cosity, irrotational flow and a scalar function Φ = Φ(t, x, y, z) that satisfy v = ∇Φ,
called a potential. Then the pressure can be found by integrating the Navier-Stokes
equation without the viscous term, this is often referred to as Euler’s equation, and get

28



3.6 Hydrodynamics

the Bernoulli equation, from for example Çengel and Cimbala (2013), as

p

ρ
+
∂Φ

∂t
+

1

2
(∇Φ)2 + gz = C, (3.49)

where C is a constant. Putting C = p/ρ gives the relative pressure. Noting that the
potential satisfy the Laplace equation and that the Laplace equation is linear, Fossen
(2011), the problem can be solved in frequency domain. When the potential is solved
this can be put into the Bernoulli equation and integrated across the surface to get the
hydrodynamic forces.

3.6.2 Seakeeping Theory

As wave forces are not relevant these will not be presented, however when a vessel is
moving in water the motion itself creates waves that dissipates energy from the vessel,
this is called fluid memory effects, Fossen (2011), and can be interpreted as filtered
potential damping forces. These fluid memory effects are described by the convolution
integral in the Cummings equation as

(
MRB + Ā

)
ξ̈ +

∫ t

τ=−∞
K̄(t− τ)ξ̇dτ + C̄ξ = τ env + δτ , (3.50)

where Ā, C̄ and K̄ are defined in (Fossen, 2011, chap. 5.4), δτ is the perturbed control
input and ξ is defined in (Fossen, 2011, chap. 5.2). Note that (3.50) is defined in a
seakeeping reference-frame and in the frequency domain. From Fossen (2011) the fluid
memory effect in a BODY frame and time domain is defined as:

µ :=

∫ t

τ=0

K(t− τ)δνdτ. (3.51)

3.6.3 Maneuvering Theory

When maneuvering theory is assumed (no wave forces) all the forces and moments can
be approximated at one frequency of oscillation, such that the fluid memory effects can
be neglected. By doing this the added mass and potential damping matrices will be
approximated to a constant value. Now potential theory (see Section 3.6.1) can be used
in hydrodynamic programs such as ShipX1 to calculate the added mass and potential
damping matrices.

1https://www.sintef.no/programvare/shipx/
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3.6.3.1 Added Mass and Coriolis

Fossen (2011) defined added mass as:

”... can be seen as a virtual mass added to a system because an accelerating
or decelerating body must move some volume of the surrounding fluid as it
moves through it. Moreover, the object and fluid cannot occupy the same
physical space simultaneously.”

For surface vessels it is common to decouple the surge mode from the steering dynamics
resulting in an added mass matrix, Fossen (2011),

MA = M>
A = −

Xu̇ 0 0

0 Yv̇ Yṙ
0 Yṙ Nṙ

. (3.52)

As any motion in a stationary fluid creates motion in the fluid, Coriolis and centripetal
forces are induced in the fluid when objects rotates in it, hence a centripetal force de-
pending on the added mass is also introduced, Fossen (2011),

CA(ν)ν =

 Yv̇vrr + Yṙr
2

−Xu̇urr

(Xu̇ − Yv̇)urvr − Yṙurr

. (3.53)

Here the first term in the yaw moment is known as the Munk moment, and is known to
have destabilizing effects.

3.6.3.2 Damping

In general the damping forces that act on a vessel contribute to both a linear and a
nonlinear term, and it is convenient to write the damping as a sum of these two terms,

D(νr) = D + Dn(νr), (3.54)

where D is the linear damping from potential damping and skin friction, and Dn(νr) is
the nonlinear damping from quadratic drag.

From Fossen (2011) the linear damping matrix D can be written as

D = −

Xu 0 0

0 Yv Yr
0 Nv Nr

, (3.55)
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where the constants in the matrix are computed using hydrodynamic programs. The
nonlinear terms of the damping are computed for each DOF, and the nonlinear surge
damping is modeled by

X = −1

2
ρwaterCxAxur|ur|. (3.56)

Here Cx is a current coefficient, Ax is the frontal projected area and ur is the relative
surge velocity. By utilizing the cross-flow drag principle (Faltinsen, 1990, pp. 187-197),
the nonlinear force and moment in sway and yaw can be calculated by a summation of
the 2D drag across the vessel according to

Y = −1

2
ρwaterC

2D
y

Ay
Lpp

∫ Lpp
2

−Lpp
2

(vr + xr)|vr + xr|dx, (3.57)

N = −1

2
ρwaterC

2D
y

Ay
Lpp

∫ Lpp
2

−Lpp
2

x(vr + xr)|vr + xr|dx, (3.58)

where C2D
y is the 2D drag coefficient, Ay is the transversal area and Ay

Lpp
represents the

vessel draft.

3.7 Summary of Vessel Dynamics
Putting together the results from Sections 3.3-3.6 a unified model of the dynamics can
be summarized as

η̇ = JΘ(η)ν,

MRBν̇r +MAν̇r +CRB(νr)νr +CA(νr)νr+

D(νr)νr + µ+Gη = τ env + τ thr,

(3.59)

where νr is the relative velocity defined as ν−νc, νc is the current velocity and τ env +

τ thr = τ .
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Chapter4
Motion Control Systems

This chapter will briefly present some concepts and theory from Guidance Navigation
and Control (GNC) systems including the structure of a marine motion control system
and briefly the implementation of these in modern computers. The second part of this
chapter introduces in detail the different parts of a marine motion control system, this
includes a controller, thruster allocation, filter, reference model and an observer.

4.1 Guidance Navigation and Control

In order to dynamically position a marine vessel, some form of a motion control system
is needed. Fossen (2011) described the different classifications of motion control as:

• Setpoint regulation (Point stabilization): A special case where the desired position
and attitude are chosen to be constant.

• Trajectory tracking: The objective is to force the output y(t) to track a desired
output yd(t). This is most common for over-actuated vessels.

• Path following: To follow a predefined path independent of time. This is most
common for under-actuated vessels.

A motion control system is usually constructed as three independent blocks denoted as
the GNC systems, these system interacts with each other as illustrated in Figure 4.1. The
main task of the (vessel motion) control system is to make the vessel follow a desired
trajectory coming from the guidance control, this desired trajectory is defined in terms
of the vessel’s position, velocity and acceleration, Sørensen (2012), and is normally
coming from the reference model. The navigation system is responsible for determining
the vessel’s position, which is usually performed with a Global Navigation Satellite
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Reference
Model Controller Thruster

Allocation Vessel
GNSS +
compass

Observer

Guidance system Control system Navigation system

ηr τ thr u

τ env

η

η̂

ηd

Figure 4.1: Illustration of a simplified GNC signal flow.

System (GNSS) system, combined with accelerometers/gyros. Fossen (2011) stated
that an autopilot is a GNC system in its simplest form, it contains a guidance system
(reference model), a navigation system (observer) and an autopilot (control system).

This thesis mainly focuses on DP, which according to Fossen (2011) and Sørensen
(2012) also includes low-speed maneuvering (|V | < 2 m/s). DNV (2011) stated that a
DP vessel is:

”a vessel which automatically maintains its position and heading (fixed
location or predetermined track) exclusively by means of thruster force”.

4.1.1 Computer-Based Control Systems

Sørensen (2012) suggested that marine control systems could be divided into two main
areas: real-time control and monitoring, and operational and business enterprise man-
agement, see Figure 4.2. Here the office systems is the mission planning and/or super-
vision of the mission, in short, the tasks that are not time sensitive and computationally
to heavy to run at real-time falls into this category. The real-time control category is
as shown is Figure 4.2 divided into different time domains depending on their update
frequency. Actuator control is typically local thrust- and propeller-control, plant con-
trol is typically the observer, controller and thruster allocation of the vessel, and local
optimization is e.g. optimizing the DP setpoint according to the weather.

All of this is in today’s GNC systems implemented to run on computers, and they op-
erate on continuous time at discrete time sampling instants, Sørensen (2012). This can
as mentioned in Sørensen (2012) ”introduce deterioration’s of the control objective”
if the discrete time process is not accounted for, it is also worth mentioning that com-
puter controlled systems opens up possibilities that were not possible in analog systems,

34



4.1 Guidance Navigation and Control

Figure 4.2: Illustration of a general marine control structure. Courtesy of Sørensen (2012).

Sørensen (2012). Since the computer and the process plant being controlled operate on
different time instances as shown in Figure 4.3 the need for converters between discrete
and continuous time is needed. The Analog to Digital (A/D) converter is a sampling
function that samples the analog signal at given time intervals, the Digital to Analog
(D/A) converter is a hold function, i.e. a zero-order hold, first-order hold etc.

A big concern when sampling, A/D converter, is at what sampling rate the discrete sig-
nal needs to be sampled, in order to reconstruct the original sampled signal. It is stated
by the Nyquist sampling theorem that it is necessarily to sample at least twice per period,
T < π/ωM , Shannon (1949). Note that if the signal has components that have a fre-
quency higher than the Nyquist frequency a phenomenon called aliasing is introduced.
Aliasing is when new frequency components are introduced from the sampling process,
and these new frequencies can be described by

ωsampling = nωs ± ωM . (4.1)

Here n is an arbitrary integer, ωs is the sampling frequency and ωM is the signal fre-
quency, Sørensen (2012). To avoid aliasing an anti-aliasing filter should be introduced,
the anti-aliasing filter is introduced by filtering out any frequencies above the Nyquist
frequency from the signal.

Most of the sensor signals in today’s control systems are provided by digital signals,
analog signals will be converted before going to the computer for what is called signal
processing. This is checking the signals for errors, or if there are more than one signal
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Figure 4.3: Illustration showing digital control of an analog system. Courtesy of Sørensen
(2012).

is available voting and weighting of the signals should be implemented.

4.2 Control System

For a vessel the control system mainly consists of three different parts to generate the
appropriate actuator/thruster demand to keep the vessel in the desired position:

• Controller: Generates force settings, i.e. desired control action.

• Thruster Allocation: Translates the desired control forces into actuator commands,
e.g. Revolutions per minute (RPM), power, torque, azimuth angle.

• Wave filter (observer): Recovers slowly-varying motion signals from the mea-
surements, i.e. filter out the wave motion.

The most general and widely used controller in today’s DP operations is a simple PID
controller. The controller is setup using three decoupled controllers each controlling its
own motion i.e surge, sway and yaw.

In the beginning of the 1960s a Single Input Single Output (SISO) PID controller was
used to control the horizontal modes of motion. Later more advanced control theory was
proposed and a Multiple Input Multiple Output (MIMO) controller was introduced with
the introduction of the Kalman filter, Sørensen (2012). Nowadays there exists a number
of variations to these controllers, and there exists both linear and nonlinear controllers
for DP, they can be modified to obtain various degrees of stability, maximum rise time,
minimal overshoot, etc. The controllers can also be modified with different FF- and
FB-terms. These can be nonlinear if it is desirable to model nonlinear effects.
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A MIMO linear PID controller in its simplest form can mathematically be described as

τ pid = Kpη̃(t) +Ki

∫ t

τ=0

η̃(τ)δτ +Kd
∂η̃(t)

∂t
, (4.2)

where K{p,i,d} > 0 are the controller gain matrices for the proportional, integral and
derivative parts respectively. The error state η̃(t) is defined as the error between the
desired state and the current state i.e. η̃(t) = ηd(t) − η(t). State-of-the-art linear PID
controllers are common in today’s DP systems, and (Fossen, 2011, chap. 12) quite
extensively describes modern PID controllers. More advanced controllers such as back-
stepping control, FB linearization and sliding mode control are described in (Fossen,
2011, chap. 13).

4.2.1 Acceleration Feedback

One way to improve the sensitivity to external disturbances is by adding an acceleration
FB term. Consider a simple mass-damper-spring system,

mẍ+ dẋ+ kx = τ + w, (4.3)

where the control law τ = τPID − Kmẍ is given by a standard PID controller and an
acceleration FB term Km > 0. This gives

(m+Km)ẍ+ dẋ+ kx = τPID + w, (4.4)

where the effect of the acceleration FB term is an increased mass from m to (m+Km).
In addition by dividing through by the new mass the acceleration FB also reduces the
gain of the disturbance w from 1/m to 1/(m+Km). This will as stated above improve
the controllers performance towards external disturbances.

4.2.2 Tuning of the Controller

Tuning of the controller is essential for an optimal response as mentioned above. The
system information available determines which method can be used to tune the con-
troller. For instance if a model of the system is unavailable, but the physical system
is available, manual tuning methods like the the Ziegler-Nichols method, Ziegler and
Nichols (1993), can be applied. The main drawback with manual tuning methods is that
they are time consuming and it can be difficult to get the parameters optimally tuned.
On the other hand if the system model is known, tuning the controller gains with help of
pole-placement can be a good option. Fossen (2011) suggested a pole-placing algorithm
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based on the controller design parameters; bandwidth ωb and relative damping ζ , this
can be seen in Algorithm 1. Fossen (2011) also stated that the relative damping ratio ζ
for marine vessels are typically in the range 0.8 to 1, and that the controller bandwidth
typically are 0.01 rad/s for large tankers and 0.1 rad/s for smaller vessels.

Algorithm 1 PID pole-placement algorithm.
1: Specify the bandwidth ωb > 0 and the relative damping ratio ζ > 0.
2: Compute the natural frequency: ωn = 1√

1−2ζ2+
√

4ζ4−4ζ2+2
ωb.

3: Compute: Kp = (m+Km)ω2
n.

4: Compute: Kd = 2ζωn(m+Km).
5: Compute: Ki = ωn

10
Kp.

4.3 Thruster Allocation

For a marine vessel it is necessary to distribute the generalized forces τ ∈ Rn coming
from the controller to the actuators on the vessel in form of a control input u ∈ Rr. This
is accomplished by the use of a thruster allocation. The system is called over-actuated
when r > n, and under-actuated when r < n, Fossen (2011).

The thruster forces in BODY provided from each propeller on the vessel can be assumed
as

f bthr = Ku, (4.5)

where u is a vector of control inputs, usually consisting of propeller pitch and RPM, and
K is a force coefficient matrix relating the propeller input to the actual force provided.
By using a thrust configuration matrix T , which is determined based on the geometrical
properties of each propeller, i.e. where on the vessel they are located and in which
direction they provide thrust, the actuator forces can then be calculated as

τ thr = TKu. (4.6)

If there are rudders and/or azimuth thruster the thrust configuration matrix will depend
on the angles α, i.e. T = T (α). If there exists a number of thrusters in each DOF, a
weighting matrix W can be added to penalize the use of some thrusters compared to
others. From Fossen (2011) it can be shown that the control input can be calculated as

u = K−1T †wτ thr, (4.7)

where T †w = W−1T>(TW−1T>)−1 is the pseudo-inverse. If the configuration matrix
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T is square or non-square with r > n, it is possible to find an optimal distribution of
the forces f bthr for each DOF. This can for instance be performed with a Least-Squares
(LS) optimization problem, see Fossen and Sagatun (1991).

4.4 Filter

The disturbances affecting a vessel can be separated into two different components; Low
Frequency (LF) and Wave Frequency (WF). In general the LF motions are assumed to be
caused by second-order mean and slowly varying wave loads, current loads, wind loads
and thruster forces. WF motions are assumed to be caused by first-order wave loads.
The WF have zero mean force while the LF motion can have a mean force different
from zero. This mean force will result in drift forces which needs to be counteracted
by the controller. Filtering out the WF is beneficial since the controller do not need to
correct for each incoming wave and only control the LF motion, this will in turn reduce
the wear and tear of the vessels propulsion system, Fossen (2011). Since a filter already
suppresses high frequencies it can with great benefits also be used to suppress noise in
the system measurements.

There are different types of filters, the most used to filter out WF is a Low Pass (LP)
filter. A first-order LP filter with time constant Tf will suppress frequencies above 1/Tf ,
Fossen (2011), and will have the transfer function

hlp(s) =
1

Tfs+ 1
. (4.8)

When using a LP filter it is important to have good knowledge of the WF and the control
system frequencies. If the control system frequencies are close to 1/Tf , the control
system frequencies will be suppressed, this is particularly a problem for smaller vessels.
One possible solution to this problem is to use a LP filter in cascade with a notch filter,
Fossen (2011). (4.9) shows the transfer function for a second-order notch filter, this
notch filter will suppress frequencies at ωnotch. The notch frequency should be chosen
equal to the peak frequency ω0 of the spectrum for the marine vessel at zero speed.
Additionally the design parameter 0 < ζ < 1 is used to control the magnitude of the
notch filter. Note that additional phase lag is introduced when using a notch filter in
cascade with another filter.

hn(s) =
s2 + 2ζωnotchs+ ω2

notch

(s+ ωnotch)2
. (4.9)
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4.5 Reference Model

A reference model calculates trajectories for the desired vessel motion for each DOF,
and is essential in order to be able to perform controlled movements and rotations of the
vessel. The trajectory should take into account the model dynamics to ensure the system
is capable of doing the maneuver. As a result of using a reference model the propulsion
system usage will be smoother hence reduce the wear and tear of the propulsion system
and make the motions of the vessel more damped. When modelling a reference model,
it is important that the bandwidth of the reference model is chosen lower than the band-
width of the motion control system, i.e the controller is faster than the reference model.
This is needed to obtain satisfactory tracking performance and stability. It can also be
advantageous to saturate the velocity and/or acceleration, depending on the operation
type; trajectory tracking, fixed point DP etc.

The simplest form of a reference model is obtained by using a LP filter, where it is
important to implement the velocity and acceleration limitations. In order to increase
performance higher-order LP filter(s) can be used, a LP filter of second-order can be
formulated as

hlp(s) =
ωn

2
i

s2 + 2ζiωni
s+ ω2

ni

. (4.10)

(Sørensen, 2012, chap. 8.3.2) described a simple third-order linear reference model
which calculates the desired trajectory for acceleration, velocity and position. The
drawback to a linear reference model is that the time constant will be the same for
any distance to a new setpoint. Another way to implement a reference model is de-
scribed in Fernandes (2015). Here the reference model calculates an optimal velocity
and acceleration based on the length and angle between the vessel and the desired set-
point. This model splits into four phases where the acceleration and deceleration occur
in different phases, these will be optimal and saturated for reaching the setpoint in the
desired amount of time. Fossen (2011) described a simple mass-damper-spring system
with saturating elements to calculate a third-order reference model. Fossen (2011) dis-
cussed that a drawback to a linear reference model is that the time constants will give
a satisfactory response for one input, but totally changes the behaviour with other in-
puts (larger or smaller amplitudes in the input). One solution to this problem is to use
amplitude gain scheduling to change the reference model parameters according to the
input.
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4.6 Observer

An observer or state estimator produces the state of a system from measurements of in-
puts and outputs, Sørensen (2012). The observers purpose is to reconstruct states that is
either impossible or to expensive to measure, and in marine vessels the observer should
estimate velocities, current and wave drift forces. The simplest form of an observer is
called a fixed gain observer, e.g. a Luenberger observer. Consider a linear time-invariant
system, then an observer can be constructed by mimicking the system dynamics,

˙̂x = Ax̂+ Bu+ γ(y, ŷ),

ŷ = Hx̂,
(4.11)

where ·̂ represents the estimate of the state · and the injection term γ is chosen to make
x̂→ x as t→∞. If the injection term γ is chosen as

γ(y, ŷ) = K(y − ŷ), (4.12)

when K is a constant matrix of observer gains, the resulting observer is a Luenberger
observer. However if an observer is to succeed in estimating the states the system needs
to be observable. This can be understood as if it is possible to reconstruct the state x by
knowing all the external inputs y and u. Mathematically it is defined according to an
observability matrix O to be of full column rank,

O :=
[
H> |A>H> | · · · | (A>)n−1H>

]
. (4.13)

Asymptotic convergence of x̃ = x − x̂ can be proven (see Fossen (2011)) for a Luen-
berger observer. Because of the high number of states and increased demand in tracking
performance, more advanced observers are often used on marine vessels, e.g. Kalman
filter or nonlinear observer.

4.6.1 Nonlinear Passive Observer

The major drawback of a Kalman filter is that it is difficult and time-consuming to tune.
The main reason being the many different co-variance tuning parameters that can be
difficult to relate to the physical quantities of the model, Fossen (2011). The number
of tuning parameters can be drastically reduced by using a nonlinear passive observer.
Another great advantage of using a nonlinear passive observer is that there is no need
to linearize the equations of motion around a predefined set of yaw angles (typically 36
in increments of 10°), as is needed if linear (Kalman filter) theory is used, also Global
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Exponential Stability (GES) cannot be guaranteed when linear theory is used.

A nonlinear passive observer will guarantee GES of all the estimated states. Hence only
one set of observer gains is needed to cover the whole state-space, and only one set of
parameters requires tuning. Passivity implies that the phase of the error dynamics is
limited by 90°, if this is satisfied it will result in excellent stability properties. Fossen
and Strand (1999) proposed a nonlinear passive observer as

˙̂
ξ = Awξ̂ +K1(ω0)ỹ, (4.14a)
˙̂η = R(ψ)ν̂ +K2ỹ, (4.14b)
˙̂
b = −T−1b̂+K3ỹ, (4.14c)

M ˙̂ν = −Dν̂ +R>(ψ)b̂+ τ thr + τ env +R>(ψ)K4ỹ, (4.14d)

ŷ = η̂ +Cwξ̂. (4.14e)

Here ξ̂ is a first-order wave estimation and b̂ is a bias estimator that is used to model
any uncertainties in the model, e.g. drift-, wind- and current-forces. ỹ = y − ŷ are the
estimation error between the estimate ŷ and the measured state y. In order to prove Uni-
form Global Exponential Stability (UGES), T > 0 is needed in (4.14c). This is because
when T > 0 the model also does LP filtering of the bias instead of only integrating
the white noise term K3ỹ as is done when T = 0, and this can be proven to only give
asymptotic stability, Fossen (2011). Note that K1(ω0) is a function of the wave spectra
peek frequency ω0 = [ω01, ω02, ω03] in surge, sway and yaw.

When deriving the passivity of this system (4.14a), (4.14b) and (4.14e) is written in
state-space form, according to Fossen (2011),

˙̂η0 = A0η̂0 + B0R(ψ)ν̂ + K0(ω0)ỹ,

ŷ = C0η̂0,
(4.15)

where η̂0 =
[
ξ̂
>
, η̂>

]>
, K0(ω0) =

[
K1(ω0)

K2

]
, B0 =

[
06×3

I3×3

]
and C0 = [Cw, I3×3]. If

the estimation errors are defined as ν̃ = ν − ν̂, b̃ = b− b̂ and η̃0 = η0 − η̂0 the error
dynamics becomes

˙̃η0 = [A0 −K0(ω0)C0]η̃0 + B0R(ψ)ν̃, (4.16a)
˙̃b = −T−1b̃−K3ỹ, (4.16b)

M ˙̃ν = −Dν̃ + R>(ψ)b̃−R>(ψ)K4ỹ. (4.16c)
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The dynamics in (4.16c) is rewritten as

M ˙̃ν = −Dν̃ −R>(ψ)z̃, (4.17)

where z̃ = K4ỹ − b̃. By defining a new state vector the system matrices (4.16) can be
written in a compact form

˙̃x = Ax̃+ BR(ψ)ν̃,

z̃ = Cx̃,
(4.18)

where A =

[
A0 −K0(ω)0C0 09×9

−K3C0 −T−1

]
, B =

[
B0

03×3

]
, C = [K4C0,−I3×3] and x̃ =[

η̃0

b̃

]
.

Now the observer system can be viewed as two linear and separate blocks, Fossen and
Strand (1999),

H1 :
{

M ˙̃ν = −Dν̃ −R>(ψ)z̃ , (4.19)

H2 :

 ˙̃x = Ax̃+ BR(ψ)ν̃

z̃ = Cx̃
. (4.20)

The observer system can now be proven to be passive if one block is strictly passive and
the other is passive, Fossen (2011) proved thatH1 is strictly passive by using Lyaponov
theory andH2 is passive by the Kalman-Yakubovic-Popov lemma.

The observer gain matrices K1 ∈ R6x3, K2,3,4 ∈ R3x3 are tuned to satisfy the Kalman-
Yakubovic-Popov lemma in order to obtain the needed stability (passivity and GES). In
Fossen (2011) it is mentioned that blockH2 describes three decoupled systems in surge,
sway and yaw indicating that the gain matrices should have a diagonal structure,

K1(ω0) =

[
diag{K11(ω01), K12(ω02), K13(ω03)}
diag{K14(ω01), K15(ω02), K16(ω03)}

]
, (4.21a)

K2 = diag{K21, K22, K23}, (4.21b)

K3 = diag{K31, K32, K33}, (4.21c)

K4 = diag{K41, K42, K43}. (4.21d)

The gains are tuned to achieve a notch-filtering effect of the peek wave frequency re-

43



Chapter 4. Motion Control Systems

sulting in the following formula for the gains K1(ω0) and K2,

K1i(ω0i) = −2(ζni − λi))
ωci
ω0i

, (4.22a)

K1(i+3)(ω0i) = −2ω0i(ζni − λi)), (4.22b)

K2i = ωci. (4.22c)

Here ζni > λi determines the notch frequency, and ωci > ω0i determines the filter cutoff
frequency (typical values: ζni = 1.0 and λi = 0.1). The Kalman-Yakubovic-Popov
lemma is also used to achieve a guarantee of less that 90°, from Fossen (2011) the
following rule is proposed for tuning Ti, K3i and K4i,

1/Ti << K3i/K4i < ω0i < ωci. (4.23)
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Chapter5
Improvements of Simulator of Arctic
Marine Structures

Several improvements and additional features have been added to the SAMS source
code during this thesis, and this chapter will go through the most important steps in how
the simulation environment has been modified, this will include:

• Modification of the SAMS source code to facilitate multiple free moving vessels.

• Testing and verification of both the SAMS source code and the TCP interface.

• Performance enhancements in SAMS.

• Modification of input to the simulator and post processing of data.

Most of the added features were implemented in accordance with the predefined scope
and inputs from the co-advisor Jon Bjørnø, however some features like the performance
enhancements were implemented as a consequence of problems that was discovered
during testing and verification of the code.

5.1 Simulator of Arctic Marine Structures

SAMS is a numerical simulator originally designed as a towing tank simulator to simu-
late structures and vessels being towed in an ice field and in turn get the ice loads on the
respective structures/vessels. The simulator is an adaptive simulation environment by
taking a configuration file SAMS.itconfig as input, meaning that the ice field, structures
and properties can be exchanged between simulations, an example of a configuration
file can be seen in Appendix G.1. SAMS uses the parameters specified in the configu-
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Figure 5.1: High level overview of the simulation environment together with the external soft-
ware.

ration file to simulate a run through the towing tank writing selected states to an output
file.

The SAMS code used in this thesis is a developer edition and has constantly been up-
dated. The code is developed by Arctic Integrated Solutions AS (ArcISo), a spin of
company from Norwegian University of Science and Technology (NTNU), where a
first release of the simulator is planned for June of 2018. The simulator is built upon
the foundation of a simulator named NIT developed by Sustainable Arctic Marine and
Coastal Technology (SAMCoT) that is based on the work of Lubbad and Løset (2011),
among others.

A high level flow chart of the simulation environment can be seen in Figure 5.1. Here it
can be seen how SAMS has been extended with the library, TCP interface, that enables
communication over TCP. The library will be further presented in Chapter 6 while the
modifications to the SAMS code itself will be presented in Section 5.2. The external
software is seen as a separate part and this will be presented in Chapter 7.
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5.2 Modification of SAMS

The SAMS code is under constant revision and thus a modular and flexible code is
needed. The idea behind the modifications has been to have it as a library that can
easily be added or removed as necessary. Unfortunately this has not been fully possible
as the SAMS code do not have any standard way of communication through a library.
This section will thus be about the modifications implemented in the original SAMS
code.

The integration and modification of code have been done in such a way that it is still
possible to execute the original code, i.e. a towing tank simulator. The choice between a
towing tank and a free moving vessel can easily be chosen from a separate configuration
file called RHAS.itconfig, this configuration file is made for this thesis and can be seen
in Appendix G.2. If by any reason the configuration file is not found the simulation
returns to its default state as a towing carriage simulator. If however the configuration
is set to not use the towing carriage the towing carriage is deactivated completely from
the simulator and the TCP interface is activated.

5.2.1 Additional Vessels

The communication interface supports an unlimited1 number of vessels each with up
to 30 thrusters each. To make this possible a method for adding additional vessels was
made and integrated into the SAMS code. The additional vessels are specified in the
RHAS.itconfig file and can in this way have different properties and work independent of
each other. Though additional vessels have been added and SAMS have been modified
to handle them, contact between vessels are not considered and will result in a fatal error
from SAMS.

In the initialization process the vessels might not be initialized in its full equilibrium
position. This might be due to a difference in the way SAMS calculates the hydrostatic
forces, numerical errors or inaccuracy in the model itself. This was solved by making a
new parameter which calls an additional function in SAMS to calculate and re-initialize
the structure at its equilibrium position, removing potentially unwanted oscillations.

5.2.2 Hydrodynamics

In addition to the modifications mentioned over it is also possible to use custom hydro-
dynamic forces for each vessel. This can be activated in the RHAS.itconfig file and will

1TCP have a limitation of 65535 ports, some which might already be in use.
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deactivate all hydrodynamic forces on all vessels calculated from the simulator. This
means that the hydrodynamic forces needs to be calculated outside of the simulator and
sent in for each vessel. Note that by using this, wind forces on the vessels are also de-
activated as well as current and propeller wash from other vessels. If these forces are
wanted the hydrodynamics either has to be calculated in SAMS or these forces needs to
be added to the hydrodynamic forces sent into the simulator for each vessel.

Ice floes also experience hydrodynamic forces, but these are always calculated in SAMS.
However this is often not enough to get good results in drift ice as the ice floes always
starts with zero velocity. As of this a variable have been added to the RHAS.itconfig file
to set an initial velocity of the ice field at the start of the simulation. This has proven to
give more even results throughout the ice field as the velocity of the ice floes are more
constant throughout the simulation.

5.2.3 Removal of Floes

In addition to modification and adding of features the performance has undergone some
modifications. This was necessary as the simulation needed often compromises several
hours, which can take up to several days to simulate. To reduce the simulation time
removal of floes outside a specific scope was implemented. This is mainly designed for
longer simulations with ice drift as the ice is of no interest when it has drifted past the
vessels. In addition removal of fractured floes that has a lower mass than that specified
by the user has been made available through the SAMS.itconfig file.

5.2.4 Simulator Output

The changes mentioned above prompted the need for a redesign of the output from
the simulator since this is closely linked to the towing carriage and does not support
multiple vessels/structures. Modifications were made such that each vessel has its own
output file where parameters are stored for later use. Table E.1 shows an overview of the
different parameters that are stored and their format. This include the force output for
each thruster and hydrodynamic forces if the custom hydrodynamic mentioned above is
activated.

Together with this a logging feature that logs all the floes that is removed and their size
is implemented. The logging feature also outputs the location of the removed floes for
the floes that are removed outside the scope and the simulation time step for the removal
of each floe, Table E.2 shows an overview of the parameters logged and their format.
This makes it possible to generate statistics to compare different IM approaches, as well
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as look at the efficiency of ice-breaking. Post processing of the data to estimate ice
forces from the removed floes can easily be accomplished.

5.2.5 Testing and Verification

Together with the changes and modifications mentioned above, a large part of the work-
load was on unit testing and verification of the code itself. This was done in an Agile
fashion where new functionality was added and tested continuously. This made trou-
bleshooting easier as only parts of the code was affected by each change. At the same
time testing of new code provided by ArcISo to get enhanced performance and better
results has been part of the integration of the code. This is especially true since the
use of SAMS for this thesis is highly different than the intended use of SAMS, as such
problems have arisen and a large part of the implementations in this thesis is a direct
result of fixes for these problems.

Since the TCP interface and its integration into SAMS is intended to live beyond this
thesis requirements have been put on coding style and documentation. The coding style
and code documentation follows Ceetron Solutions C++ Programming Style Guidelines,
version 1.1 as close as possible as requested by ArcISo, though not openly available the
guidelines are in large the same as can be found in most C++ programming books.

5.3 Ice Fields
The ice fields used in the simulator environment needs to be created and this involves
using a program from SAMCoT and Ceetron Solutions AS named IceMaker. IceMaker
creates ice fields by a power law and the method is described in for instance Yulmetov
et al. (2016). For larger ice fields this has proven to be problematic due to the way
IceMaker resolves overlapping floes. IceMaker will try to resolve any overlap by giving
the floes small impulses, but when the number of floes increases this process gets harder,
hence more time consuming. Thus a solution where the ice field are split into multiple
parts and stitched together in post processing have been implemented.

5.3.1 Making of Ice Field Sections

Making smaller ice fields sections in IceMaker proved to be to difficult due to the need
to put an offset on the position, which in IceMaker can only be achieved in x direction.
Instead a program developed by Wenjun Lu, hereafter called the Weibull IceMaker, was
modified to allow for offset of the ice fields. The Weibull IceMaker uses a Weibull distri-
bution to make ice floes, additionally the program allows for controlling the roundness
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of the floes. This gives a greater flexibility such that the floes can be made sharp (trian-
gles, rectangles) like in IceMaker, more round or a mixture of the two, providing a more
realistic ice field.

In addition to the offset modification, removal of floes with a radius under certain limit
as well as output describing the ice field in the same way as normal ice observations
has been implemented. The last modification makes verification of the ice field against
observed data easy and efficient. After the ice field are created by the Weibull IceMaker
it needs to go through IceMaker in order to resolve floe overlap and be created in the
right format.

5.3.2 Stitching of Ice Fields

The ice field file can compromise tens of thousand of code lines, as of this manual
stitching of the data is impractical. For this reason a JavaScript program was developed
for this thesis to stitch the different ice fields together. The code for this can be seen
in Appendix G.3 and takes the file path of the different ice fields and stitch it together
into one single ice field. The ice field can then be used in SAMS as any other ice
field. Though it with this method is possible to make ice fields that consist of a huge
number of ice floes precaution should be taken, SAMS will have big problems with ice
fields consisting of more than 10 000 floes, in addition the computational time in SAMS
increases with an increase in the number ice floes, hence any simulation should try to
avoid unnecessarily large ice fields.

5.4 Note on Copyright of SAMS
As SAMS is a commercial product the source code and the changes carried out in this
thesis can not be shared or shown. The results obtained and the TCP interface itself can
though be shown and is appended in the digital appendix. For access to SAMS either
with or without the TCP interface one should contact ArcISo directly.
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Chapter6
Implementation of a Transmission
Control Protocol Interface

This chapter will go through the basic theory of TCP in addition to basic network and
socket theory. The last part of the chapter will go through the implementation of the TCP
interface which works as a connection point between SAMS and the external software.

6.1 TCP/IP

All information in this section is taken from Fall and Stevens (2012), unless otherwise
stated.

In this section three important new concepts need to be understood; data, datagram and
packet. Data is in its simplest form a 0 or 1 (binary data) that when put together can be
used to represent complex information. Data can both be a single bit or multiple bytes,
and can represent both information and metadata i.e. data about the data. As of such the
other concepts above can both include data and be data themselves. Datagram is used
for data on the data link layer, while packet is used for data in the TCP and Internet
Protocol (IP) layer. The layers, TCP and IP will be presented in more details in the
following paragraphs.

The Transmission Control Protocol/Internet Protocol (TCP/IP) is a protocol designed
for reliable transmission over a network. The protocol is in reality two protocols com-
bined together, namely TCP and IP. TCP is the protocol that handles reliable end-to-end
communication, this includes handling of duplication, loss and reordering of data. The
IP protocol on the other hand handles the transport of data from one place to another.
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Figure 6.1: The Open Systems Interconnection model.

A network is divided into layers, and part of understanding TCP/IP lies in understand-
ing the way a network is built up. The Open Systems Interconnection (OSI) model as
shown in Figure 6.1 provides a simple model for understanding the layers of a standard
network. It should be mentioned that TCP/IP is usually considered to only consist of
four or five layers, nevertheless the functionality are in large the same. The layers of the
OSI model are given a number from bottom to top, starting at one and ending at seven.
All layers contains information for the layers above and for efficiency it is therefore an
advantage to stay at the lowest layer possible. When data is sent it is usually sent from
an application at layer seven, this data is then passed down the layers until it reaches the
physical layer at level one which sends the data on the network. Before the sending can
happen the data goes through layer four which consist of TCP and layer three which
consist of IP.

The details of layer one and two will not be covered, but their purpose is to send IP-
datagrams. A good analogy to IP is the postal system1. Everyone gets its own IP-address
on a network, and if one person (computer) decides to send a packet of data to another
person (computer) it will write the address of the recipient and put it in a mailbox. From
there the sender knows nothing about the route the packet will take or even if it will
get to the destination. IP works in almost exactly this way, it packages the data into
one packet and send it to the data link layer. Here the package might be broken up into
smaller pieces and maybe sent in different paths until it might get to the receiver at the
other end. When on the other end the packets might arrive in a different order than when
they were sent and the data in the packages might not be the same as when they left, i.e.
the data might have been corrupted on the way.

1The post office analogy: http://bpastudio.csudh.edu/fac/lpress/471/hout/
netech/postofficelayers.htm
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6.1 TCP/IP

The problems with the best effort delivery system of IP described above, is fixed with
TCP which is part of the forth layer in the OSI model. As TCP provides reliable transfer
it needs to verify that the data is actually received by the recipient and that the data is
intact. To do this TCP relies on ACKs and a checksum. An ACK is a small packet that
is sent back from the recipient to confirm that the package has been received correctly,
while a checksum is a function that derives a number from the data to detect errors.
When a package is received a checksum is derived from the received packet and if this
does not match the checksum sent with the data, then the data is corrupt and an ACK is
not sent back to the receiver. If the sender then does not receive an ACK within a given
time it will re-transmit the packet. Problems can arise when the sender does not wait
long enough for an answer or the ACK is lost on the way back to the sender. To account
for this every packet gets a unique sequence number, this provides the receiver with a
way of determining if a specific packet has been received before and the sender with a
possibility to verify which packet the ACK is for.

6.1.1 Socket

A socket is an endpoint in a communication network for sending and receiving data.
A socket can also be used as a term for the combination of an IP-address and a port
number, Fall and Stevens (2012), but in this thesis this will be referred to as socket
address. Sockets is what allows for communication between different processes, either
on a local computer or on a network. The use of sockets are done using an Application
Programming Interface (API)2, more specifically a socket API. Socket APIs allows for
communication between applications using the TCP/IP communication protocol and is
the network standard for TCP/IP communication, IBM (2013c). There exists several
different socket APIs, the most known and de facto standard for sockets today is the
Berkeley socket API, Fall and Stevens (2012). The socket API is located between the
application layer on level seven and the transport layer on level four in the OSI model
in Figure 6.1. The socket API is not a distinct layer in the model, but socket APIs are
what allows different applications to interact with the transport and network layers, IBM
(2013a).

Socket APIs are commonly used in a client-server interaction with the most typical
being a server on one computer and clients on several different computers. On the
server side the socket API establishes a socket, binds the socket to an IP-address and a
port and waits (listens) for any clients to connect to the socket using the known address
and port (socket address). When the client connects, a socket pair will be established
and a data exchange can begin, IBM (2013a). It is worth mentioning that the client

2https://www.mulesoft.com/resources/api/what-is-an-api
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and server can use different socket APIs but the socket type must be the same, some
examples of different sockets from IBM (2013b) are:

• Stream Sockets: Also known as connection-oriented sockets and are used with the
TCP protocol, this enables the transmission of data to be reliable and in order.

• Datagram Sockets: Also known as connection-less sockets and are used with User
Datagram Protocol (UDP), each packet of data is individually addressed and sent,
hence order and reliability is not guaranteed.

• Raw Sockets: Allow for direct sending of data by bypassing the transport layer in
Figure 6.1. They are used in internet security, however they have been proven to
be bug ridden and limited in use, faqs.org (2014).

6.2 TCP Interface

The TCP interface is implemented as a stand-alone library for modularity and easy
maintenance, this reduces the TCP’s interface dependency on SAMS while still allowing
SAMS to utilize its functions. It also opens the possibility for the library to be used with
other software with few to no modifications. The interface utilizes the Winsock 23

socket API to set up and maintain a server that the external software clients can connect
to. A high level description of the TCP interface and its function calls can be seen in
Figure 6.2.

6.2.1 Simulation Loop

During the initialization of the simulation a setup function is called with the port number
and the number of vessels specified in the RHAS.itconfig file. The setup function listens
on the specified ports for a client in the external software to connect, this is repeated
until all vessels are connected and the simulation loop is then started.

The main simulation loop in SAMS calculates position, velocity and ice forces on the
vessel(s), this is then sent to the external software using the TCP interface. SAMS then
calls the receive function. This function listens for data from the external software for
the specified vessel (port) and receives and stores the data. To get the thruster forces
for each thruster on the vessel, the recieveForce function is called from SAMS which
returns the values received from the external software. These thruster forces are then
applied on the vessel and stored in the output file before the loop starts again.

3https://msdn.microsoft.com/en-us/library/windows/desktop/
ms740673(v=vs.85).aspx
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Figure 6.2: Detailed workflow of TCP interface from Figure 5.1.

6.2.2 Multiple Vessels

When using multiple vessels, each vessel gets its own port, and for simplicity the first
vessel is initialized with the port specified in the RHAS.itconfig file. The subsequent
vessels gets the next ports, e.g. for three vessels where the specified port is 100 the port
numbers will be 100, 101 and 102 respectively. Error handling to the cases when a port
is occupied or out of the valid range has been added such that no illegal operations can
occur. The connections and handling of multiple vessels have been handled sequentially,
that means that if one vessel should disconnect or stop to send, the program will come
to a stop. This solution is chosen both for simplicity and for data validity, running in
parallel could have increased the performance a bit, but at a cost of additional failure
handling.

6.2.3 Serialization Format

In the work of making the TCP library Simulink has been the main client and the server
is as of this configured to suit Simulink. This means that the data is sent as 8-byte double
precision values, without the use of serialization formats to handle the data. This means
that the client and server need to have knowledge of the type and size of data that

55



Chapter 6. Implementation of a Transmission Control Protocol Interface

is sent before the simulation starts. This way has been chosen due to its simplicity
and limitations in Simulink that makes it hard and inconvenient to develop code with
external C++ libraries and/or external TCP serialization formats.

One advantage to not using serialization formats is the reduction in size of the data
that is sent. Depending on the format and information sent together with the data this
could make up a huge amount of data over a long simulation and thus slowing down the
simulation. Another consideration that needs to be taken is how far apart the simulator
and the external software communicating through TCP/IP is on the network, as well
as the speed of the network communication. If the simulator and external software is
placed far away from each other on the network or the network speed between them is
low4, more considerations should be put into the size of the data. Another advantage
of sending raw bytes is the reduced encoding and decoding time as only the raw bytes
and values needs to be encoded/decoded directly to values and raw bytes respectively,
instead of also having to encode through a serialization format.

6.2.3.1 RapidJSON

Despite the advantages mentioned above with sending raw bytes with the main advan-
tage being faster sending and interpreting of the data, it needs as mentioned above the
knowledge of the type and size of the data. The more complex the data becomes the
harder it is to keep track of, and backward compatibility might also become a problem
when sending raw bytes. By using a serialization format the knowledge of the data is
not needed, in addition the serialization format packages the data into a format that is
easily readable for a human and a format that is well suited for storing.

The problems with sending raw bytes was solved by implementing a second method for
sending and receiving data to the simulator over TCP. This method supports sending and
receiving JavaScript Object Notation (JSON)5 objects using the rapidJSON6 coder. This
method can easily be activated from the RHAS.itconfig file. As previously mentioned,
using a serialization format increases the size and complexity of the data sent over TCP.
Despite this a second method in the TCP interface was created utilizing the rapidJSON
coder, this method however only supports one vessel, and for simulation purposes it is
strongly advised to rather use the standard byte stream TCP implementation mentioned
above. This method does not support the use of custom hydrodynamics as mentioned in
Section 5.2.2, though this could easily be changed if needed. However this method pro-

4The same problem occur if the network utilization is high, even though the network speed (band-
width) might be high and the network distance between them might be small.

5https://www.json.org/
6http://rapidjson.org/
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vides an easy to use interface that have higher backward compatibility for the receiving
and sending of data.

6.2.4 Failure Handling

As SAMS runs the main simulation loop, it is important that the TCP library does not
shut down or stop to work even if a failure occurs. As mentioned earlier, TCP makes
sure the information is sent and received as well as check the data for corruption, and
resends the data if faults are found. However other faults might occur like failure to
establish a connection or loss of connection. In those cases the TCP interface outputs
an error message and send false back to SAMS indicating that the operation has failed
in some way. It is then up to the SAMS code to take appropriate action and close down
all connections. The ports used by SAMS are made available once SAMS closes down
the library, either by failure handling or at the end of a simulation.
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Chapter7
Implementation and Verification of
Motion Control Systems

This chapter will introduce the motion control system implemented to work together
with the simulation environment described in Chapter 5. This includes a motion control
system implemented in Simulink described in Sections 7.1 through 7.6 and a Graphical
User Interface (GUI) used for manual control described in Section 7.7.

7.1 Simulink Model

The Simulink model have been the main motion control system in this thesis and all
simulations presented in Chapters 9 to 12 are carried out with the implemented Simulink
model. The different parts of the model will be presented in detail in Sections 7.2
through 7.6, where verification and performance tests for some selected systems will be
presented in the corresponding sections.

The Simulink model is connected to the simulation environment through a TCP send
and receive block from the Instrument Control Toolbox1 in Simulink. The TCP send
and receive blocks connects to a specific port and IP-address specified by the user. Since
no serialization formats are used, it is important to make sure the right amount of data
is sent and received. More information about the setup of the connection and about the
data format can be found in Appendix E.2.

The Simulink model itself is made to be as readable and easy to understand with a
workflow from left to right and top to bottom, and color coding according to the block

1https://mathworks.com/products/instrument/supported/tcp-ip.html
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Maximum
Velocity (surge) 8.75 m/s
Acceleration (surge) 0.09 m/s2

Acceleration rate (surge) 0.003 m/s3

Table 7.1: Saturation values for Oden in SAMS.

functionality. The color scheme used can be seen in Table F.1 and the main model can
be seen in Figure F.1.

7.2 Reference Model

The reference model used in this thesis is the linear third-order reference model de-
scribed in Fossen (2011), this model consists of a LP filter cascaded with a mass-
damper-spring system, and the model can be seen in Figure F.2. As the reference model
is of third-order the output is not only a position trajectory, but also a velocity and accel-
eration signal. The velocity and acceleration is converted to a BODY-fixed coordinate
system before they are outputted. As described in Section 4.5, a drawback to the linear
reference models is the change in response from different input amplitudes, one way
to solve this as opposed to amplitude gain scheduling, mentioned in Section 4.5, is to
saturate the velocities and accelerations.

In order to find the saturating limits an open water simulation was conducted in SAMS
with a modified version of Oden presented in Section 8.1.1. In this simulation maximum
thrust was requested from the thruster (dynamics) in surge, and the acceleration rate,
acceleration and velocity was recorded, and can be seen in Table 7.1. The simulation
is conducted only in surge under the assumption that any vessel moving in ice infested
waters will try to move as much as possible in surge direction since sway and yaw will
increase the resistance substantially, another assumption is that these values are equal
in reverse as well as linear and valid for the full velocity range. Since the vessel will for
the most part be in IM and DP where the velocity is low and reversing will not occur,
this assumption should be valid.

During implementation it was noted that in order to obtain a satisfactory position and
velocity trajectory, a rate limiter had to be added to the acceleration in addition to the
velocity and acceleration limits. This ensures that the rate of acceleration is within
obtainable rates for Oden in SAMS. The rate limiter prompted a slower LP filter so the
input to the mass-damper-spring system was more in line with the saturation values.

60



7.2 Reference Model

Surge Sway Yaw
Natural frequency ωn 0.0571 rad/s 0.0571 rad/s 0.0571 rad/s
Relative damping ζi 1 1 1

Table 7.2: Natural frequency and relative damping for the reference model.

7.2.1 Setpoint Reference Model

The reference model from Fossen (2011) is used as a setpoint reference model where
the input is a list of setpoints. These setpoints have been manually created, however
they can also be coming from a path generation algorithm. The output is a position,
velocity and acceleration signal that have been saturated according to Table 7.1, so any
setpoint input should give obtainable output signals for Oden. The only parameters that
require tuning of the model are the natural frequencies and relative dampings of the
mass-damper-spring system (the LP filter gain is the same as the natural frequency),
these values have been tuned to be perfectly damped with a period of 110 s and can be
seen in Table 7.2.

Note that this reference model is only used in the development and verification of the
controller and observer, where a constant list of setpoints have been given as input so
the tuning could be performed in a consistent manner. When doing DP simulations the
main motivation behind dropping the reference model is to speed up the simulation time
as only a constant setpoint would be needed. As for the other simulations performed in
this thesis, these prompted other modifications and other reference models and will be
introduced in Sections 7.2.2 and 7.2.3.

7.2.2 Velocity Reference Model

The simulation presented in Chapter 10 consist of a transit through an ice field. As
of such a simple reference model that outputs a constant velocity has been created, as
can be seen in Figure F.3. This reference model was created with the intention that
it should work together with the existing controller i.e. output a position, velocity and
acceleration signal, but in turn makes the controller a virtual speed controller. The input
is the desired velocity as well as the initial position of the vessel. The reference model
assumes the vessel is at rest at initialization and as of this a second-order LP filter as
well as a saturation on the acceleration is implemented to satisfy the dynamics of Oden.

The acceleration in the reference model was limited at 0.05 m/s, this is lower than the
maximum acceleration of Oden, but is a good representation of the mean acceleration. It
is also desirable to have the reference model slower than the vessel, guaranteeing good
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Figure 7.1: Position output from velocity ref-
erence model and actual position of Oden.
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Figure 7.2: Velocity output from velocity ref-
erence model and actual velocity of Oden.

tracking performance over fast response. The second-order filter is chosen because it
will have a slower incline at the start and end, but at the same time have a steeper incline
in the middle, making a fast yet manageable move toward the desired velocity.

7.2.2.1 Verification of the Velocity Reference Model

As a verification of the velocity reference model, a simulation was performed where the
input to the velocity reference model was the top speed of Oden at 8.75 m/s, and the
results can be seen in Figures 7.1 and 7.2. Here it can be seen that the position is the
integrated velocity and that the velocity has a constant slope as a result of the saturation.
In the figures a simulation of Oden where maximum thrust in surge is requested from
the thruster dynamics, bypassing the controller, from a complete standstill is also shown.
It can clearly be seen that Oden have faster dynamics than the reference model in the
lower velocity range, but towards the higher velocities have problems keeping up with
the reference model due to the high hydrodynamics forces. This is as designed and
expected since simulations rarely would be carried out at top speed, and therefore the
reference model is considered to be fully functioning.

7.2.3 Ice Management Reference Model

The major change to the reference model used for IM is that the path is coming from
a script written to mimic an arched racetrack based on the results from Holub et al.
(2018), see Figure 7.3. The path is generated using MATLAB, and is giving a high
density of waypoints as output in the arched racetrack pattern. As the ice condition
makes it hard to perfectly track the pattern and the need for a perfect tracking is not
present, the error distance for when to move to the next point was put to 20 m. This
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Figure 7.3: Arched racetrack path used in the IM reference model.

speeds up the controller and gives a smoother path, as the difference in the current and
the next setpoint will be small, independent of where the vessel is positioned. The
Simulink model for the IM reference model can be seen in Figure F.4.

In addition to the modification above, the reference model also check if the next setpoint
in the list is closer than the current setpoint, if this is the case it means that the vessel
have gone past the setpoint, but not been within the error distance. In these cases the
reference model will set the next setpoint as the current setpoint to avoid the need for
turning back.

A big error in sway position might give unwanted behavior and this is solved by calcu-
lating the desired heading as the angle between two points approximately 100 and 200 m
ahead in the path. This results in a modified Line of Sight (LOS) steering law, the big
lookahead distance is chosen because it results in good performance based on the ice-
conditions and desired velocity of the IM vessel. It is thus up to the sway compensator,
which will be introduced in Section 7.4.3, to reduce the sway error.

The other big modification on the IM reference model is that the velocity calculated by
the reference model is not used, instead a constant speed is outputted in surge, as this is
the speed the IM vessel should hold through the ice field. The desired velocity is also
reduced when going with the current making the downstream turn on the West side of
the path easier as well as eliminating unnecessary ice-breaking in this part of the path.
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7.3 Observer

The nonlinear passive observer described in Section 4.6.1 is used as an observer in this
thesis, and the Simulink model can be found in Figure F.5. The model is moderately
modified, the biggest modification is that the first-order wave estimator is excluded from
the observer, as there is no waves in SAMS. Since the vessel is operating in ice, the ice
forces have been included in the observer as they can be assumed known based on the
theory in Section 3.2. Another big modification is the inclusion of the hydrodynamic
model described in Chapter 3.6 for the dynamics of the vessel. This can be seen as
unrealistic since it is not always possible to have such a good estimate of the dynamics
of a vessel, but as it is available and should be possible to do for any vessel2 it is utilized.
The observer outputs an estimate of the position, velocity and acceleration, where the
acceleration signal is estimated by dividing the sum of all forces and observer gains with
the vessel mass.

To be more realistic, white noise have been added to the position coming into the ob-
server. The noise is to mimic noise and uncertainties from any GNSS-signals, and the
amplitudes have been set to follow the accuracy of a Differential Global Positioning
Systems (DGPS) signal which is approximately 0.1 m. Since the update rate on GNSS-
signals is not equal to the update rate on most controllers, a zero-order hold with a time
constant of 1 s is also added so the signal to the observer is as realistic as possible. The
noise is filtered with the same LP filter used in the reference model and the gains for
each filter can be found in Table 7.3a. Noise is also added to the ice forces since the sim-
ulator returns the actual forces and in any realistic situation these can only be estimated
according to Section 3.2.

The tuning of the observer is performed as mentioned with the setpoint reference model
and a constant setpoint list. The observer gains have been tuned quite aggressively to get
a good estimation of the signals, and the gains can be seen in Table 7.3b. One concern
with the aggressive tuning is that some noise might be carried forward to the controller.
This has been partly solved by the introduction of the LP filter to try and remove as
much noise as possible before the observer. The LP filter has been tuned to minimize
the signal delay while trying to suppress the signal noise as much as possible.

7.3.1 Verification of Observer

The estimated position and velocity for a simulation with the setpoint reference model
and the standard controller can be seen in Figures 7.4 and 7.5. Notice here that as a

2System matrices has been generated using SINTEF’S ShipX

64



7.3 Observer

0 200 400 600 800 1,000
0

50

100

Time [s]

N
or

th
in

g
[m

]

Actual

Observer

0 200 400 600 800 1,000
0

50

100

Time [s]

N
or

th
in

g
[m

]

Actual

Observer0 200 400 600 800 1,000
0

50

100

Time [s]

N
or

th
in

g
[m

]

Actual

Observer

Figure 7.4: Actual and estimated northing po-
sitions from the observer with white noise.
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Figure 7.5: Actual and estimated surge veloc-
ities from the observer with white noise.
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Figure 7.6: Actual and estimated northing po-
sitions from the observer during loss of signal
simulation.
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Figure 7.7: Actual and estimated surge veloci-
ties from the observer during loss of signal sim-
ulation.

result of the LP filter on the noisy signal a delay is introduced into the observer, this is
especially noticeable on the velocity signal in Figures 7.5. Note that Figures D.1 and
D.2 presents the same signal with the setpoint reference model, but only in the time
period between 770 s to 830 s.

As a more extreme test of the robustness and stability of the observer a second test was
simulated where the added noise was 20 times bigger, this is presented in Figures D.3
and D.4. This increase in noise amplitude is done to check if the observer and LP filter
can suppress it, this big increase is somewhat unrealistic as it can be seen as twice the
inaccuracy of a normal Global Positioning System (GPS) signal. However it is a good
test of the observer and it shows that the filter and observer cannot suppress the noise
and the noise is passed through to the controller resulting in a velocity with lots of noise
as can be seen in Figure D.4.
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Filter gain
Surge 2.51
Sway 2.51
Yaw 0.52

(a) Low Pass filter gains.

Gain Value

T

20 0 0

0 20 0

0 0 10


K2

2 0 0

0 2 0

0 0 2


K3

9× 105 0 0

0 1× 106 0

0 0 1.2× 108


K4

6× 105 0 0

0 1× 106 0

0 0 6.5× 108


(b) Values for observer gains.

Table 7.3: Gains and constants for the observer.

A third test was also simulated to test the observer, namely a simulation of a loss of
input signal. The simulation was run for 50 s when the northing position signal was
removed, then the simulation was run for another 50 s before the signal was restored.
The position and velocity from the observer compared to the actual position/velocity
is shown in Figure 7.6 and 7.7. Here it can be seen that the position is deviating with
about 2 m after 50 s of loss of signal and the velocity is deviating with 0.04 m/s. Note
here that no filtering of the input signal is done so when the signal is turned back on the
observer sees a big error resulting in large error signals from the observer gains. This
is what can be seen in Figure 7.7 right after the signal is restored, and a instability is
then introduced. This is as expected and it can be seen that the observer after some time
manage to remove the instability. In reality this sudden amplitude increase of the input
signal should not occur as some type of signal merging and signal filtering should be
implemented.

7.4 Controller

The controller chosen for this thesis is a PID controller, this is mainly due to its simplic-
ity in implementation and tuning, but also because it is used in many variations in the
industry. The Simulink model can be found in Figure F.6. The PID controller itself is
a decoupled PID controller consisting of three independent controllers each controlling
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Figure 7.8: Tracking performance of the controller compared to the setpoint reference model.

the surge, sway and yaw motion of the vessel, where the input to the controller is the
error in position and velocity. This error is calculated based on the outputs from the ref-
erence model described in Section 7.2 and observer from Section 7.3, where the error is
defined as the reference model signals subtracted by the observer signals. The velocity
error is used in the derivative term of the controller, making the controller more stable.

The tuning of the controller is performed with the same setpoint reference model and
ice field as used to tune the observer. The tuning is based on Algorithm 1, however
the ice field prompted a more aggressive tuning of the controller in order to achieve a
satisfactory tracking. The final values of the controller gains can be found in Table 7.4.

7.4.1 Verification of the Controller

A list of setpoints was given to the reference model and the actual signal of the vessel
compared to the reference signal was plotted, this can be seen in Figure 7.8. Here
the fact that the vessel is in an ice field can be noted by the slower response in the
beginning, it can also be noted that the more aggressive tuning makes the controller
overshoot slightly but reaches steady state with zero error.
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Gain P I D
Surge 1.9Kp 3.0Ki 2.0Kd

Sway 1.2Kp 2.0Ki 1.2Kd

Yaw 1.2Kp 2.0Ki 1.9Kd

Table 7.4: PID tuning values.

7.4.2 Acceleration Feedback Controller

An acceleration FB term is also added as an option to make the controller more respon-
sive to external disturbances such as the ice forces, this was mainly done so a compari-
son could be made between a controller without acceleration FB and one controller with
acceleration FB. The acceleration FB controller can be seen in Figure F.7. The acceler-
ation signal is estimated by the observer and summed with the acceleration signal from
the reference model to get the error, then it is passed to the controller and is reduced to
0.6 to 0.8 of its original value before it gets added. The signal is then multiplied with
the mass of the vessel to get a force and is then summed with the other force demands
coming from the controller.

7.4.3 Sway Compensation

A compensate sway block is added to the yaw controller to mimic a basic LOS con-
troller. The main motivation behind this is that when navigating in ice any sway error
should be compensated with a change in heading as the vessel moves forward, i.e. min-
imizing the movement in sway direction. The compensate sway block is activated when
the speed of the vessel is above 1.5 m/s, i.e. not in DP mode, making this only activate
for the transit and IM simulations.

The compensate sway block works by using the error in sway position, ỹ, and adding
a calculated yaw angle to correct for this sway error over a certain distance along the
path, dx, according to (7.1). E.g. for the DP compensate block the path distance is 15 m,
meaning that the sway error is zero after 15 m along the path.

ψcomp sway = tan

(
ỹ

dx

)
. (7.1)

7.4.4 Ice Management Controller

As the vessel doing the racetrack path in the IM maneuver needs to have a certain speed
relative to the ice drift velocity in order to maximize its efficiency, the controller for this
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vessel was modified to control the surge velocity. The surge controller is changed to take
the error in velocity instead of position as input making it a virtual speed controller. This
solution is not ideal since it is quite aggressive, but it is chosen since the most important
aspect with the IM vessel was that it could follow the path with a certain speed. In
reality the IM vessel is manually controlled allowing it to do more fine maneuvering
and also reverse if it get/are about to get stuck. In addition other minor changes have
been implemented to the IM controller, and the controller can be seen in Figure F.8.

7.5 Thruster Allocation

The thruster allocation was made using the pseudo inverse strategy from Section 4.3,
where the the force coefficient matrix K is multiplied with the thrust configuration ma-
trix. The model can be seen in Figure F.9. As this method is not a smart algorithm, a
weighting matrix W was added to make the behaviour of the vessel’s thrusters more
realistic. The weighting matrix tries to minimize the use of the bow thrusters, especially
at high speeds. One assumption is made on the azimuth thrusters and it is that they
can be split into two different thrusters giving a force in only surge- and sway-direction
respectively.

In the thrust allocation three different scenarios was created, where both the weighting
matrix W and the thrust configuration matrix T was changed in order to achieve the
correct behaviour. The three different scenarios are:

• DP: Speed of the vessel is below 1.5 m/s. Here no limitations are put on the
thrusters.

• Low-speed maneuvering: Speed is below 3 m/s. Here the weight matrix is set to
penalize the use of the bow thrusters in order to minimize its use, and also the
thrust configuration matrix is tuned to only allow symmetric thrust in the surge
direction of the azimuth thrusters to generate zero yaw-moment.

• High-speed maneuvering: Speed exceeds 3 m/s. Here even more restrictions are
put on the bow thrusters making them virtually impossible to use, also the weight
on the sway direction of the azimuth thruster are penalized a bit more than the
surge direction.

7.5.1 Thruster Dynamics

When modelling the thrusters their dynamics have also been considered. This means
that a delay has been put on each of the thrusters. For simplicity the azimuth thrusters
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are assumed to be limited by its turning rate of 5.0 °/s which when turned into force
equal a rate change of 33 333.3 N/s in the thrusters surge and sway directions. Note that
the rate change of the motor is not taken into account as this is considered to be faster
than the turning dynamics. This though lead to a somewhat slower response in change
of thrust than what is realistic. One other assumption is that the propeller and thruster
efficiency is the same for all water and propeller speeds, thus making the power to thrust
ratio constant at 0.1 N/W.

For the bow thrusters they have been modelled to have a dynamic satisfying zero to full
power in 10 s. As well as with the azimuth thrusters the bow thrusters are assumed to
have a linear response and a power to thrust ratio of 0.1 N/W.

7.6 Hydrodynamics

As hydrodynamic forces are small compared to ice forces, the modeling of hydrody-
namic forces have not been put much attention to in SAMS. As a result of this an ex-
tended hydrodynamic model have been added to Simulink as part of this thesis. The
hydrodynamic model is based on Perez and Fossen (2007) and includes velocity de-
pendent fluid memory effects, cross-flow drag and surge resistance (quadratic drag) and
linear drag as presented in Section 3.6. The Simulink model used for the hydrodynam-
ics is modified from the MSS toolbox, Fossen and Perez (2004), and can be seen in
Figure F.10. This model requires system information for Oden, as described in Sec-
tions 3.6.2 and 3.6.3, and these have been calculated by Jon Bjørnø using ShipX.

Some modifications was implemented in the model for use in this thesis, the hydrostat-
ics was removed as this is calculated in SAMS as well as removing the fluid memory
effects in pitch as this was causing instability. The reason for the instability was never
discovered, but was most likely an effect caused by the fact that the hydrostatics are
calculated in SAMS. For more realistic results an exponential term is added to eliminate
the linear drag at high velocities. This can be added by assuming that the quadratic term
is much bigger than the linear term at high velocities.

7.6.1 Tuning of the Model

The Simulink model from MSS needs tuning since the original values for linear and
quadratic drag results in a top speed of Oden much lower than the assumed top speed
of 17 kn. By assuming that the linear drag is zero at high velocities and assuming a
maximum thrust in surge of 1.2 MN, the quadratic drag coefficient Cx can easily be
calculated from the quadratic drag equation in surge (3.56). The linear damping Bv in
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Model Parameter Value

Simulink
Cx 0.1474
Bv,surge 0.3242

SAMS
waterFormDragCoefficient 0.0167
waterSkinFrictionCoefficient 0.0005

Table 7.5: Parameters used in hydrodynamic models.
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Figure 7.9: Comparison of hydrodynamic resistance for Oden.

surge is now tuned by assuming Cx is one at 1 m/s thus making the linear damping at
1 m/s the difference in quadratic drag with the different values for Cx, resulting in the
values found in Table 7.5. The resulting hydrodynamic force can be seen in Figure 7.9.
In the figure a tuned version of the hydrodynamics in SAMS can also be seen, this is
tuned to a top speed of 17 kn with coefficients as seen in Table 7.5.

7.6.2 Verification of Hydrodynamics

The SAMS hydrodynamic forces in Figure 7.9 are tuned to a top speed equal to the
Simulink model and therefore it is as expected that these two coincide for large ve-
locities where the linear drag term is zero. Keinonen et al. (1996) gives a formula for
predicting the open water resistance of vessels and this can also be seen in Figure 7.9.
The predicted values by Keinonen et al. (1996) are a bit lower than the SAMS and
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Figure 7.10: Web application signal flow.

Simulink models for higher velocity, but much lower for lower velocities compared to
Simulink. This may imply that the linear damping of the Simulink model is to high.
Note that the prediction formula is a best fit curve of the resistance from several sharp
chinned icebreakers. Keinonen et al. (1996) also gives data from sea trials with Oden
and the results on the open water resistance is seen in Figure 7.9, this clearly shows a
lower resistance than the other models. This can be from how the resistance is calcu-
lated, any wind, current or other factors not accounted for or ballast condition for the
vessel during the test. The fact that the trials are considerably lower that the theory is
something worth investigating closer, however this is out of scope for this thesis.

7.7 Manual Control
In addition to the Simulink model introduced in the sections above, an application to
manually control a vessel in SAMS was created. The application was made to work
with the TCP interface described in Section 6.2 and specifically to work with the rapid-
JSON serialization format version of the interface. Doing it this way opened up the
possibility to create a HTML website with controllers such as joysticks and slider bars
each controlling a thruster. Note that the current setup of this web application is only
for controlling a single vessel and the vessel is the modified version of Oden, details on
the modified vessel can be found in Section 8.1.1. The web application also contains a
JavaScript client which handles the communication with a proxy server, and the setup
with a high level signal flow is seen in Figure 7.10.

7.7.1 Website

The website was created using HTML and works as the GUI, the joysticks and slider
bar was created using JavaScript and linked with HTML to the JavaScript client. As
this is the GUI it was designed to be simple and easy to use, while also providing its
functionality. The position and velocity values are displayed at the bottom of the page
and is updated every time a new data-package is received from SAMS. A screenshot of
the website is given in Figure 7.11.
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Figure 7.11: Website interface for manual control of Oden.
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Time constant
Bow thruster 10 s
Azimuth thruster 30 s

Table 7.6: Time constants for LP filter in proxy server.

7.7.2 JavaScript Client

The JavaScript client is made in the web application to enable communication of the
position of the controllers. These positions are read by the website and transformed to
strings before the client sends them to the proxy server for interpretation and encoding.
The JavaScript client also receives the position and velocity of the vessel from the proxy
server as a string and then splits it into the specific values so it can correctly be visualized
on the website.

7.7.3 Proxy Server

JavaScript does not in its pure form support rapidJSON, therefore a backend proxy
server was made using Node.js3. The proxy server is responsible for connecting the
JavaScript client of the web application to the TCP interface. The proxy server is re-
ceiving JSON objects containing the position and velocity of the vessel from SAMS,
and is responsible for decoding the data and restructure it in a string so it can be sent to
the JavaScript client. The proxy server also receives a string which contains the position
of each controller on the website and maps these positions into thruster forces before
encoding it in a JSON object and sends it to SAMS.

Since the JSON objects are sent with TCP between SAMS and the proxy server these do
not require to be started on the same computer, however the proxy server and the web
application needs to be run on the same machine as the proxy server are set to listen on
the local network for the JavaScript client.

In order to model thruster dynamics a LP filter was added on each thruster to simulate
some delay in the forces, the LP filter was tuned so the delay on the azimuth and bow
thrusters are according to Table 7.6. This was done to make the application more true to
reality and also adding some features showcasing the possibilities of such an application.
Notice with this configuration of the LP filter the amplitude gain scheduling problem
occurs, and for realistic results this should be accounted for.

3https://nodejs.org/en/
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Chapter8
Simulation Setup

This chapter will first introduce the general setup for the simulations and introduce the
vessel model of Oden used for the simulations. Secondly a discussion on the improve-
ments and assumptions performed on the vessel model will be presented. The specific
setup, results and discussion for each simulation performed are presented in Chapters 9
to 12.

8.1 General Setup
All simulations was run with a version of the SAMS code with the TCP library imple-
mented. The SAMS code used was the latest developer edition as of April 2018 with
addition of a beta version of an improved fracture handler. The simulator configura-
tion file, SAMS.itcofing, can be found in Appendix G.1. The file was constant during
all simulations for this thesis with the exception of placement of the vessel, towing
carriage properties, minimum floe mass and the current velocity vector. The waterSkin-
FrictionCoefficient and waterFormDragCoefficient was ten times higher than that in the
hydrodynamic simulation in Section 5.2.2, as this has proven to give a better and more
realistic result for the ice floes. Naturally this gives wrong hydrodynamic drag for the
vessels, as of such the hydrodynamics was in all cases calculated by Simulink.

In the Simulink model all parameters were as described in Chapter 7. The reference
model and controller were changed for the different simulations, information on this
can be found under the setup for each simulation case.

All ice forces for SAMS have been filtered before the results were presented. The
filtering technique used is a mean filtering technique, and the filtering have been done
independently on the rigid and crushing ice forces. Based on recommendations from
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ArcISo the results have been filtered over 20 s for the rigid ice forces and 1 s for the
crushing ice forces. The main reason for the longer filtering of the rigid ice forces were
that they are not physically correct compared to reality in the way that their forces are
interpreted in the simulator. In reality the rigid forces compromises bending, buckling,
sliding, submersion, shearing and splitting and can occur at the same time, while the
simulator with its discrete state needs to apply the forces in a specific way and order.
However the mean rigid force can be interpreted as a correct force. One other reason for
filtering is that the vessels are modelled as rigid bodies in SAMS, meanwhile a flexible
vessel will distribute the forces more evenly.

8.1.1 Vessel

The vessel Oden is in reality equipped with two Controllable Pitch Propellers (CPPs),
and a vessel with this configuration is not intended as a DP vessel. Since this thesis
simulates a DP operation in Arctic waters, modifications of Oden was made for use in
SAMS. The modifications involve substituting the two CPPs with two 6 MW azimuth
thrusters1 providing up to 0.6 MN of force each. In addition two 1 MW tunnel thrusters
were added in the bow of the vessel, this was done to make sure enough power is avail-
able to maintain DP capability during harsh ice conditions.

All the thrusters have been carefully picked with regards to both size and reasonable
power yields. The total power for the main engines is substantially lower (12 MW) than
the original configuration with four engines supplying up to 18 MW of power to the two
CPPs. However the azimuth thrusters gets their power directly from an electric motor
while the CPPs will experience substantial losses on the way. Furthermore a propulsion
efficiency of 0.1 N/W is assumed for all thrusters.

Vessel data was collected from the vessel model created by Jon Bjørnø, vessel drawings
and Keinonen et al. (1996). The relevant data can be found in Table C.1 and drawing of
Oden with the modified thruster placements can be found in Figure C.1.

8.2 Discussion of the Modifications and Assumptions of
Oden

The modifications to the Oden simulation model have been carried out in a careful
manner by choosing thrusters that are reasonable for use in an Arctic environment, the

1Information on the azimuth thrusters are taken from ABB: http://search.abb.com/
library/Download.aspx?DocumentID=9AKK105152A2911&LanguageCode=en&
DocumentPartId=&Action=Launch
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8.2 Discussion of the Modifications and Assumptions of Oden

azimuth thrusters themselves are selected from ABB among thrusters commonly found
on icebreakers. This resulted in two azimuth propellers capable of giving an output of
1.2 MN of thrust, this seems to be correct at a top speed of 17 kn according to Keinonen
et al. (1996). However it should be noted that it is probably far from correct for lower
velocities. The specified bollard pull of the real Oden is 250 t2 which is slightly more
than double that of what the modified simulation model of Oden can provide of thrust.
This can be seen to be caused by the constant propulsion performance of 0.1 N/W which
is not physical correct. This should be dependent of the velocity of the vessel, however
this is outside the scope of this thesis and since most of the simulations are within the
maximum thruster output of 1.2 MN, this would not give any major change in the results.

The most unrealistic modification was the inclusion of bow thrusters, this was as a re-
sult of providing more sway force for when Oden would stay in DP. Tunnel thrusters
are more scarcely found on icebreakers, but there exists ice going vessels with a sim-
ilar thruster configuration as the modified Oden used in this thesis, e.g. the icebreaker
Fennica3. There are two main reasons for modifying Oden rather than using a model of
another vessel such as Fennica. The first being that Oden is the only icebreaker that has
a high quality vessel model available for use in SAMS. The second reason being that
Oden is a research vessel where a lot of full-scale data is available.

Oden has two systems of interest that have not been modeled in this thesis. One is
the heeling pump which allows the vessel to roll from one side to another and thus
help break up the ice in harsh conditions. The modeling of the heeling could easily be
achieved by sending in additional forces with the hydrodynamic forces, however the
use of the heeling system would require a smarter control system and the system would
thus only be useful for manual interactions. The fact that all the simulations in this
thesis is performed in uniform and fairly easy ice makes the use of the heeling ability
unnecessary.

The other system that has not been modelled is the water lubrication system. This is
a system that pumps water at high speeds out of nozzles at the bow of the vessel, this
significantly reduce the friction between the ice and the vessel and can also to some
degree be used as a bow thruster. However the modeling of the system would cause the
need for additional computations and it is doubtful that the full effect of the system could
be modelled in a good way. The system would also be most efficient at low velocity with
snow covered ice as this increases the ice-vessel friction considerably, however snow is
not modelled in the simulator and as of such the use of the water lubrication system is
small.

2http://sjofartsverket.se/pages/41381/Oden%20f%C3%B6r%20webben.pdf
3http://arctia.fi/en/ship/fennica/
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Chapter9
Validation of SAMS in Terms of Level
Ice Resistance

This chapter will present a simulation used to validate the level ice resistance of SAMS
against empirical ice resistance models. First the setup of the simulation including the
ice field used will be presented before the results from the simulation and the empirical
ice resistance models will be presented. Lastly the results from this simulation will be
analyzed and discussed.

9.1 Setup

As presented in Section 3.1, there exists multiple resistance models for level ice. For the
validation of the simulator these models have been compared with a simulation inside
a level ice field. The results were taken from a 2000 m simulation starting 100 m inside
the level ice field, from this a mean value was calculated to get an estimation of the ice
resistance.

For the level ice simulations a rigid towing carriage, i.e. no modifications from the
original SAMS code, was used to get a constant velocity through the ice field. The
simulations were completed with velocities varying in surge direction from 1 m/s to
5 m/s. Hydrodynamic forces were removed from the simulation results to be able to
compare the results with the ice resistance formulas. The ice and water parameters used
in the formulas can be found in Table 9.1, while the vessel parameters can be found in
Table C.1, additionally it is assumed that Oden is a sharp chined vessel.
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h Ice thickness 1 m
σf Flexural strength 5× 105 Pa
E Young’s modulus 5× 109 Pa
ν Poisson’s coefficient 0.3
ρice Density of ice 900 kg/m3

ρwater Density of water 1005 kg/m3

µsi Structure-ice friction coeff. 0.15
hs Snow thickness 0 m
t Ice surface temperature −2 ◦C
Ch Hull condition factor 1.0
Cs Salinity of water factor 1.0

Table 9.1: Ice parameters used in calculations by the level ice resistance models.

9.1.1 Ice Field

The level ice field is created with IceMaker. The level ice field is approximately 3000 m
long and 2000 m wide and has a thickness of 1 m. Additionally the ice field was put
between the tank walls such that no horizontal movement of the ice field was possible.

9.2 Results

Figure 9.1 shows the predicted ice resistance from each model together with the results
obtained from the SAMS simulation. In addition to the SAMS version described in
Chapter 8, one simulation was conducted in the same ice field with a version of SAMS
without the beta fracture handler. Note that the SAMS version without the beta fracture
handler are labeled as SAMS master in Figure 9.1 and that this is the only simulation
in this thesis carried out with this version of SAMS. For the ice resistance models all
values used in the calculations can be found in Tables 9.1 and C.1, and all models and
results from SAMS are given without hydrodynamic forces.

9.3 Discussion

For the level ice simulation results presented in Section 9.2, it can be seen from Fig-
ure 9.1 that the values from SAMS gives slightly lower results than the ones found in
SAMS master. It can also be seen that the results from SAMS gives slightly more linear
results which are more in line with the resistance models. This suggests that the beta
fracture handler implemented gives SAMS more accurate results.

The most advanced model, Keinonen, which among others used Oden as a basis for the
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Figure 9.1: Predicted and simulated ice resistance in level ice.

prediction formula predicts the lowest resistance. It should be noted that it is stated that
the hull resistance increase coefficient used in the calculation of the Keinonen model
is only 0.009, and Keinonen et al. (1996) stated that this often needs to be increased,
up to a factor of 3, for vessels with a deep wedge. Oden however only has a small
wedge and let most of the ice floes move without much direction change, Keinonen
et al. (1996), however this coefficient should likely have been put a bit higher for the
calculation. The hull condition factor1 is also assumed low with a value of 1, which
indicates a completely new and freshly painted hull. For bare steel a factor of 1.33 is
often recognized, implying that a higher coefficient will often be the case, especially for
ice going vessels.

As the Riska model is partly based on the Lindqvist model and calibrated against several
icebreakers, it is natural that the Riska model gives results more in line with SAMS
compared to the Lindqvist model. However the Riska model is a simplified model and
only the ice thickness is used as a parameter describing the ice, while the stem angle
is the only parameter describing the bow shape. As a result of these simplifications the
model is unreliable for different ice conditions and bow shapes. Note that values for the
flexural strength and frictional coefficient are incorporated into the constants used in the
model.

Erceg and Ehlers (2017) reports that the Lindqvist method does not produce reliable
results, and it can be seen that this model gives the highest slope of all the models.
The large slope is a result of an unreliable velocity dependent term together with an

1Used to indirectly change the structure-ice friction coefficient.
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unreliable crushing term in the model. The crushing term is highly reliable on the bow
flare angle, as such this may imply that the model is unreliable for large bow flare angles
like the one found on Oden.

Vance shows a substantially higher resistance than both the SAMS simulations and the
other models, this can be due to the fact that the model is based on a single set of trial
data. This makes the model unreliable for predictions where the shape of the vessel
or ice conditions differ from the ones the model is based on. The model is based on
data with a relatively high flexural ice strength and a fairly deep snow cover, this gives
additional resistance making the total resistance higher than expected and could explain
at least part of the high predicted results.

The Lindqvist and Vance models are seen to predict unreliable results for Oden, as
such they can not be used to verify the correctness of the simulator. The Riska and
Keinonen models give results in the same range as the simulator, but with considerably
less ice resistance at low velocities. The uncertainties in the parameters used explains
the difference between the two models and more correct values would likely put them
closer together.

It should be noted that the simulation in SAMS was carried out with a rigid towing
carriage. This can be seen as highly unrealistic as no vessel would have the power
requirement to keep the velocity constant in a level ice field. As of this it is natural
that the incline of forces in SAMS are lower than what is seen in the empirical models.
Without a rigid towing carriage the vessel would have a bigger fluctuation in velocity
and would likely get the possibility to slide on top of the ice and initialize bending
failures in a bigger degree than what have been possible in the simulation. This could
explain part of the low slope of the simulator results.

SAMS was not designed with level ice in mind and the results must therefore be treated
accordingly. The large number of unknowns also makes it hard to determine which of
the results are most correct. However, SAMS seems to give satisfactory results in line
with both the Riska and Keinonen model, though more work on the simulator and tuning
of simulation parameters seem necessary.
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Chapter10
OATRC 2015 Transit Simulation

The OATRC 2015 transit simulation will be presented in this chapter. Firstly the setup
of the simulation and the ice field used will be presented, before the results from the
simulation with predicted resistance from the Croasdale model and a modified Croas-
dale model will be presented. Lastly the OATRC 2015 simulation will be compared,
analyzed and discussed with regards to results from full-scale trial data as well as the
Croasdale model and results from Kjerstad et al. (2018).

10.1 Setup
A simulation representing a transit during OATRC 2015, more specifically 30th Septem-
ber 2015 between 6.49AM and 7.35AM, was carried out to verify high velocity capa-
bilities of the simulation environment and the Simulink motion control system. The
simulation purpose was to mimic the data from OATRC 2015, hence the TCP interface
was activated in SAMS and a free moving vessel controlled by Simulink was used.

For the OATRC transit real propulsion and position data have been available, as of
such the simulation was compared to a portion of the full-scale data between 7.05AM
and 7.09AM. The ice forces from the full-scale transit was calculated using the shaft
power and velocity according to Juva and Riska (2002). During the full-scale transit a
mean velocity of 5.69 m/s was recorded, with minimum and maximum velocity ranging
from 2.5 to 6.9 m/s. The simulation was carried out with the velocity reference model
described in Section 7.2.2 with an input velocity of 5.69 m/s. In addition the sway
compensator was reduced to ỹ/1000 to allow for more error in sway. For the OATRC
data all movements in sway as well as wind forces have been neglected.

This simulation compromises a managed ice field, hence the results were checked against
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Croasdale Modified Croasdale
Angle of ice accumulation (β) 15° 30°
Ambient ice pressure (pa) 4 kPa 4 kPa
ice field cohesion (pc) 2 kPa 0.3pa

Table 10.1: Coefficients used in Croasdale resistance models.

the empirical Croasdale model from Section 3.1. The values used in the Croasdale
model were taken from Kjerstad et al. (2018) based upon recommendations from Palmer
and Croasdale (2014), and can be found in Table 10.1. In addition a modified version of
the Croasdale formula with values deduced from rough simulation measurements and
SAMS configuration parameters, can be found in Table 10.1.

10.1.1 Ice Field

The ice field was created from an aerial photo taken earlier in the day some hours before
the full-scale transit was conducted. The aerial photo covers only a small area of the
total transit distance, but are representative for the ice conditions during the transit. The
process of creating the ice field was conducted by ArcISo. The ice field can be seen
in Figure A.1, and has a thickness of 1 m. Note that for the full-scale test the exact
ice thickness was unknown, but one observation during the test suggested an average
thickness of 0.7 m and a maximum thickness of 1.2 m, however an observation before
the transit suggested as little as 0.2 m and after the transit as much as 2.5 m.

10.2 Results

Figure 10.2 shows the ice force in surge from SAMS compared to the surge ice force
from the full-scale OATRC trial, where the ice force from SAMS were filtered accord-
ing to Section 8.1. In addition to the ice force, the calculated mean ice force and pre-
dicted ice force from the two Croasdale models are given in Figure 10.2. The mean
ice force calculated by SAMS was 572 kN, and the mean ice force in surge calculated
from OATRC data over the same time period was 480 kN. The Croasdale model from
the managed ice load in Section 3.1 gave a predicted resistance of 884 kN, while the
Croasdale model with the modified parameters gave a predicted resistance of 543 kN.
Figure D.5 gives the velocity from the same time period for both the SAMS simulation
and the OATRC trial. Here the mean velocity of SAMS was 5.68 m/s, and the mean
velocity of OATRC was 5.87 m/s. The thruster force in surge for the same time period
are given in Figure D.6, here the mean thrust of SAMS was 1.08 MN and for OATRC
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Figure 10.1: Image 110 s into the OATRC 2015 transit simulation.

it was calculated to 1.01 MN. A screenshot 110 s into the simulation can be seen in
Figure 10.1.

Other results from the simulation yielded a maximum deviation in the sway position of
just under 2 m and an oscillating sway velocity with amplitudes no higher than 0.2 m/s.
The ice force in sway were varying fast and unpredictable, but had a mean value close to
zero and the force were within ±300 kN. The heading of the vessel was always within
±1° of the North direction while the ice force in heave was slowly varying with a mean
of −700 kN, i.e. a force pushing the vessel upwards.

10.3 Discussion
For simplicity the path of Oden during the OATRC full-scale test was assumed to be
in a straight line. This allowed the surge ice force from the simulator to be directly
compared to the full-scale OATRC data, however this will not necessarily give correct
results, e.g. if Oden was doing maneuvers that generated significant ice forces in sway.
One other substantial assumption is that the wind velocity in the simulation is assumed
to be zero, i.e. not exerting force on Oden and the surrounding ice field. This is however
not true since the wind in the OATRC full-scale data was around 10 m/s coming from
the starboard side of the vessel. Had this been taken into account in the simulation, the
ice forces would likely increase due to added ice friction and increased ice concentration
around the hull. As a result of this the simulation performed was an idealized test, and
the results should be interpreted with this in mind.

10.3.1 Validation Against Empirical Data

From Figure 10.2 it can be seen that the mean results from SAMS are slightly higher,
but in the right order of magnitude, compared to the ice forces from the OATRC trial.
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Figure 10.2: Predicted and simulated ice force in surge from OATRC simulation.

It should be noted that there is a high amount of uncertainty around this simulation as
to which part of the OATRC data to compare against. The simulation data have been
compared to a part of the OATRC data with relatively good accordance in velocity and
somewhat in ice forces, suggesting that the time period is representative for the vessels
movement, but not necessarily the concentration of the ice.

The fact that the ice thickness for the OATRC trial is most likely less than 1 m while
that for the simulation is uniformly 1 m, could be the one obvious reason for the 19 %
higher mean ice force from SAMS. The calculation method for thruster forces and thus
ice forces could be another reason. Pitch and RPM of the propeller is not taken into
account when the calculation of the thruster forces from the OATRC data was done,
only engine power as the method described in Juva and Riska (2002) was used. This
causes unreliable results as for instant, negative pitch on the propeller would still be
interpreted as positive thrust by the method.

It can be seen that the ice force increases towards the end of the SAMS simulation,
this could either be because of boundary effects with the wall or change in the ice field
concentration and floe size. At the end of the simulation the vessel is still more than
100 m from the wall, so boundary effects are assumed to give neglectable contributions.
Looking at the ice field in Figure A.1, a change in floe size and concentration is seen

86



10.3 Discussion

and can explain the increase in ice resistance.

As can be seen from Figures 10.2 and D.5, the SAMS and OATRC results coincide
reasonably well. The time period used in the comparison seems to be correct though
the methods used to calculate the ice force from the OATRC data as well as the ice field
configuration have a high degree of uncertainty as can be seen in Figure D.6, suggesting
the need for additional tests and better methods for calculating thruster forces.

10.3.2 Controller Performance

It can be seen that the velocity controller is not able to hold a constant velocity in the ice
field resulting in relatively large oscillations. Despite the oscillations the average veloc-
ity of the vessel is close to the setpoint of the controller, 5.68 m/s from the simulation
compared to the average velocity from OATRC data of 5.69 m/s, however the trend is
that the velocity is dropping towards the end. The drop in velocity can also be seen in
the OATRC trials indicating that the time period for comparison could be in the correct
region.

The oscillations seen in the velocity might be due to an aggressive tuning of the speed
controller. The aggressive tuning can easily be seen in the thruster forces which are
changing rapidly. It can also be seen that the thruster forces was saturated for a big
part of the simulation, this is probably helping to stabilize the controller and lessen the
oscillations. The rapid changes in the controller is unwanted as it wears out the thrusters
and engines, thus a need for a slower controller is present.

The controller seems to handle the ice forces well. There is little movement in sway
direction and the movements can in large be described with ice forces. The ice forces
in heave direction most likely have an important part in the oscillation in sway velocity,
when an ice floe is pushed under the vessel it will eventually go to one side before
emerging at the side of the vessel, this produces forces in sway direction which can
describe the oscillations in velocity. Though some oscillations are seen in the controller
and the controller is a bit too responsive, the controller is deemed satisfactory for this
simulation.

10.3.3 Validation Against Palmer and Croasdale (2014)

The comparison between SAMS and the Croasdale model show a 54 % higher ice force
for the Croasdale model compared to SAMS. One reason for the high predicted ice
force might be differences in the ice parameters used in the model, as all these were
based upon recommendations from Palmer and Croasdale (2014). As of this a modified
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Chapter 10. OATRC 2015 Transit Simulation

Croasdale model is also shown, and the results are more in line with both the SAMS
and OATRC mean results.

Figure 10.1 shows a screenshot 110 s into the transit simulation, and it can be seen that
there are little sliding along the hull, indicating that a lower ice field cohesion is needed
in the model. The ice-ice friction coefficient used in SAMS of 0.15 also indicates a lower
ice field cohesion. The figure also shows small build up of floes in front of the vessel,
indication a larger ice build up angle, β. These modifications to the Croasdale formula
gives results more in line with SAMS and OATRC, indicating that for this particular ice
field and Oden some tuning of the Croasdale parameters should be considered. Note
however that there exist a large degree of uncertainty in the parameters used in the
modified Croasdale model. In addition the velocity in the simulation was quite large,
and this will introduce more uncertainty into the model parameters. For instance the
large velocity leads to more breaking of floes, hence smaller build up and sliding along
the hull.

10.3.4 Validation Against Kjerstad et al. (2018)

Figure 23 in Kjerstad et al. (2018) presents full-scale data from the same OATRC trial
used for comparison in this thesis, obtaining a mean ice force of 822 kN. The ice forces
from Kjerstad et al. (2018) was estimated using accelerometers, and give a substantially
higher ice force than both SAMS and the calculated ice force from the OATRC trial
using the method described in Juva and Riska (2002). The difference in ice forces
from OATRC, using the Juva and Riska (2002) method and ice forces in Kjerstad et al.
(2018), is mainly due to different ways of calculating thruster forces, where the mean
thruster force from Kjerstad et al. (2018) is about 40 % higher than the results obtained
by the Juva and Riska (2002) method. The results from Kjerstad et al. (2018) imply
a propulsion efficiency of around 0.21 N/W which is around 70 % higher than what
Keinonen et al. (1996) predicts for Oden at 5.7 m/s. This could mean that the thruster
force should be lower than the one found in Kjerstad et al. (2018) resulting in lower
estimated ice forces. However this could also mean that the calculation from OATRC
data is giving a consistently low ice force, most likely the case is somewhere in between
these two.

Notice that Lubbad et al. (2018) did a simulation with a newer version of SAMS and
compared against the same OATRC 2015 trail data from 6.49AM to 7.05AM. The re-
sults from SAMS where in this case surprisingly close to the results from OATRC trial.
This could indicate that the newer version of SAMS is more accurate and realistic, how-
ever it could also be a product of more tuning to get the results to match.
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Chapter11
Transit Acceleration Feedback
Simulation

The transit acceleration FB simulation in this chapter have been carried out in order
to have a comparison for the reference controller without acceleration FB. The chapter
will first present the setup of the simulation, including the setup of the reference setup
without the acceleration FB controller, secondly the results from all the simulations will
be presented. Lastly the results are discussed and compared to analyze which gives the
best results.

11.1 Setup

To test the acceleration FB controller introduced in Section 7.4.2, a new simulation of
the setup described in Section 10.1 was performed. The simulation was modified with
a new velocity of 2 m/s and the acceleration FB gain was tuned to 0.6, 0.7 and 0.8 to
give multiple data sets for comparison. In addition a reference simulation without the
acceleration FB part of the controller was simulated in order to compare the performance
of the different controllers. All other parameters was the same as the simulation in
Section 10.1.

11.2 Results

Selected results from the transit simulations are shown in Figures 11.2 and 11.3 in addi-
tion to Figures D.7 and D.8. For these simulations the legend on each figure represents
the acceleration FB gain used, where 0 is the reference controller used for comparison.
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Chapter 11. Transit Acceleration Feedback Simulation

Figure 11.1: Image 360 s into the acceleration FB simulation with the reference controller.

Figure 11.2 shows the surge velocity for each simulation, Figure 11.3 shows the posi-
tion in sway during the transit and Figure D.7 shows the thruster force in surge which
have been filtered over 1 s. Figure D.8 shows the same thruster force as Figure D.7,
but in its unfiltered state and for a smaller time period. In addition Figure 11.1 shows a
screenshot of the simulation after 360 s, here with the reference controller, however for
all intents and purposes the visualization of the different simulations looks the same.

The figures shown are the most relevant and interesting states for comparison, however
it should be mentioned that the acceleration FB controller kept the heading within a
maximum deviation from zero with 1.3° for every FB gain. Towards the end it seemed
that the deviation started to increasingly oscillate, where every gain was in the same
range as the reference controller. Results showed that the sway velocity had oscillations
with period between 5 and 6 s and an amplitude of no more than 0.01 m/s in the accelera-
tion FB controllers. Note that some smaller oscillations was also found in the reference
controller. All gains showed decent performance in sway velocity and lay within the
range of the reference controller with the maximum amplitude registered at 0.06 m/s.
The combined thruster force in sway from the bow thrusters and azimuth thrusters show
big oscillations, but lay in the same range as the reference controller.

11.3 Discussion
It can be seen from the results of the acceleration FB simulation that oscillations are
present, this is true both for the reference controller and the acceleration FB controllers.
It can though seem like the acceleration FB controllers are slightly more oscillating and
more reactive, and this can be seen to also cause some instability towards the end. The
acceleration FB controller also carries forward the fastest changing ice forces, which
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Figure 11.2: Surge velocities from accelera-
tion FB simulations.
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Figure 11.3: Easting position from accelera-
tion FB simulations.

are unwanted, this can especially be seen in the unfiltered thruster force which are much
more responsive and more noisy than the reference controller. This can be fixed by
filtering the ice forces in a larger degree, however this will also introduce additional
delay to the controller which are unwanted. Another solution could be filtering of the
controller output, or a combination of the two solutions.

The simulation with acceleration FB does not seem to make much sense for this test and
the results clearly show that it is hard to distinguish which gain gives the best perfor-
mance. This indicates that the reference controller is fast enough to handle the ice forces
on itself, one option could thus be to tune the controller slower and use the acceleration
FB to handle the ice forces. This would then make the controller more stable and one
could expect that the controller itself would give better results for environments where
ice is not present. For this simulation the ice floes are also quite small, only giving slight
ice forces with low peaks. However had the ice forces been larger, e.g. ice ridges, large
ice floes, multi-year ice inclusions, one could expect better results from the acceleration
FB controller.

Since the presented results are hard to analyze it is difficult to determine if the accel-
eration FB controller enhances the performance, and it can at some times seem like
the acceleration FB controller is worse than the reference controller. It is also hard to
determine a trend as to which acceleration FB gain performs best/worst, and the only
conclusion that can be made is that the acceleration FB controller is not helping for this
particular simulation and more simulations are needed to determine the performance of
the acceleration FB controller. Based on the information from Section 4.2.1 that the
acceleration FB adds a virtual mass to the vessel this suggests that such a controller are
more suited for DP controllers than for maneuvering controllers.
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Chapter12
Dynamic Positioning and Ice
Management Simulation

This chapter presents the two major simulations for this thesis, these includes two DP
simulations in an ice field with and without IM support. The setup of the two simulations
will be presented first, and the simulation without IM support will be presented secondly
with results and a discussion. Lastly the results from the simulation with IM support will
be presented and discussed.

12.1 Setup

Two DP simulations were set up in order to test the implemented controller, one IM
strategy and the changes implemented into SAMS. The test was carried out in two sep-
arate simulations where the first was a lone DP vessel at the end of an ice field. In
Simulink the reference model was excluded and replaced by a stationary reference po-
sition and a zero velocity. This means that the derivative part of the controller was
trying to keep the velocity at zero even when out of position, and was chosen due to its
simplicity, stabilizing properties and computational efficiency.

The second simulation was with the same DP vessel, but in addition an IM vessel track-
ing an arced racetrack path with its closest point approximately 450 m in front of the
DP vessel. The modified version of Oden was used for both the vessels in the IM sim-
ulation, where the only difference between them being their starting position and their
control system. The DP vessel utilized the same setup as in the DP simulation. While
the IM vessel used the IM reference model and controller described in Sections 7.2.3
and 7.4.4 respectively. The IM vessel was set to hold a constant speed of 2.3 m/s and a
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Chapter 12. Dynamic Positioning and Ice Management Simulation

reduced speed of 1.4 m/s on the downstream turn in the West part of the path.

For the simulations the water current velocity was set to 0.3 m/s coming from North,
i.e to be coming directly toward the DP vessel at the open end of the simulation tank.
Additionally the ice floes were initialized with the same velocity as the current so no
velocity build up time was needed. Both the simulations was started as the DP vessel
started to interact with the drifting ice field, and stopped approximately 100 m before
the end of the ice field.

For the IM simulation removal of floes as described in Section 5.2.3 was performed,
both the removal of floes outside of the tank and floes with a mass under 100 000 kg.
This is approximately equivalent of an ice floe 10 m by 10 m in size and with a thickness
of 1 m. For the DP simulation the same removal of floes was performed, but for ice floes
with a mass under 1000 kg.

12.1.1 Ice Field

The ice field consists of three 1000 by 1500 m ice fields stitched together and created
as described in Section 5.3. The ice field can be seen in Figure A.2 and was made from
ice observations taken on Oden during OATRC 2015. In addition all ice floes smaller
than 15 m in diameter were removed, this compromises around 10 to 25 % of the ice
concentration observed around the vessel. At the far end of the ice field an additional
ice field containing large ice floes was added, this was not part of the observed data,
but was added to simulate ice pushing from behind. As of this the simulations were not
conducted in this part of the ice field.

The time and date of the ice observations as well as the values used to create the ice
fields can be found in Table 12.1. In the table Vn,min and Vn,max is the variable for
controlling the roundness of the floes. Note that only the total ice floe-size distribution
has been used. The distribution of first- and second-year ice as well as the snow depth
has been ignored as the simulator do not take this into account. Spread in the thickness
was not taken into account as only uniform ice thickness and properties are allowed.
The ice field has been given a uniform thickness of 1 m.

12.2 Dynamic Positioning without Ice Management

12.2.1 Results

Selected results from the DP simulation without IM support are shown in Figure 12.2
and Figures D.9 to D.14. Figures 12.2 and D.9 show the surge and sway positions of the
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12.2 Dynamic Positioning without Ice Management

Ice field Oden data Weibull IceMaker parameters

Offset x
Date and time of
observation (UTC) Concentration λ k

Vn,min
Vn,max

500
27.09.2015

17:52 0.85 13.5 0.83
5
8

1500
23.09.2015

05:19 0.85 6 0.75
5
8

2500
25.09.2015

14:16 0.88 4.6 0.58
5
8

Table 12.1: Data used to create the DP and IM ice field.

Figure 12.1: Image 1800 s into the DP simulation without IM support.

DP vessel respectively. Here it can be seen errors of up to ±2 m in surge and ±0.8 m
in sway, however the mean position in surge and sway was within ±1 cm. Figure D.10
shows the heading of the DP vessel and it can be seen that the heading error does not
exceed 4.1°. Figures D.11 and D.12 show the filtered ice and thruster forces in surge
respectively while Figures D.13 and D.14 show the filtered ice and thruster forces in
sway. The ice forces give a minimum force of −400 kN and a mean force of −41 kN in
surge, while a maximum of 98 kN and a mean force of 3.5 kN in sway are registered.
Note that for this simulation the bow thrusters make up approximately two-thirds of the
total sway force. A screenshot 1800 s into the simulation can be seen in Figure 12.1.

12.2.2 Discussion

It can be seen that during the entire test the vessel is not deviating more than 2.1 m from
its reference position in surge and 1 m in sway. In the simulations, the vessel encounters
ice floes up to 41× 106 kg, i.e. more than 3 times the mass of the vessel, nevertheless
the controller is fast and responsive enough to handle the added disturbance from the
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Figure 12.2: Northing position of Oden during DP simulation without IM support.

ice. The ice force in surge is quite low but with high peaks, despite the high peaks
the controller manages to keep the vessel close to its setpoint. The ice forces would
most likely increase significantly would the ice field have had a larger concentration.
This was however not possible to accomplish as the ice fields are created as multiple
single floes that cannot have any overlaps limiting the maximum concentration possible
to generate. As for this simulation the concentration of floes are low enough such that
the floes can in most cases drift around the vessel without exerting substantial force on
the vessel.

Approximately 1500 s outwards compromises an area with constantly higher ice forces,
this is due to a large ice floe being stuck around the bow of Oden. This increases the
frontal area drastically and catches more ice floes in front of the vessel, an image 1800 s
into the simulation of this can be seen in Figure 12.1. Note the increased channel width
behind the vessel and the removal of ice floes at the far end of the figure. Even though
the vessel is able to handle this situation and stays within a reasonable distance from
its desired position, the situation should be avoided with IM support as the situation
can easily escalate to a point where the vessel is stuck in the ice itself. In a denser ice
field the situation would most likely either push the vessel off its setpoint or enclose it
completely.

Another result of interest is the heading seen in Figure D.10, it can be seen that all
angles are within 4.1°. In the simulation it is known that all ice floes and the water
current comes straight from North, making a low heading error to the incoming floes
ideal. However in more realistic situations the ice drift direction might change rapidly
and ice drift and water current direction might not coincide. Additional parameters like
wind, which could make up a large contribution if hitting from the side of the vessel,
could together with worse ice conditions reduce the vessels ability to remain in DP
substantially.
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12.3 Dynamic Positioning with Ice Management

Figure 12.3: Image 8310 s into the DP and IM simulation, here the lower vessel is the DP vessel
and the upper vessel is the IM vessel.

The controller performance is deemed as sufficient with the controller being responsive
enough to handle even the biggest floes. However the simulation is unrealistic as no
DP operations would operate in moderate ice conditions without IM support or some
sort of mooring system. In addition the conditions are ideal, the ice concentration is
sufficiently low with weak and reasonably thick ice, making the operation easier than
what one could often expect in Arctic regions.

12.3 Dynamic Positioning with Ice Management

12.3.1 Results

Selected results from the DP simulation with IM support are shown in Figures 12.4
to 12.6 and Figures D.15 to D.25. The results are presented in Sections 12.3.1.1 and
12.3.1.2, where the results for the DP vessel are presented in the first section and the IM
vessel in the second. A screenshot of the simulation after 8310 s, showing both the DP
and IM vessels, can be seen in Figure 12.3.
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Figure 12.4: Northing position of Oden during DP simulation with IM support.

12.3.1.1 Dynamic Positioning Vessel

Figures 12.4 and D.15 presents the surge and sway position of the DP vessel with IM
support with maximum errors of −0.77 m in surge, 0.48 m in sway and a mean position
within 0.1 cm in both surge and sway. Figure D.16 shows the heading of the DP vessel
where a maximum deviation of 2.2° can be seen. Figures D.17 and D.18 show the
filtered ice and thruster forces in surge respectively while Figures D.19 and D.20 show
the filtered ice and thruster forces in sway respectively. The minimum ice force in surge
was −95 kN with a mean force of −5 kN, and in sway a maximum force of 113 kN,
minimum of −75 kN and a mean force of 608 N was registered.

12.3.1.2 Ice Management Vessel

The IM vessel was set up to follow the arced racetrack path as described in Section 7.2.3.
During the IM simulation the IM vessel managed to make 11 rounds of the arced race-
track path and the full path of the vessel are shown in Figure 12.5. In the figure, the
outline of the arched racetrack is shown with dotted lines as a reference. Figure 12.6
show the surge velocity, this have a mean of 2.34 m/s with a maximum of 4.1 m/s and a
minimum of 0.1 m/s. Figure D.21 presents the sway velocity, this has a mean of 0.4 m/s
and a maximum and minimum of 2.4 m/s and −0.8 m/s respectively. The crab angle
shown in Figure D.22 have been calculated based on the relative velocity, i.e. not the
absolute velocity shown in the other figures, where the three values going outside the
figure are deemed as not of interest due to low velocity at the time. The crab angle has
a mean value of 9.8°, a maximum peak of 48° and a minimum peak of −23°, note that
this is not including the peak values where the velocity is close to zero.

Figure D.24 shows the filtered thruster force in surge, the filtering was done with a
mean filtering over 1 s. The thruster force has a peak of 1.2 MN, i.e. the maximum force
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Figure 12.5: Path of the IM vessel during DP simulation with IM support.
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Figure 12.6: Surge velocity of the IM vessel during DP simulation with IM support.

the vessel can provide, while the mean force is 400 kN. The ice force in surge seen in
Figure D.23 and has a peak of −4.75 MN and a mean force of −186 kN. Figure D.25
shows the filtered ice force in sway, this has a mean force of −95 kN and maximum
peaks of −7.87 MN and 1.54 MN.

12.3.2 Discussion

The DP simulation with IM support are discussed in the following section. The discus-
sion is divided into two parts, one involving the DP vessel and one involving the IM
vessel. The IM vessel follows a predefined arched racetrack path which is common in
the industry, the path however is quite close to the DP vessel and only a first stage IM
operation is simulated. The IM vessel is creating a channel in the ice field, disrupting
the drift of the ice floes and hence reducing their mean velocity. As a result of this the
second DP simulation with IM support was simulated over a larger time period and the
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results on the two DP vessels cannot directly be compared based on their timestamp in
the figures.

12.3.2.1 Dynamic Positioning Vessel

Comparing the results from the DP vessel between the two simulations with and without
IM support, it is easy to see that the IM support greatly improves the performance of the
DP vessel. The maximum error in position are reduced by 36 % in surge and the mean
position is one-tenth compared to the DP simulation without IM support. This indicates
that the IM vessel manages to clear the area in front of the DP vessel, there are however
seen some larger ice floes hitting the DP vessel in the simulation, this is mostly due to
the fact that only a one stage IM support is carried out.

The performance improvement created as a result of the IM support is clearly seen in
the surge ice force on the DP vessel. The mean ice force in surge registered on the DP
vessel was reduced to one-eight, and the maximum ice force was reduced to one-forth of
its value from the DP simulation without IM support. This is credited to the IM vessel
as it manages to create a channel in the ice field in front of the DP vessel with large
areas of open water, resulting in large parts of the simulation with no ice forces, as can
be seen in the figures, especially in Figure 12.3 where the channel can clearly been seen.
Notice that the ice concentration is not only reduced in front of the DP vessel, but also
on the sides, allowing the ice floes to drift around the DP vessel. It should also be said
that a lot of the smaller ice floes has been removed by the IM vessel due to low mass
after breaking. Would the ice floes not have been removed like this it would most likely
not have any effect on the maximum ice force, but would probably give a larger mean
and a more stable ice force. The removal of ice floes was however necessary in order to
limit the total number of ice floes in the simulation.

From Figure 12.3 the close proximity of the two vessels during this simulation can also
be seen, this is not ideal as real IM operations usually have a bigger safety distance to
the DP vessel. However a larger safety distance would result in a larger ice field with
an impractical number of floes making the simulation time significantly longer. As a
result of the small safety distance the IM vessel with its racetrack path, interacted with
the ice floes in the Southwest corner in such a way that the ice floes are pushed into
the DP vessel. This is clearly seen in the ice force in sway on the DP vessel as it is
oscillating around zero and the fact that the positive forces are recurring with a certain
time period. Note that the maximum ice force in sway on the DP vessel are increased
by 13 % compared to the DP vessel without IM support. Though this is only a slight
increase, it would most likely have been bigger had the removal of floes not been present
or put at a lower value. Note that this increase in sway ice force is not expected and is a
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direct result of the close proximity between the vessels. This then shows the importance
of planning the IM support, not only in a safe distance from the vessel, but also at a
distance that reduces interactions between the vessels.

The thruster forces on the DP vessel with IM support can be seen to be more stable
compared to the DP vessel without IM support, this is expected as the incoming ice
field will have a lower concentration due to the channel created by the IM vessel. There
are however seen some noise on the thruster forces in both simulations indicating that
the controller is a bit too reactive. This is also seen in the position and heading as any
errors are followed up by an overshoot creating an error in the opposite direction. The
controller was tuned to be aggressive due to the ice, but this can indicate a too aggressive
controller. Despite this the performance is considered to be well within the expectations
for this thesis. The noise can also indicate that the LP filter is not able to filter out the
added noise, this could be solved by tuning the LP filter more or by using more advanced
filters such as a cascaded LP and notch filter. However, this would also introduce more
unwanted delay in the system.

All the results point to the fact that the IM support greatly improves the DP capability of
the DP vessel, this was as expected with the ice field used in the simulation. Limitations
on the number of floes the simulator could handle, while still have reasonable simulation
times limited the safety distance possible to use, hence some floes was unrealistically
pushed towards the DP vessel. This indicates that care should be taken when choosing
the path of the IM vessel to avoid this.

12.3.2.2 Ice Management Vessel

The path the IM vessel was supposed to follow was the arched racetrack described in
Section 7.2.3, and it can be seen that a decent tracking is achieved. The general trend
is that it overshoots a bit in the Southeast corner of the path and is not able to track
the North part of the path. This is however acceptable as the reference model is most
concerned with the heading of the IM vessel and the fact that it does not reach the North
part of the path is of no particular concern. It can also be seen that on three of the laps
it overshoots quite drastically in the West side of the path, this is due to the IM vessel
hitting/getting stuck in relatively large ice floes in the North part of the path. Following
the path it can be seen that all of the overshoots happen in the last half of the simulation
as well as two happening straight after one another. This suggests that the controller is
not able to stabilize itself in a large enough degree. At the same time it can suggest that
the last part of the ice field proves to be to difficult to handle for the controller.

The ice forces on the vessel can be seen to be large, this is especially true for the sway
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ice force. It can also be seen that the largest sway ice forces occur a few minutes after
the large surge ice forces. The large sway ice forces also coincide with the overshoot
of the Southwest part of the track indicating that they are a direct consequence of the
larger floe in the last part of the ice field. The sway ice force is in these cases helping to
minimize the overshoot as they will lower the crab angle in the turn. Though the vessel
is designed to handle large ice forces the design often looks at ice forces from the bow
or aft part of the vessel, large point loads from the sides might therefore cause damage
to the hull of the vessel. This could in this instance be reduced by either increasing
the turning radius or reduce the velocity. Reducing the velocity can however cause a
problem with the vessel getting stuck in large ice floes.

It can be seen from the results that the velocity controller has some overshoot. In the
simulation this makes it easier to break the floes and avoid being stuck, however in
reality this would put extra stress on both the vessel and the crew. The ice forces from
the increased velocity causes accelerations of more than 1 m/s2 which for the small
periods they are applied causes vibrations that put stress on both the crew as well as the
vessel and its equipment. As of such the velocity controller should be tuned to be more
damped to avoid the large overshoots.

Throughout the simulation it can be seen from Figure D.22 that the crab angle is for the
most part positive. This is as expected as the vessel is for the most part conducting a
counter clockwise turn, however the crab angle also causes the vessel to drift of path
which can be seen especially in the Southeast part of the path. The crab angle is in
some way taken into account in the long lookahead distance in the IM reference model,
however this does not take difference in crab angle in the different part of the path or at
different velocities into account. The current drift is neither taken into account and this
should be calculated to get a crab angle from the current velocity. This could then be put
into the controller to achieve better tracking. These two improvements would decrease
the need for a long lookahead distance and get the vessel closer to its intended position,
especially in the North part of the path.

As can be seen in Figure 12.3 the channel behind the IM vessel is quite wide and empty.
This is mostly due to the removal of floes, but also partly the ice concentration and
velocity of the vessel. The wide channels make the task easier as the ice floes are pushed
to the sides more easily than what would be the case had the ice field had a higher ice
concentration. The removal of ice floes also has a direct impact that they do not create
sliding friction on the vessel while moving over the side and under the vessel. This likely
reduce the overall ice resistance quite a lot and make the IM operations easier and less
realistic than what would have been the case without the removal. However the ice floe
removal is necessary as the introduction of small floes creates additional computations.
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As the simulator needs to not only calculate the forces the ice floes has on the vessel, but
also the forces they exert on each other and their interactions, the computational time
increases quadratically with the amount of ice floes. Earlier tests showed that just two
rounds with the IM vessel in the specified arched racetrack can double the amount of
floes present if the minimum size of floes are set to 1000 kg instead of 100 000 kg. This
would mean that the simulation carried out in this thesis would have to run for at least a
few days to complete, making it highly impractical, if not also impossible.

It should also be mentioned that normal IM operations are not carried out by control
systems, but by means of manual control. This is in part due to the unpredictable nature
of ice which might call for changes in the path midway to either avoid or hit ice floes that
might be a threat to the stationary vessel or structure. Manual control also makes it easier
to conduct ramming, i.e. hitting ice floes or ice ridges multiple times, these maneuvers
and when to do them can be difficult to calculate for a control system, especially since
there often exists a lot of unknowns and even the manual control often are conducted
more on instinct than after a specific procedure.
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Chapter13
Discussion of Simulator Improvements
and Modifications

This chapter will first discuss some of the key elements regarding the implementations
and modifications to the SAMS code and TCP interface made for this thesis. Lastly a
discussion on the manual control application is made regarding its possible applications.

13.1 SAMS and the TCP Interface

One big consideration with the implementations carried out in SAMS for this thesis is
that SAMS is under constant development, hence the implementations needed to be well
documented in order for ArcISo to easily adapt them into their main version of SAMS.
For this reason it was natural to implement the TCP interface in a separate library so
it easily could be integrated into SAMS. However other parts of the implementations
performed for this thesis, such as adding multiple vessels, could not be performed as
a separate library because of how closely linked it is to the SAMS source code. These
modifications were then carried out by trying to modify as little as possible in the main
files of the SAMS source code and creating new versions of existing files needed, e.g.
the RHAS.itconfig file, where the additional vessel data is specified. This resulted in
having multiple files which have a similar function resulting in an unnecessary amount
of files in the source code. The implementations was however performed in this manner
at ArcISos request since the code is under constant development, and files could be
modified by ArcISo after the work on this thesis are concluded.
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13.1.1 Performance Enhancements

The performance of the simulator has throughout the thesis been a problem, as of such
the TCP interface and additional improvements in SAMS have been carried out in a
way that minimizes the extra computations needed. One example is if there is a long
distance1 between the external software and SAMS on the network, or the external soft-
ware needs prolonged time to compute results. In this case the simulation performance
will reduce drastically. This have been tried solved by both unlinking the frequency of
the simulator and external program, and computing the forces form the external program
in parallel with the computations in SAMS. Unlinking the frequency from the simulator
and the external software proved easy to accomplish, but as the control system in the ex-
ternal software in most cases need quite a high update rate and SAMS cannot simulate at
a lower frequency than the external software, this solution proved to only add additional
failure handling, complexity and computations. The solution with running in parallel
though showed promising results. However as the rest of the simulator is sequential, the
increase in performance was minimal and in a large degree gone because of additional
failure handling. However it showed that the possibility of a simulator utilizing parallel
processing and multiple cores can be possible. It should be noted that one of the main
reason that this has not been performed by ArcISo is that this would make the simulator
random, i.e. it would not be possible to recreate results.

Instead of trying to improve the computation efficiency the main performance enhance-
ments have been on reducing the computational need. This is the case for the removal
of floes when they drift out of a designated area and the removal of floes under a certain
mass. Especially the first one can be utilized with no extra assumptions or introduction
of additional uncertainties, if used correctly. This means that the removal of floes needs
to be performed at a far enough distance from the vessels such that no effect from the
ice floes interacts with the vessel(s). However this distance might not always be easy to
determine and the method first shows its potential when the ice field is large such that
a large part of the ice field can be removed during a simulation. This is the case in for
instance the DP simulation with and without IM support.

The other case is the removal of floes once they are broken into smaller floes. The main
problem with this method is that it removes ice that in reality should still be there, thus
reducing the total concentration. It should be noted that even in the original SAMS
code removal of small floes are carried out, this is necessarily should the calculation
be possible for long time periods as small ice floes will drastically increase the com-

1Refers to the total distance between datapoints (nodes) that the data-packets goes through on the
network during the transmission. The bandwidth, latency and utilization of the network also affects the
transmission time.
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putations while not increasing the overall ice force by much. However finding a good
value for this minimum floe size might be challenging as the need for efficiency and fast
calculations need to be compromised with accuracy. This is one of the main reason the
statistical output was implemented into SAMS in this thesis, namely to get the size of
the removed ice floes. This makes post processing possible, speeding up the simulation
as well as give good qualitative results for comparison of different IM strategies.

One other possibility to enhance the simulation performance is to create an area around
the vessel in which the calculations on the ice floes are the same as in SAMS, while
ice floes outside this area are regarded as sleeping. This means that for the sleeping
floes no ice-ice calculations would need to be performed, thus reducing the calculations
needed for the total ice field. When an ice floe drifts into the specified area around the
vessel, it will need to be treated as an awake ice floe and ice-ice calculations would
then be performed again. The challenge for this implementation is to determine the area
for where the ice floes are regarded as sleeping, if this is chosen to small the ambient
ice pressure around the vessel may not be correct, and if this is chosen to large the
computational efficiency drops.

13.1.2 Vessel Interaction

The implementations completed in SAMS to allow for multiple vessels was achieved
by modifying the original SAMS source code to allow for the additional initialization
and handling of multiple vessels. The modifications did however not include collision
detection and structure interactions between two vessels. This means that if a collision
were to happen it will prompt an error message and SAMS will shut down. All simu-
lations in this thesis have been carried out with the goal of no interactions, as of so a
collision would make the simulation invalid. Simulations involving vessel contact, like
docking or transfer of equipment or crew between vessels are seen as outside the scope
of this thesis and therefore not considered.

13.1.3 Hydrodynamics

The possibility to compute the hydrodynamic forces in the external software removes
the effect of the propeller wake between different vessels, however as discussed earlier,
vessels will in most cases be far apart thus making this wake effect minimal. Note that
even though the propeller wake do not have any effect between vessels, the ice floe
interactions they create and forces they exert on ice floes are still active in the simulator.
The main advantages of the external hydrodynamic calculation is better control and
the ability to simulate more complex environments and add additional parameters to
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the model. For instance wave forces or complex current environments can easily be
added in an external software, while it is not possible to do in the simulator without
direct access to the source code. In addition wind forces on the vessel can be calculated
without the need to model the complete structure, as it needs to be if the wind forces in
the simulator should be correctly applied.

13.1.4 Possibilities with TCP Interface

One of the major tasks for this thesis has been to open up the possibility to connect
external software to SAMS, and thereby the possibility to implement a control system
controlling a vessel in SAMS. This has been accomplished successfully where Simulink
have been the external software used in this thesis. The use of Simulink opened the pos-
sibility to add a hydrodynamic model, hence calculate all hydrodynamic forces outside
of SAMS. This can be pushed even further and the TCP interface created makes it
possible for other simulators to connect to SAMS making it possible to simulate other
parameters than what SAMS was originally intended to. For instance the vessel-ice in-
teraction can be expanded to calculate deformations in the vessel hull using a suitable
external software.

13.2 Manual Control

The manual control application described in Section 7.7 was created more as a proof of
concept and to showcase the possibilities of the TCP interface implemented into SAMS.
As this application utilizes rapidJSON as a serialization format the efficiency is reduced
compared to sending raw data. However this provides great flexibility and the ability to
use the same structure for multiple vessels.

The application is currently set up to only control the modified version of Oden used
in this thesis, and in order to make this application more versatile it should be able
to dynamically change the web application. This would make it possible to control
any vessel with any thruster configuration, in addition the possibility to control multiple
vessels should be implemented. This could be done either with multiple tabs in one such
application or several applications each controlling one vessel. However the biggest
improvement needed for this to be a useful solution is to speed up the simulation time,
the easiest way to do it would be to use a more efficient serialization format as well as
remove the proxy server.

Tests have shown that it is possible to set up the web application as a website which
smartphones, tablets or computers can connect to and control a vessel in SAMS. The
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main problem with the web application is the quantification of where the vessel is lo-
cated in the simulation tank, since only numbers for the position and velocity are shown
in the web application. Another problem is that there does not exist any way to limit
the update frequency of the simulator, for manual control one would want a fixed time
step, i.e. real-time, two times real-time etc. Before this is accomplished and the web ap-
plication is set up to automatically configure and open both the simulator and the proxy
server on startup, the web application has little practical use. However the application
could with a few improvements be released together with SAMS as a separate module
used for e.g. training or onboard the bridge of a real expedition vessel in the Arctic as a
tool for the operator.
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Chapter14
Conclusion

The improvements and modifications to SAMS presented in this thesis have been suc-
cessfully implemented where the improvements include, among others, the added possi-
bility for several vessels, the removal of ice floes and the ability for external software to
connect to SAMS. The TCP interface implemented shows that it is possible for external
software to connect to SAMS and control one or several vessels in a reliable manner. It
was shown that the removal of ice floes can greatly improve the simulation time, with
the implementation of removing ice floes outside of a predefined scope and removal of
ice floes under a certain mass. The removal of ice floes should however be used with
caution with regards to both accuracy and simulation performance.

It have been shown that the connection to SAMS using the TCP interface can be achieved
with different external software, making it a highly flexible solution. The manual con-
trol proved to be a good proof of concept, even though not used in the simulations in
this thesis. With the use of Simulink the possibility to calculate hydrodynamic forces
outside of SAMS is demonstrated, and can easily be extended to calculate other forces
as well.

The control systems have shown that they are able to perform on a good level even in
harsh ice conditions. Both the DP and IM control system performs better than expected
and shows that the simulation of long and complex operations can be achieved in SAMS
if the right precautions are taken. The acceleration FB controller however showed to be
of little use, partly due to a responsive reference controller and partly due to relatively
easy and constant ice conditions during the simulation. The simulator turned out to give
reasonable results in both level ice and managed ice compared to empirical models and
full-scale data, however the many uncertainties in ice parameters made it difficult to
tune the simulator correctly to recreate full-scale trial data.
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14.1 Further Work

There are still some work and improvements that can be implemented based on the
discussion and conclusion. This can mainly be divided into three parts where the first
part involves SAMS, the second part the TCP interface, and the last part involves the
controllers.

Although every objective in the scope regarding the improvements and additional fea-
tures to be added in SAMS was completed in a satisfactory manner, there are still some
limitations found and they are:

• Multithreading for increased computational speed.

• Collision handler to handle collisions and contacts between vessels.

• Non uniform ice fields with different thicknesses as well as ice parameters, allow-
ing for simulations of ice ridges and multi-year ice inclusion.

• Implementation of a zone around the vessel where every ice floe inside the zone
are regarded as awake, and every ice floe outside the zone is regarded as sleeping.

The TCP interface have proven to be able to do more than the scope in this thesis,
however some improvements could be:

• Utilization of asynchronous/parallel transmission of data.

• Data validity checks including the ability for the external software to decide if
hydrodynamic forces should be calculated in SAMS at startup.

The controllers implemented for this thesis can be divided into two parts, where one
part involves the manual control application and the second part involves the control
systems implemented in Simulink. The manual control application here refers to the
web application and the proxy server as illustrated in Figure 7.10, and the further work
needed can be described as:

• Remove the need for a proxy server.

• Redesign of the GUI to make the layout dynamic with regards to the thruster
controllers displayed.

• More efficient serialization format for improved performance.

• Support for multiple vessels.

All simulations carried out in Simulink was performed with simple controllers, and
more complex controllers together with a more advanced hydrodynamics model are re-
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quired if more advanced simulations are to be performed. When discussing the possible
improvements to the controller this includes the observer, reference model and thruster
allocation, and some of the improvements could be:

• Controller:

– Hybrid control for both ice and open water maneuvering.

• Observer:

– Signal fusion for several input signals.

– Filtering of signals in case a loss of signal.

• Reference model:

– Gain scheduling for different input amplitudes.

– Inclusion of water current in IM reference model.

• Thruster allocation:

– More advanced thruster dynamics.

– Inclusion of rudder instead of azimuth thrusters.

• Hydrodynamics:

– Tune damping and fluid memory effects to better coincide with trial data.
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AppendixA
Ice Fields

Figure A.1: Ice field used for OATRC 2015 transit and acceleration FB simulations.
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Figure A.2: Ice field used for DP and IM simulations.
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AppendixB
Ice Resistance Models

B.1 Lindqvist (1989)

Rice = (Rc +Rb)
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Ship Parameters

V Ship speed
L Ship length
B Ship beam
T Ship draft
α Waterline angle

Ψ
Average bow flare
angle at waterline

ϕ Stem angle

Ice parameters

h Ice thickness
σf Flexural strength
E Young’s modulus
ν Poisson’s coefficient
ρice Density of ice
ρwater Density of water
µsi Structure-ice friction coeff.

Table B.1: Table of parameters required for the Lindqvist resistance model.

B.2 Keinonen and Browne (1991); Keinonen et al. (1996)

R(V )total = R(V )ow +R(1 m/s)ice +R(> 1 m/s)ice

For ships with fully formed bows:

R(1 m/s)ice =0.015 · h1.5
e · Cs·

B0.7 · L0.2 · T 0.1· Ship size correction
(1− 0.0083(t+ 30)) · Ch· Friction correction
(0.63 + 0.00074σf )· Ice strength correction
(1 + 0.0018(90−Ψ)1.6) · (1 + 0.003(β − 5)1.5), Bow form correction

R(> 1 m/s)ice =0.009 · (Vincrease/
√
gL)·

B1.5 · L0.5 · he· Ship size correction
(1− 0.0083(t+ 30)) · Ch· Friction correction
(1 + 0.0018(90−Ψ)1.6) · (1 + 0.004(β − 5)1.5). Bow form correction
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For ships with sharp chined shoulders:

R(1 m/s)ice =0.08 + 0.017 · h1.25
e · Cs·

B0.7 · L0.2 · T 0.1· Ship size correction
(1− 0.0083(t+ 30)) · Ch· Friction correction
(0.63 + 0.00074σf )· Ice strength correction
(1 + 0.0018(90−Ψ)1.4) · (1 + 0.004(β − 5)1.5), Bow form correction

R(> 1 m/s)ice =0.009 · (Vincrease/
√
gL)·

B1.5 · L0.5 · he· Ship size correction
(1− 0.0083(t+ 30)) · Ch· Friction correction
(1 + 0.0018(90−Ψ)1.4) · (1 + 0.003(β − 5)1.5). Bow form correction

Ship Parameters

V Ship speed
L Ship length
B Ship beam
T Ship draft

β
Average buttock
angle at waterline

Ψ
Average bow flare
angle at waterline

Ice parameters

h Ice thickness
σf Flexural strength

ρwater Density of water
hs Snow thickness
t Ice surface temperature
Ch Hull condition factor
Cs Salinity of water factor

Table B.2: Table of parameters required for the Keinonen resistance model.
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B.3 Riska (1998)

Rice = C1 + C2V,

C1 = f1
1

2 T
B

+ 1
BLparh+ (1 + 0.0021ϕ)(f2Bh

2 + f3Lbowh
2 + f4BLbowh),

C2 = (1 + 0.0063ϕ)(g1h
1.5 + g2Bh) + g3h

(
1 + 1.2

T

B

)
B2

√
L
.

Value
f1 230 N/m3

f2 4580 N/m3

f3 1470 N/m3

f4 290 N/m3

g1 18 900 N/m2.5/s
g2 670 N/m3/s
g3 1550 N/m3.5/s

Table B.3: Constants in Riska resistance model, courtesy of Hu and Zhou (2016).

Ship Parameters

V Ship speed
L Ship length
B Ship beam
T Ship draft
Lbow Bow length
Lpar Parallel mid-body length
ϕ Stem angle

Ice parameters
h Ice thickness
σf Flexural strength1

µsi Structure-ice friction coeff2.

Table B.4: Table of parameters required for the Riska resistance model.

1Value of 500 kPa incorporated in coefficients.
2Value of 0.15 incorporated in coefficients.
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AppendixC
Oden Data

L Ship waterline length 93.2 m
B Ship beam 29.2 m
T Ship draft 8 m
DW Ship dead weight 11 927 005 kg
Lbow Bow length 30 m
Lpar Parallel mid-body length 28 m

β
Average buttock
angle at waterline 0.43 rad

Ψ
Average bow flare
angle at waterline 1.159 rad

ϕ Stem angle 0.34 rad
α Waterline angle 0.379 rad

Table C.1: Vessel parameters for Oden.
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Figure C.1: Blueprint showing the modified thruster position of Oden.
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AppendixD
Results

D.1 Observer Verification
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Figure D.1: Scaled version of Figure 7.4.
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Figure D.2: Scaled version of Figure 7.5.

IX



780 800 820
99

99.5

100

100.5

101

Time [s]

N
or

th
in

g
[m

]

Actual

Observer

Noise

Figure D.3: Actual, estimated and unfiltered
northing positions with 20 times normal white
noise.
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Figure D.4: Actual and estimated velocities
with 20 times normal white noise.

D.2 OATRC 2015 Transit Simulation
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Figure D.5: Actual and simulated surge veloc-
ities from OATRC simulation.
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Figure D.6: Predicted and simulated thruster
forces in surge from OATRC simulation.

X



D.3 Transit Acceleration Feedback Simulation
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Figure D.7: Filtered thruster forces in surge
from acceleration FB simulations.
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Figure D.8: Unfiltered thruster forces in surge
in a smaller time interval from Figure D.7.
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D.4 Dynamic Positioning without Ice Management
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Figure D.9: Easting position of Oden during DP simulation without IM support.
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Figure D.10: Heading of Oden during DP simulation without IM support.
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Figure D.11: Filtered ice force in surge of Oden during DP simulation without IM support.
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Figure D.12: Filtered thruster force in surge of Oden during DP simulation without IM support.
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Figure D.13: Filtered ice force in sway of Oden during DP simulation without IM support.
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Figure D.14: Filtered thruster force in sway of Oden during DP simulation without IM support.
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D.5 Dynamic Positioning with Ice Management

D.5.1 Dynamic Positioning Vessel
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Figure D.15: Easting position of Oden during DP simulation with IM support.
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Figure D.16: Heading of Oden during DP simulation with IM support.
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Figure D.17: Filtered ice force in surge of Oden during DP simulation with IM support.
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Figure D.18: Filtered thruster force in surge of Oden during DP simulation with IM support.
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Figure D.19: Filtered ice force in sway of Oden during DP simulation with IM support.
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Figure D.20: Filtered thruster force in sway of Oden during DP simulation with IM support.
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D.5.2 Ice Management Vessel
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Figure D.21: Sway velocity of IM vessel during DP simulation with IM support.
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Figure D.22: Crab angle of IM vessel during DP simulation with IM support.
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Figure D.23: Filtered ice force in surge of IM vessel during DP simulation with IM support.
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Figure D.24: Filtered thruster force in surge of IM vessel during DP simulation with IM support.
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Figure D.25: Filtered ice force in sway of IM vessel during DP simulation with IM support.
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AppendixE
Documentation

E.1 RHAS.itconfig

This configuration file is read in after the SAMS.itconfig file and is used for the additional
properties needed for free moving structures in SAMS. The file consists of several JSON
objects where the first two contains parameters for setting up and controlling the simu-
lation environment, then the following JSON objects define the additional structures.

RHASProperties

The first JSON object RHASProperties has eight members:

• ”enableTowingCarriage” : Boolean

• ”portNumber” : Integer

• ”numberOfRHASShips” : Integer

• ”useJSON” : Boolean

• ”useCustomHydrodynamics” : Boolean

• ”initializeStructureAtRest” : Boolean

• ”iceFloesInitVelocityX” : Double

• ”iceOutputWaterVelocity” : Boolean

”enableTowingCarriage” control whether the towing carriage should be activated or not,
setting this to true disables the TCP interface.

”portNumber” specifies the port for the first vessel, any additional vessels will have this
port + i, where i is an integer going from one and increasing by one for every additional
vessel. The 5th vessel will for example have port number “portNumber” + 4.
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”NumberOfRHASShips” specify how many extra vessels should be initialized. Note
that one vessel is always initialized from SAMS.itconfig. That means that if three vessels
are wanted two should be specified here. Likewise if zero is specified only the vessel
initialized in SAMS.itconfig will be initialized.

”UseJSON” enables or disables the use of RapidJSON as serialization format for en-
coding and decoding of the TCP data. For use with Simulink this should be set to false.
Setting this to false means the data will be sent as a bytestream, for information on how
this bytestream looks like please see Section E.2. This should be set to true if the man-
ual web application is used, note that multiple vessels and custom hydrodynamics are
not possible in the web application.

”useCustomHydrodynamics” enables or disables the hydrodynamics acting on the ves-
sels. When set to true the simulators own hydrodynamic calculations for the vessels
are disabled, and all hydrodynamic forces must be sent in to the simulator as six double
precision values (three forces and three moments). Note that the simulator still calculate
hydrodynamic forces on ice bodies. When set to false the simulator calculates the hy-
drodynamic forces acting on each vessel on its own. Note that this function only works
when ”useJSON” is set to false.

”initializeStructureAtRest” enables or disables the calculation of the static rest position
of the vessels. When put to true the simulator will calculate the exact static rest position
and move the structure to this position.

”iceFloesInitVelocityX” give the ice floes a start velocity in surge equal to the specified
velocity. This is used when relatively large current velocities are simulated and no build
up time for the current velocity is possible.

”iceOutputWaterVelocity” enables or disables the logging of the water velocity vectors.
These vectors are used in IceView for visualization of the simulation, where they are
great for visualization how the thrusters operated during a simulation. Note that not
much additional time is needed for logging of these vectors, but the output files quickly
becomes large.

IceFloeRemoval

The second JSON object IceFloeRemoval controls the removal of ice floes that go out-
side a designated scope. The main use for this object is when current is enabled for
large ice fields, as ice floes that drift outside the scope/tank can be deleted and thus save
computational power. The object has three members:

• ”enable” : Boolean

• ”xPosition” : Integer

• ”timestep” : Float
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”enable” enables or disables this custom removal of ice floes. When disabled the sim-
ulator works as without the ice floe removal and none of the other members have any
influence.

”xPosition” controls the position for where to remove ice floes. All ice floes that have
a center position lower than this value will be removed. Note that it only looks at the
center position of the ice floe, precaution should thus be taken to avoid removing ice
floes that could still be of interest.

”timestep” controls how often this removal should happen, the time step is given in
seconds. To save computation this can be set to a higher number, if the removal should
be run each time step this can be set to the time step of the simulator.

Structures

The following JSON objects is for the structures. Since multiple structures can be ini-
tialized (all in separate objects) all needs unique names. This is achieved by adding the
structure number after the object name, i.e. structureProperties1, structureProperties2,
structureProperties3 . . . . Note that there can be more of these structure-objects than
”numberOfRHASShips”, in that case only the n first structures will be initialized. Note
however that there must never be fewer structures than specified in ”numberOfRHAS-
Ships”. The JSON object itself is the same as that found in SAMS.itconfig note how-
ever that here the values of ”axis on rb X”, ”axis on rb Y”, ”axis on rb Z” and ”pro-
peller thrust” have nothing to say for the results. Note also that ”enableThrustApplica-
tion” should be set to true, if not no thruster forces can be put on the structure.
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Figure E.1: Overview Simulink template.

E.2 Simulink

Looking at the overview picture in Figure E.1 it shows a template of how the Simulink
model is set up. In between these two blocks seen here a control system can be added,
where the green block is the receiving end from SAMS and the red block sends the
calculated thruster forces and hydrodynamic forces to SAMS. Note that the force given
in to the thruster force should be a vector (mux) inside a vector (mux) with three double
precision values for the number of thrusters specified for the vessel. The values from
this should be given in the BODY-reference system. For all the received values these
are given in NED coordinate system. Note if ”useCustomHydrodynamics” is enabled,
six additional forces needs to be added at the end, this will be sent in the same way
as thruster forces and given in a NED-reference system, note that the three first are
linear forces and the last three are moments. The system should be made continuous
with fixed step size. To change the port number or the address for the computer to
connect to one can double click one of the blocks in the subsystem. Then something
like Figure E.2 can be seen. Here one can double click TCP/IP Receive/Send and a
dialog box like the one in the figure will show up. Here the IP (remote) address and port
number can be changed, also the timeout value can be specified. Note 127.0.0.1 is an
address that specify that it should connect to the current computer or “localhost” as it is
also called. For the receive block the block sample time must be set, and this should be
equal to the frequency specified in the SAMS.itconfig file. To make sure everything is
run in the right order (this is essential when running multiple vessels) one should right
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Figure E.2: Inside the ”send” block from Figure E.1.

click the systems in the overview and go to properties. Here the priority should be set,
where the receive should have lower priority that the send, and vessel one lower than the
subsequent additional vessels. Multiple vessels can easily be supported by copy pasting
the template and changing the port number and priority like mentioned over.
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Figure E.3: Web application signal flow.

E.3 Web Application Documentation

About

This web application is for controlling one modified vessel in the SAMS simulator with
the different controllers in the web application, where each slider/joystick controls one
thruster. The communication between the web application and the simulator is happen-
ing over a TCP/IP connection and thus do not need both to be run on the same computer,
note that this application is more of a demonstration and proof of concept than for any
useful control application of the vessel (however with further development this can for
instance be used as a training tool for captains in the future). The application sends
JSON objects of forces calculated from the joystick and slider bar in the web applica-
tion, and is also receiving JSON objects from the SAMS simulator consisting of the
position and velocity of the vessel. To do this a proxy server has been created backend
with NODE.js, this is where the conversion from the joystick- and slider values to forces
and further creates a JSON object for sending to SAMS. JSON objects coming from the
simulator with position and velocity is also received in the proxy server before it is sent
to the web application, see Figure E.3.

https://nodejs.org/en/
https://www.json.org/

Prerequisites

• Windows 64-bit.

• SAMS simulator with the TCP interface implemented.

• Node.js for the proxy server.

• Browser supporting HTML and JavaScript.

Setup

There are three steps in the setup of this web application:

Firstly the simulator has to be setup. In the RHAS.itconfig file enableTowingCarriage
has to be set to false (to disable the towing carriage and use an external control system),
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Figure E.4: Illustration of setup of proxy server.

portNumber needs to be specified (this is the port number the proxy server connects to),
and lastly useJSON needs to be true (this is to send and receive JSON objects).

The second step is to start the proxy server so a connection can be setup, this is done in
a command prompt window, and after navigating to the correct file path simply start the
proxy server by typing:

node proxy.js

Three variables are needed for the setup, the first is the port for connecting to the web
application (the JavaScript client), the default is set to port 99. The second is the IP-
address for the simulator (the IP-address of the computer the simulator is started on),
the default address is set to localhost. The last variable is the port for the simulator, this
needs to be the same as the one set as portNumber in the RHAS.itconfig file, the default
port is 100.

NOTE: Starting the simulator first is essential for the connection to happen, if no con-
nection is made then the proxy server shuts down, also the proxy server and web appli-
cation needs to be run on the same computer, the setup should look like Figure E.4.

The last step is to connect the web application to the proxy server, this is done by
specifying the portnumber as the same as the first port in the setup of the proxy server
(not the same as in RHAS.itconfig). Now a connection to the proxy server can be made
and the simulation can be started.

In order to start another simulation after one is started the simulator, proxy server and
the web application needs to be restarted (or refreshed).
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E.4 Output

Parameter Name in file Unit Note
Time T s
Position x, y, z m
Attitude ksi, theta, psi rad
Velocity u, v, w m/s
Angular velocity p, q, r rad/s

Crushing ice
force

IceF X crush
IceF Y crush
IceF Z crush

N

Rigid ice force
IceF X rigid
IceF Y rigid
IceF Z rigid

N
Not physically correct,
needs to be filtered.

Drift velocity
Current X
Current Y
Current Z

m/s

Wind velocity
Wind X
Wind Y
Wind Z

m/s

Hydrodynamic
force

HydroF X
HydroF Y
HydroF Z

N
In CG.
Only if custom hydro-
dynamics is enabled.

Hydrodynamic
torque

HydroT X
HydroT Y
HydroT Z

N m
In CG.
Only if custom hydro-
dynamics is enabled.

Thruster
forces

Thr i X
Thr i Y
Thr i Z

N
BODY frame thruster position.
i is the thruster number.

Table E.1: Output format provided by the simulator.
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Parameter Name in file Unit Note
Time T s
Position x, y, x m
Mass mass kg

Outside Scope Outside Scope boolean

true if the removed floe was
removed outside the specified scope,
false if the floe was removed as a
result of a low mass.

Table E.2: Output format for the removed floes output file.
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AppendixF
Simulink Model

F.1 Color Coding

Color Block type Examples
Green Sources Input ports, constants, TCPIP receive
Magenta From
Red Sinks Output ports, terminators, to workspace
Orange Goto

Light blue Memory
Integrator, derivative, unit delay, state-space,
transfer functions, zero-order hold, memory

Grey Logic Action port, if, for loop
Yellow Others Gain, sum, subsystem, math function, scope

Table F.1: Color coding scheme for Simulink blocks.
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F.2 Main Model

Figure F.1: Overview of main model.
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F.3 Reference Models

Figure F.2: Overview of reference model.
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Figure F.3: Overview of velocity reference model.
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Figure F.4: Overview of IM reference model.
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F.4 Observer

Figure F.5: Overview of observer model.
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F.5 Controllers

Figure F.6: Overview of DP PID controller.
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Figure F.7: Overview of acceleration FB controller.
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Figure F.8: Overview of IM controller.
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F.6 Thrust Allocation

Figure F.9: Overview of thruster allocation model.
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F.7 Hydrodynamics

Figure F.10: Overview of the hydrodynamics model from MSS toolbox.
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AppendixG
Code

G.1 SAMS.itconfig

1 {
2 "simulationSettings": {
3 "frequency": 10,
4 "enableFracturing": true
5 },
6

7 "iceFieldProperties": {
8 "iceDataFile": "IceField.ice",
9 "waterDepth": 380.0,

10 "keepTankWalls": true,
11 "iceDensity": 900.0,
12 "crushingEnergyAbsorption":2.0E6,
13 "youngsModulus": 5.0E9,
14 "poissonsRatio": 0.3,
15 "fractureTouchness": 1.5E5,
16 "flexuralStrength": 5.0E5,
17 "tensileStrength": 5.0E5,
18 "friction_Ice_Ice": 0.15,
19 "friction_Ice_Structure": 0.15,
20 "friction_Ice_Walls": 0.15,
21 "minFloeMass" : 100000
22 },
23

24 "structurePoperties": {
25 "structureObjFile": "Oden_decomposed_05-04-18.obj",
26 "structureMass": 11927005,
27 "structureRadiusOfGyration": [7.45, 30.9, 30.3],
28 "structurePosition": [0, 0, 0],
29 "structureRotationAxis": [0, 0, 1],
30 "structureRotationAngle": 0.0,
31 "numberOfThrusters": 4,
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32 "position_on_rb_X": [-42, -42, 30, 33],
33 "position_on_rb_Y": [-5.0, 5.0, 0.0, 0.0],
34 "position_on_rb_Z": [5.0, 5.0, 6.0, 5.5],
35 "axis_on_rb_X": [-1.0, 1.0, 0.0, 0.0],
36 "axis_on_rb_Y": [0.0, 1.0, 1.0, 1.0],
37 "axis_on_rb_Z": [0.0, 0.0, 0.0, 0.0],
38 "propeller_thrust": [0E4, 0E4, 0E4, 0E4],
39 "propeller_diam": [4.0, 4.0, 2.0, 2.0],
40 "enableThrustApplication": true
41 },
42

43 "towingCarriageProperties": {
44 "flexibleCarriage": true,
45 "towingCarriageSpeed": 10
46 },
47

48 "flexibleCarriageProperties": {
49 "springLinearStiffness": [1E6, 1E6, 1E6],
50 "springRotationalStiffness": [80E6, 80E6, 80E6],
51 "linearDampingCoefficientOnStructure": [0.1, 0.1, 0.1],
52 "angularDampingCoefficientOnStructure": [0.2, 0.2, 0.2]
53 },
54

55 "ice3DResultExportSettings": {
56 "enable": true,
57 "outputTimeStepStride": 50
58 },
59

60 "environmentalProperties": {
61 "airDensity": 1.04,
62 "waterDensity": 1005.0,
63 "maxBodyMeshSize": 10.0,
64 "windVelocityVector": [0.0, 0.0, 0.0],
65 "currentVelocityVector": [0.0, 0.0, 0.0],
66 "waterSkinFrictionCoefficient": 0.005,
67 "waterFormDragCoefficient": 0.167,
68 "airSkinFrictionCoefficient": 0.0,
69 "fluid3DMeshSize": [20, 20, 1],
70 "numberOfFluidMeshLayers": 1
71 }
72 }
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G.2 RHAS.itconfig

1 {
2 "RHASProperties": {
3 "enableTowingCarriage" : false,
4 "portNumber" : 100,
5 "numberOfRHASShips" : 0,
6 "useJSON" : false,
7 "useCustomHydrodynamics" : true,
8 "initializeStructureAtRest" : true,
9 "iceFloesInitVelocityX" : 0,

10 "iceOutputWaterVelocity" : false
11 },
12

13 "IceFloeRemoval": {
14 "enable" : false,
15 "xPosition" : 0,
16 "timestep" : 10
17 },
18

19 "structureProperties1": {
20 "structureObjFile": "Oden_decomposed_05-04-18.obj",
21 "structureMass": 11927005,
22 "structureRadiusOfGyration": [7.45, 30.9, 30.3],
23 "structurePosition": [-50.0, 0.0, 0],
24 "structureRotationAxis": [0, 0, 1],
25 "structureRotationAngle": 0.0,
26 "numberOfThrusters": 4,
27 "position_on_rb_X": [-42, -42, 30, 33],
28 "position_on_rb_Y": [-5.0, 5.0, 0.0, 0.0],
29 "position_on_rb_Z": [5.0, 5.0, 6.0, 5.5],
30 "axis_on_rb_X": [-1.0, 1.0, 0.0, 0.0],
31 "axis_on_rb_Y": [0.0, 1.0, 1.0, 1.0],
32 "axis_on_rb_Z": [0.0, 0.0, 0.0, 0.0],
33 "propeller_thrust": [0E4, 0E4, 0E4, 0E4],
34 "propeller_diam": [4.0, 4.0, 2.0, 2.0],
35 "enableThrustApplication": true
36 },
37

38 "structureProperties2": {
39 "structureObjFile": "Oden_decomposed_05-04-18.obj",
40 "structureMass": 11927005,
41 "structureRadiusOfGyration": [7.45, 30.9, 30.3],
42 "structurePosition": [50.0, -50.0, 0],
43 "structureRotationAxis": [0, 0, 1],
44 "structureRotationAngle": 0.0,
45 "numberOfThrusters": 4,
46 "position_on_rb_X": [-42, -42, 30, 33],
47 "position_on_rb_Y": [-5.0, 5.0, 0.0, 0.0],
48 "position_on_rb_Z": [5.0, 5.0, 6.0, 5.5],
49 "axis_on_rb_X": [-1.0, 1.0, 0.0, 0.0],

XLIII



50 "axis_on_rb_Y": [0.0, 1.0, 1.0, 1.0],
51 "axis_on_rb_Z": [0.0, 0.0, 0.0, 0.0],
52 "propeller_thrust": [0E4, 0E4, 0E4, 0E4],
53 "propeller_diam": [4.0, 4.0, 2.0, 2.0],
54 "enableThrustApplication": true
55 }
56 }

G.3 Ice Stitcher

1 file = 'IM.ice';
2 filesToBeStitched = [
3 'IM_Stitch1.ice',
4 'IM_Stitch2.ice'];
5

6 //Spesify file name for the output
7 outputFileName = 'IM_Stitched.ice';
8

9 var fs = require('fs');
10

11

12 var content = fs.readFileSync(file);
13 var json = JSON.parse(content);
14

15

16 for (var j = 0; j < filesToBeStitched.length; j++)
17 {
18 var content_stitch = fs.readFileSync(filesToBeStitched[j]);
19 var json_stitch = JSON.parse(content_stitch)
20

21

22 var lastBodyNumber =
json.timeSteps[0].rigidBodies[json.timeSteps[
0].rigidBodies.length - 1].bodyId + 1;

↪→

↪→

23 var numBodiesStitch =
json_stitch.timeSteps[0].rigidBodies.length;↪→

24

25 for (var i = 0; i<json_stitch.timeSteps[0].rigidBodies.length;
i++)↪→

26 {
27 json_stitch.timeSteps[0].rigidBodies[i].bodyId +=

lastBodyNumber;↪→

28 }
29 var rigidArray = json.timeSteps[0].rigidBodies.concat(

json_stitch.timeSteps[0].rigidBodies);↪→

30 json.timeSteps[0].rigidBodies = rigidArray;
31
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32 var valueVec = json.timeSteps[0].globalVariables[
0].valuesVec3.concat(json_stitch.timeSteps[
0].globalVariables[0].valuesVec3);

↪→

↪→

33 json.timeSteps[0].globalVariables[0].valuesVec3 = valueVec;
34

35 var valueAxis = json.timeSteps[0].globalVariables[
1].valuesAxisAngle.concat(json_stitch.timeSteps[
0].globalVariables[1].valuesAxisAngle);

↪→

↪→

36 json.timeSteps[0].globalVariables[1].valuesAxisAngle =
valueAxis;↪→

37

38 var activeBodies = json.timeSteps[0].activeBodyIds.concat(
Array.from(new Array(numBodiesStitch), (x,k) => k +
lastBodyNumber))

↪→

↪→

39 json.timeSteps[0].activeBodyIds = activeBodies;
40 }
41

42

43 var obj = JSON.stringify(json, null, 2)
44

45 fs.writeFileSync(outputFileName, obj, 'UTF8');
46

47 console.log('Finnished stitching ice fields, remember to add
Domain!\n')↪→
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AppendixH
Contents of Digital Appendix

The following files are attached in the digital appendix:

• Digital version of the thesis.

• Digital version of the poster.

• Promotional video showcasing the TCP interface and other improvements.

• Complete Simulink library containing every subsystem developed in this thesis.

• Complete Simulink model containing every vessel model used for the different
simulations.

• MATLAB scripts used for initializing the Simulink models.

• MATLAB script used for calculating the level ice and managed ice resistances.

• TCP interface source code.

• Web application source code.

• Ice stitcher source code.
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