


7.2. COLLISION AVOIDANCE

however, it did. The effect of increasing the standard deviation meant that the
resulting SDE trajectories from r = 0.05 [rad/s] in figure 7.9a resulted in a nonzero
probability of reaching the VTP. Whereas an s = 2, for that very same scenario,
resulted in a zero probability of reaching the VTP for r = 0.05 [rad/s]. Therefore,
the standard deviation of POP was maintained at a larger value for the collision
avoidance algorithm.

An improvement to the overall collision avoidance algorithm that includes POP
and the A* search, would therefore be to increase the spectrum of the yaw speeds.
Increasing the amount of possible yaw speeds would mean that some of the issues
regarding the placements of the VTPs could be overcome as the need for accuracy is
lowered. This could not be completed on the current simulation platform however,
as the memory needed to complete this would be too large to handle. The required
amount of memory would drastically increase as the node distance would have
to be lowered once the amount of possible yaw speeds increase. This is caused
by the feasibility design provided by the T-neighbourhood3, where each of the
nodes in the head represent one yaw speed. Further, each node in the head of
the T-neighbourhood is separated by a distance equivalent to the node distance.
Therefore, to fit more yaw speeds within the range of rmin = −0.05 and rmax =
0.05 [rad/s] into the T-neighbourhood, the node distance would have to decrease
correspondingly. This improvement is left for further work.

7.2.3 Handling Dynamic Obstacles

Currently, the method for handling dynamic obstacles with the POP algorithm is
quite simple. Rather than terminating the SDE trajectories once they are projected
to hit a moving obstacle and thereby lowering the probability of reaching the target,
which is the method used with static obstacles, the moving obstacles are avoided
using the virtual target point (VTP)s.

In the future, the POP algorithm should include the moving obstacles in a more
direct manner, such that it is ensured that the nodes that are destined to cause
a collision are never chosen. As of now, there is a tendency for the safety radii
of the vessels to be violated, as exemplified by scenarios 2 and 3. A solution
could be to incorporate a time-dependant CLOSED list within the A* search. This
entails placing the nodes that are estimated to contain an obstacle at time t1 in the
CLOSED list at time t1. Once a time-step has been endured and t2 = t1 + δt, the
lists in the A* search are updated such that the nodes that are estimated to contain
obstacles at time t2 are put in the CLOSED list and the CLOSED nodes from t1
are re-evaluated and possibly moved from the CLOSED list into the OPEN list.
This step could not be tested within this thesis, as too much time was spent trying
to perfect the global path planner such that little time was left for enhancing the
collision avoidance algorithm any further than that presented here. Nevertheless,
the adjustments are possible and within range.

3Explained in section 5.3.1
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Chapter 8

Conclusion

To summarize, a motion planning algorithm for ASVs based on a relatively un-
common approach has been developed throughout the course of this thesis. The
Path-of-Probability (POP) algorithm has previously been used for path planning of
flexible needles and rolling robots, but not for autonomous surface vessels (ASVs).
As for the research question1, the enhancement made to POP such that it could
handle multiple static obstacles was brought about by merging POP with the A*
algorithm. Thus, the procedure of the POP algorithm was not directly altered.
Rather, the use of POP in a cost function was an enhancement which secured that
POP could be used in an environment with multiple static obstacles. The set-up of
POP was however modified to fit for ASVs. The enhancement of POP for collision
avoidance scenarios was completed to a greater extent, in that the virtual target
points (VTPs) were used to efficiently overcome the issues from the global path
planner. Nevertheless, the procedure of the POP algorithm still remained equal to
that within the global path planner2.

The results for the global path planner brought attention to POP’s inefficient han-
dling of multiple static obstacles; POP had a tendency of producing indecisive
results in the form of zero probabilities of reaching the target for all successor
nodes once the environment was scattered with multiple obstacles. A different ap-
proach was used in the collision avoidance module, where the virtual target point
(VTP) method was included to ensure decisive results from the POP algorithm.
The results were encouraging and showed that POP had the capability of gen-
erating COLREGS compliant paths. Nonetheless, the loss of generality that was
introduced by the tuning variables in the placement of the VTPs, lowered the cred-
ibility of the results. A motion planner must be able to cope with any scenario
without the need for human intervention, therefore the VTP method should be
enhanced such that the need for tuning variables is removed in the future.

1See page 2
2Refer to section 4.1
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Despite some unconvincing results, particularly evident in the global path planner,
the POP algorithm should still be subjected to further research regarding motion
planning for ASVs. The ocean presents a dynamic and uncertain environment,
enabling a need for collision avoidance and global path planning methods that
incorporate these stochastic effects into their calculations. As of now, it is the
method for handling obstacles that is the main flaw within the algorithm. The
VTP method is one suggestion to overcome these flaws, though further research
can choose to go in other directions.
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Chapter 9

Recommendations for Further
Work

9.1 Altering Speed

As of now, the collision avoidance algorithm is generated under the assumption
that the ASV maintains a constant forward speed of U = 1 [m/s]. This entails that
the evasive maneuvers generated by the motion planner is solely based on altering
the heading of the vessel. In order to bring another dimension into the motion
planner and generate more realistic results, the collision avoidance algorithm should
incorporate an altering speed.

Take for instance the avoidance maneuver in the crossing situation in scenario 3,
rather than immediately altering its course to starboard, the vessel could also slow
down and then change its course to starboard. It is speculated that this sort of
maneuver would cause the ASV to pass TV 2 with a greater margin than that
presented in figure 6.8.

9.2 Model Parameter Estimation

The results presented in chapter 6, all use a version of the POP algorithm with
estimated parameters. The results were not perfect and showed that there is room
for improvements, discussed in chapter 7. It would therefore be profitable to prop-
erly estimate the POP parameters σ and s, in order to rule out that it is the
estimates that are to blame for the POP algorithm’s flaws. The values for σ and
s can be properly assigned with an experimental study of how an ASV behaves in
its working environment, thus allowing the stochastic behaviour of the ASV to be
studied. The estimation methods from [34] can be used as an inspiration.
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9.3 Dynamic Obstacles

9.3.1 Reactive Target Vessels

In the literature review, it was mentioned how most of the current research as-
sumes that the ASV meets target vessels that are non-reactive; meaning that the
approaching vessels do not complete evasive maneuvers to avoid a prospective col-
lision. This simplification aligns with COLREGS when the ASV is the give-way
vessel, such as in a crossing from the right situation. On the other hand, in a
head-on situation both vessels are to generate evasive maneuvers, which makes
this simplification unrealistic in practice.

Future work regarding motion planning for ASVs should therefore incorporate this
added dynamic into the collision avoidance algorithm, such that an accurate por-
trayal of collision scenarios is used to test the algorithm.

9.3.2 Handling Dynamic Obstacles in POP

The level of the current collision avoidance algorithm using POP can be raised by
effectively handling the dynamic obstacles. As of now, it is assumed that the motion
and position of each target vessel is perfectly known. However, these measurements
are subjected to uncertainties. Therefore, the representation of the dynamic obsta-
cles should mirror the static obstacle representation, where a probabilistic approach
is used. This idea is presented in [6], where the probability density function (PDF)
used to represent the uncertainty in the target vessel measurements grows as time
since the measurement was attained increases.

In the future, the collision avoidance algorithm with POP and an A* search should
be enhanced by incorporating the approach outlined by [6]. This can be completed
by increasing the costs of the nodes that have a large probability of containing a
dynamic obstacle at a given time, thus, the POP algorithm should reduce the prob-
ability of reaching the target from that node. The way in which this combination
is completed is left for further work.

9.4 Network Complexity

The current set-up of the network used in the A* search, i.e the network that
is used to represent the ASV’s surrounding environment, is an oversimplification
in that only three possible yaw speeds are possible. The ASV can choose from
either r = [−0.05, 0, 0.05] [rad/s]. However, in order to portray a more realistic
path choice, this discretization should be altered such that it properly covers the
spectrum of the true yaw speeds the ASV can have. This notion is discussed in
section 7.2 where the limited motions caused by the current discretization present
a challenge to the collision avoidance algorithm.
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Future work should therefore include a greater array of possible yaw speeds, and
investigate how this can alter the overall behaviour of the ASV with the current
collision avoidance algorithm.

119



CHAPTER 9. RECOMMENDATIONS FOR FURTHER WORK

120



Appendix A

Low-Level Controllers

This appendix goes thorough the design of the low-level controllers within the
simulator developed in section 5.2. It is included to provide a complete picture of
the simulator used to test the motion planning algorithm.

A.1 Heading Controller

The design of the heading controller follows the procedure outlined in [20, p. 374]
and therefore starts with a look at the Nomoto model. The Nomoto model is
developed from a linearized maneuvering model, as shown in equation (A.1) for
the ASV from section 5.2.1, and gives the relationship between the rudder angle
(δ) and the yaw rate (r). Note that ν = [v, r]T in equation (A.1). From the
actuator models in section 5.2.2, the b-matrix in equation (A.1) is given by the
expression in equation (A.2). Note that the surge speed u, is kept at a constant
value equal to u0.

Mν̇ +Dν = bδ (A.1)

b =

[
Fy

Mψ

][
Krudu

2
0

lxKrudu
2
0

]
(A.2)

As the heading controller aims to control the yaw rate, r, the Nomoto model is
obtained by investigating the dynamic equation for r from equation (A.1) and
then transforming the resulting equation to the Laplace plane. This results in
two possible Nomoto models, one of first-order and one of second-order. These
are shown by equations (A.3) and (A.4) respectively, where the first-order Nomoto
model is obtained by setting T := T1 +T2−T3 in the second-order Nomoto model.
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Figure A.1: The yaw rate response of the implemented ASV model after step-inputs
in the rudder command. The yaw rate response for the same rudder commands are also
shown for the first- and second-order Nomoto models.

Table A.1: The resulting coefficients for the first- and second-order Nomoto models after
curve-fitting in MATLAB.

δ [deg] K T T1 T2 T3

2 1.3040 7.2406 7.5029 7.5102 7.5405
6 1.3040 7.2406 15.7921 15.5064 14.3291
12 1.3040 7.2406 16.1447 15.8654 14.7145

r

δ
(s) =

K

(1 + Ts)
(A.3)

r

δ
(s) =

K(1 + T3s)

(1 + T1s)(1 + T2s)
(A.4)

Now, in order to determine which of the two Nomoto models that are best suited
for the ASV model presented in section 5.2.1, the ASV’s yaw rate response as a
function of rudder input is compared to the yaw rate response of the two Nomoto
models. The coefficients in equations (A.3) and (A.4) are determined using a
least-square curve-fit to the ASV’s simulated yaw rate time-series. The resulting
yaw rates are shown in figure A.1 and the coefficients from the curve-fitting are
presented in table A.1.

From figure A.1 it is clear that the first-order Nomoto model can be used to repre-
sent the vessel dynamics of the modelled ASV. Further, as each of the coefficients
for K and T in table A.1 are equal for all step-inputs in the rudder command
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(which makes sense as the actual model is linear), these values are used in the
development of the heading controller.

With a linear ASV model, it is not necessary to create an overly complicated
heading controller. Therefore, the standard proportional-integral-derivative (PID)
controller is used. The controller output is given by equation (A.5), where ψ̃ :=

ψ − ψd and r̃ =
˙̃
ψ := ψ̇ − ψ̇d.

δc = −Kpψ̃ −Kdr̃ −Ki

∫ t

0

ψ̃(τ)dτ (A.5)

The controller gains are determined by following the pole-placement algorithm in
[20, p. 374]. The first step is to set the bandwidth of the controller (ωn) and
the desired relative damping ratio (ζ). As the needed bandwidth of the heading
controller will depend upon the trajectory generated by the guidance system, its
value was set quite high; ensuring that the controller can follow most input signals.
Specifically ωb = 0.15 [rad/s] and ζ = 1 to secure a smooth response. The gains
are then determined by equations (A.7)-(A.9), where the natural frequency of the
closed-loop system is determined using ωb and ζ in equation (A.6).

ωn =
ωb√

1− 2ζ2 +
√

4ζ4 − 4ζ2 + 2
(A.6)

Kp =
ω2
nT

K
(A.7)

Ki =
ω3
nT

10K
(A.8)

Kd =
2ζωnT − 1

K
(A.9)

Using the equations above and the coefficients from table A.1, the gains for the ASV
model were calculated and implemented within the simulator. The controller was
tested for various input signals, one sinus-curve with a frequency of 0.01 [rad/s]
and amplitude of 20 [°]; and one step-input with an amplitude of 20 [°]. It was
found that reducing the Nomoto gain K produced more responsive results when
it came to the sine-input, but the calculated K value worked well with a step-
input. Therefore, two sets of gains were used, where the nature of the input signal
decided which of the two sets of gains were used. The resulting controller values
are given in table 5.3, where the K value from table A.1 was used to calculate the
gain values as the nature of the LOS laws is more similar to a step-input than a
sine-input. The heading response and commanded rudder angle for each of the two
input signals are shown in figures A.2 and A.3, where the saturation level of the
rudder and propeller shaft speed are set to δmax = ±15 [°] and nmax = ±8.9[rad7s]
respectively.

C



APPENDIX A. LOW-LEVEL CONTROLLERS

0 100 200 300 400 500 600 700 800 900 1000

-60

-40

-20

0

20

40

d

-
d

0 100 200 300 400 500 600 700 800 900 1000

-20

-10

0

10

20

c

 max

Figure A.2: The heading response of the ASV model implemented in the simulator with
a PID controller, here following a sine-input in the desired heading angle ψd.

A.2 Surge Speed Controller

Much like the heading controller, the surge speed controller is implemented us-
ing the linearized maneuvering equation. However, as the ASV model is already
linear and decoupled in a surge and sway-yaw sub-system, this is not technically
needed. Nevertheless, neglecting environmental disturbances gives the surge model
in equation (A.10), where m11 and d11 refers to the mass- and damping-matrix
values in equations (5.1)-(5.2). As the ASV only has one propeller located at the
stern, the resulting force in the surge direction τ1, is given according to equation
(A.11); where n is the shaft speed in rad/s. The propeller coefficient Kprop = 2,
by recommendation of my supervisor.

m11u̇− d11u = τ1 (A.10)
τ1 = Kpropn|n| (A.11)

With a linear system in equation (A.10), the choice for a controller falls on a
simple PI controller; neglecting the derivative term to avoid derivating the surge
speed measurements. The derivative term could easily be implemented, say if
a navigation system were to be implemented to filter the measurements, but as
the PI controller proved to worked well with little tuning, there is no need for

D



A.2. SURGE SPEED CONTROLLER

Figure A.3: The heading response of the ASV model implemented in the simulator with
a PID controller, here following a step-input in the desired heading angle ψd.

it. The resulting output from the PI controller is given in equation (A.12), where
ũ := u − ud and the controller gains were tuned manually according to equation
(A.13). The resulting behaviour of the model ASV is shown in figure A.4, where
the quick response of the vessel is evident and the fact that the shaft speed avoids
saturation is a plus.

nc = −Kpũ−Ki

∫ t

0

ũ(τ)dτ (A.12)

Kp = 1 Ki =
Kp

10
= 0.1 (A.13)

It should be noted that the propeller force in equation (A.11) makes the closed-
loop system nonlinear when the surge controller outputs a shaft speed nc, shown
by equation (A.14). However, as the main contribution from this thesis regards the
guidance system, simplicity is a key factor in the design of the low-level controllers.
Therefore, the PI controller in equations (A.12) and (A.13) remains implemented
in the simulator.

m11

Kprop
u̇− d11

Kprop
u = nc|nc| (A.14)
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Figure A.4: The ASV model’s surge response following the implementation of a surge
speed controller. Here, the desired surge speed is set to ud = 8 [m/s] and the saturation
level of the shaft speed is set to nmax = 8.9 [rad/s].
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Appendix B

Guidance Controller

In order to show the capability of the guidance controller and its parameters dis-
cussed in section 5.2.4, a run with a set of waypoints given by table B.1 is shown
in this chapter.

Table B.1: Waypoints used to the test the guidance controller

North [m] East [m]
0 0

-3500 -2500
-7000 -500
-12000 -3500
-15000 -500
-18000 -4000

The resulting behaviour of the ASV is shown in figure B.1, where figure B.1a shows
how the guidance controller keeps the ASV model on the correct course. Further,
figure B.1b shows how the cross-track error e(t) is quickly reduced to zero, and has
peaks once the guidance scheme switches to the following waypoint - which is to
be expected. Hence, the guidance controller proves to be effective.
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Figure B.1: (a) The guidance controller manages to follow the set of waypoints. (b)
Cross-track error e(t) during the track following.
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