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Abstract

Marine seismic air-gun arrays generate not only low-frequency (< ~300 Hz) acoustic waves which benefit seismic imaging, but also high-frequencies up to tens of kilohertz. Although such high-frequencies are much weaker than the low-frequency parts, they might impact cetacean species that are sensitive to acoustic signals in the high-frequency range (10–150 kHz). Ghost cavitation is believed to be the main underlying mechanism for such high-frequency (>10 kHz) acoustic signals.

In this doctoral thesis, ghost cavitation phenomenon is studied through numerical modeling and field measurements. Ghost cavity cloud consists of several acoustically induced cavities which are formed due to the pressure drop caused by reflected pressure waves, i.e. ghost, from the sea surface.

The thesis is a collection of several independent papers organized in chapters together with an introductory part (chapter 1) which reviews the key concepts that are relevant as background and motivation for the work presented.

In chapter 2, a synthetic modeling scheme for simulation of acoustically induced cavitation in seismic air-gun arrays is developed. The growth and subsequent collapse of individual cavities around the array are modeled by bubble dynamic equations. The pressure fields generated by individual cavities are added to model the acoustic signal form the cavity cloud. To validate the modeling technique, the simulation results are compared to the field recorded data.

In chapter 3, using the numerical modeling scheme, high-frequency emissions caused by ghost cavitation for two different air-gun arrays are compared. The developed numerical scheme has the potential to evaluate air-gun arrays regarding the amount of high-frequency ghost cavitation acoustic signal.

In chapter 4, photographed ghost cavity cloud by a high-speed video camera in a field experiment are presented which provide an undeniable evidence of the phenomenon. Furthermore, the modeling scheme for the cavity cloud is further evaluated.

In chapter 5, sound velocity within the cavity cloud was investigated using a k-space pseudo-spectral numerical method. Presence of several small vapor cavities has potential to significantly drop the sound speed of water within the cavity cloud at frequencies below the resonance frequencies of the cavities. It is shown that if the sound velocity drops within the cavity cloud, though for a short time (8-10 ms), it affects the far-field acoustic pressure.

In the appendix, the effects of cavity collapses within the ghost cavity cloud on
the near-field hydrophones are simulated. In this paper, the model is tuned (calibrated) such that both the amplitude of the high-frequency modeled signal and its associated low-frequency part match the measurements.
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Chapter 1

Introduction

When marine seismic air-gun arrays are used as sources in marine seismic acquisition, ghost cavitation is assumed to be the underlying mechanism behind most of the high-frequency (>10 kHz) energy in the acoustic signal. It consists of generation and collapse of several cavities induced by the pressure drop due to the reflected pressure waves — so-called ghost reflections — from the sea surface. In this PhD project, a synthetic modeling scheme for modeling the cavity cloud and the corresponding acoustic signal is presented. Furthermore, various aspects of ghost cavitation and possible impact(s) on the source signature are studied.

The primary motivation for studying high-frequency acoustic emissions by marine seismic sources is environmental concerns. Such high-frequencies do not benefit seismic reflection imaging and are weak compared to the seismic band energy. However, they might impact marine fauna, especially the ones with sensitive high-frequency hearing. A related example for this concern is probably the environmental effects of ship traffic noise. Marine vessels radiate most energies at low-frequencies (< 250 Hz) and hence until recently the effects of ship noise on marine mammals with poor low-frequency hearing were dismissed. In recent studies on captive and free-ranging porpoises, it was observed that the low-level high-frequency acoustic energy radiated by marine vessels induce noticeable behavioral responses. Therefore, there are increasing concerns regarding the apparently low-level high-frequency acoustic energy on porpoises and small toothed whales which have sensitive high-frequency hearing. In fact, when evaluating the impact of underwater noise on a marine animal, it is essential to take into account the hearing curve of that animal. Frequency weighting of the noise serves this purpose by de-emphasizing frequencies where the animal has less sensitive hearing.
In addition to the potential environmental impacts, ghost cavitation might affect seismic imaging by altering the array signature. For example, the generated signal by several collapsing cavities can contain some low-frequency components in the seismic band. Furthermore, the presence of cavities might distort the array signature by changing the acoustic properties of the medium surrounding the array.

This thesis is a collection of several independent papers organized in chapters. The current chapter provides an introduction to some of the key concepts that are relevant as background and motivation for the work presented.

1.1 Marine seismic surveys

Marine seismic surveys are performed to delineate geological structure and usually to find hydrocarbon resources below the seabed. An acoustic source is required to emit the acoustic energy. The acoustic waves propagate from the source and travel through the subsurface layers where the waves are reflected at interfaces between various geological layers. The reflected waves are recorded by seismic receivers such as geophones, hydrophones or accelerometers. Underground geological strata are determined by processing the recorded signals. The common approach is to use towed acoustic sources in the water layer which means some acoustic waves are radiated into the surrounding water which might impact marine animals. Air-gun arrays are the dominant marine seismic source thanks to many attractive features they provide for seismic imaging.

1.2 Air-guns and air-gun arrays

Air-gun arrays have been the most common and efficient marine seismic source (Duren, 1988; Barger and Hamblen, 1980) and still are (Watson, et al. 2016; Gisiner, 2016). An array consists of several air-guns with different air-chamber volumes. An air-gun is a mechanical device that stores high-pressure air in a reservoir and releases it into the surrounding water within a short time through small ports. By releasing the compressed air, part of its energy is converted to the acoustic waves. Expansion and contraction of the bubble, which formed by releasing high-pressure air into the water, generates the acoustic pressure wave which is called air-gun source signature (Dragoset, 2000; Caldwell and Dragoset, 2000). A pressure signature 100m below a typical 100 in\(^3\) single air-gun fired at 5 m depth is modeled by NUCLEUS\(^{TM}\) and shown in Figure 1.1(a). The first peak of source signature is direct arrival and corresponds roughly to the opening
of air-gun ports. The first trough after the direct arrival is surface ghost and is the reflection of direct arrival from water-air interface. Since the reflection coefficient of the water-air boundary is negative, source ghost and direct arrival have opposite polarity. The subsequent smaller peaks after the main peak are called bubble pulses and correspond to expansion and contraction of air bubble generated by the fired air-gun. The air-gun source signature depends on air-chamber volume, firing pressure, surrounding pressure, and port shapes. Volume of air-gun chambers are usually between 30 in\(^3\) to 800 in\(^3\).

It is convenient to decompose the measured pressure signature as a combination of two sources: a monopole located at the gun position that accounts for the direct arrival and an image source for the reflected pressure from the sea surface as shown schematically in Figure 1.1(b). This decomposition enables us to determine the pressure at any location as a linear combination of the signatures from the source and its image (ghost source). This is the concept of notional source signature (Ziolkowski et al. 1982). The notional source signature of an air-gun is its net pressure output including the interaction effects of other sources such as effects from the ghost (image) source or the other firing air-guns in the array (Tabti et al., 2017). The notional source signature and the ghost are shown by blue and red, respectively. Given the location of the air-gun and the receiver (for example see Figure 1.1b), the notional source signature can be estimated from the recorded pressure as:

\[
p(t) = \frac{1}{r} p'(t - \frac{r}{c}) + \frac{R}{r_g} p'(t - \frac{r_g}{c})
\]  

(1.1)

Where \(p(t)\) is the recorded pressure by the hydrophone, \(p'(t)\) is the air-gun’s notional source signature, \(r\) is the source-receiver distance, \(r_g\) is the distance between ghost (or image) source and the hydrophone, \(c\) is the water phase speed, and \(R\) is the reflection coefficient at the sea surface which is approximately -0.9994 and is usually selected equal to -1.
The peak amplitude of an air-gun source signature is linearly proportional to the firing pressure and proportional to the cube root of its volume (Dragoset, 1990). For example, operating under the same air pressure, the acoustic amplitude of a 160 in³ is only twice that of an air-gun with a 20 in³ volume chamber. Therefore, for a fixed air volume capacity, it is more efficient to partition the air among many smaller air-guns than few large air-guns.

Rarely one single air-gun is used as an acoustic source for marine seismic imaging. Instead, several (typically 12-48) air-guns with different volumes are arranged together in an array (Dragoset, 2000). Using the array concept is an efficient way to increase the source strength. The other advantage is to direct more energy downward and to reduce the lateral directivity. In addition, by simultaneous firing of several air-guns with different volumes, their direct arrivals add constructively while the bubble pulses add incoherently and cancel each other which results in a cleaner pulse shape signature. Air-gun array strength is (1) linearly proportional to the number of air-guns in the array; (2) roughly proportional to the cube root of array volume; (3) and almost linearly proportional to the operating pressure of array (Dragoset, W.H., 1990; Landrø and Amundsen, 2010). Notional source signature of air-guns in an array can be estimated using equation 1.2 as suggested by Ziolkowski (1982). To estimate the notional source signatures, this equation requires at least the same number of independent pressure measurements as the number of air-guns in the array by hydrophones placed close to the air-guns in the array. Having N air-guns, the i-th near-field measurement denoted by $h_i(t)$ can be...
expressed by a linear superposition of air-gun notional source signatures represented by \( p_j \) as represented by equation 1.2 (Ziolkowski, 1982; Parkes et al., 1984). Subsequently, notional source signatures can be estimated by solving a system of linear equations.

\[
h_i(t) = \sum_{i=1}^{N} \frac{1}{r_{ij}} p_j'(t - \frac{r_{ij}}{c}) + R \sum_{i=1}^{N} \frac{1}{r_{gij}} p_j'(t - \frac{r_{gij}}{c})
\]  

(1.2)

In this formula, \( r_{ij} \) and \( r_{gij} \) represent the distance between the \( i \)th near-field hydrophone and \( j \)th air-gun and its ghost (image), respectively. The notional source signature of air-guns with different air-chamber volumes being fired individually and in an array configuration are shown in Figure 1.2. The acoustic pressure from other air-guns interact with the output acoustic pressure from an air-gun.

Figure 1.2: Notional source signature of an air-gun being used single and in an array modeled by NUCLEUS\textsuperscript{TM}. The array configuration was same as S1 in Figure 1.3. Top left is the 100 in\textsuperscript{3} cluster in the side sub-array. Top right is the single 100in\textsuperscript{3} in the middle sub-array next to 150 in\textsuperscript{3}. Bottom left is 150 in\textsuperscript{3} in the middle sub-array. Bottom right is the single 300 in\textsuperscript{3} in the middle sub-array.
As example of various array configurations, four different air-gun arrays are shown in Figure 1.3. Arrays S1 and S3 are the configurations used in the field experiments presented in the subsequent chapters and S2 is used for numerical modeling in Chapter 3. Arrays S1 and S2 consist of three sub-arrays, array S3 has two sub-arrays and S4 is the center sub-array of S1.

**Figure 1.3:** Four different array configurations labeled by S1 to S4. Each air-gun is shown by a circle and the number beside it represents its air-volume chamber. White, gray, and black circles represent single, cluster, and inactive air-guns, respectively. S1 and S2 include three sub-arrays. S3 has two sub-arrays and S4 has one sub-array which is similar to the center sub-array of S1.

Peak pressure of these four arrays and a single 300in³ air-gun are extracted from the modeled source signatures by NUCLEUS™ at different angles for cross-line and in-line directions and are shown in the left of Figure 1.4, top and bottom, respectively. Their normalized counterparts are plotted beside them in the right side. The radial values are pressure (bar) at 1 meter. The peak pressures are extracted
from pressure signatures in the far-field estimated at different angles at the distance of 1000 m from the source. They are scaled by compensating for the geometrical spreading to obtain their values at 1m (i.e. multiplying with 1000).

Figure 1.4: Peak pressures at different angles in two directions: Cross-line (top) and In-line (bottom) as indicated in the figure. Peak pressure pattern for four arrays (shown in Figure 1.3) together with a single air-gun (S5) with 300 in³.

It is observed that the magnitude of the peak pressure is maximum at zero angle (i.e. downward) and it is reduced in the lateral direction for the full arrays in both cross-line and in-line directions. However, the center array, S4, is directional in the in-line direction but it is same as single air-gun in the cross-line direction.

It is instructive to look at the energy radiation pattern of the above-mentioned sources at different frequencies. In Figure 1.5, the radiated energy at six different frequencies, i.e. 50, 100, 150, 200, 250, and 300 Hz, as a function of angle are plotted in cross-line and in-line directions.
It is seen that at 50Hz, for both cross-line and in-line directions, maximum energy is radiated at zero angle (downwards), then gradually and smoothly decreases going to the horizontal direction. The energy radiation pattern at 100 Hz is same as the radiation pattern at 50 Hz for all sources except for $S_2$ in the cross-line direction which shows 30 dB decrease at $\pm 45^\circ$. At 150 and 200Hz, there are more energies radiated in the zero angle for in-line direction. While in the cross-line direction there are almost equal amount of energies radiated in zero and around $\pm 70^\circ$ for all sources except $S_1$. At 250 Hz, almost all five sources radiate more energy lateral than downward in the cross-line direction. At 300 Hz, for the in-line direction the arrays radiate most of the energy downward, but they radiate almost equally at 0 and $\pm 45^\circ$.

1.3 High-frequency emission by seismic air-gun arrays – Ghost Cavitation

In a field experiment, acoustic pressure waves were recorded using a broad-band hydrophone (bandwidth=125 kHz) located on the sea-bed at a depth of around 60m. Energy spectrum of the recorded signal for three different source configu-
ations, i.e. a single air-gun, a single array (S₄ in Figure 1.3), and a full array with three sub-arrays (S₁ in Figure 1.3), are plotted in Figure 1.6. The energy spectrum of ambient, or background, noise is estimated from part of the signal before the source was fired and plotted in the same figure.

**Figure 1.6:** Energy spectrum densities (ESDs) of signals generated by different sources and recorded by a broad-band hydrophone (bandwidth=125 kHz). The sources were a single air-gun 300 in³, single array 1500 in³, and a full air-gun array 2730 in³. ESD of background noise is plotted with green line.

In the seismic frequency range (< ∼100Hz), the acoustic signal is increased by increasing the strength of the source, as expected. However, in the high-frequency range (> 10kHz) the full array generates much stronger energy compared to the single air-gun and single array which are almost in the same level as the background noise. The observed peak at 20 kHz in the background noise is due to the active echosounder on the shooting vessel. The recorded time signal from the full array is plotted by blue in the first row in Figure 1.7. Its band-pass filtered (5-10 kHz) and 10kHz high pass filtered signals are plotted after amplifying by a factor of 10.
1.4 Impacts of sound on marine environment

Hearing is the primary sense for most marine mammals to obtain information about surrounding underwater environment where sound travels much more efficient than light (Mooney et al., 2012). This is especially true for cetaceans and they have some of the most sensitive, sophisticated and developed hearing systems of all mammals for audio processing (Mooney et al., 2012; NRC, 2003). They produce and receive sound over a broad range of frequencies for several purposes such as foraging, communication, social interaction, orientation, predator
avoidance (Wright et al. 2007). Anthropogenic noise introduced into the marine environment has the potential to influence many of these activities directly by impacting the animals’ hearing system or masking the signals as well as indirectly by affecting the prays (Richardson et al., 1995; Nowacek et al., 2007). Possible impacts of anthropogenic noise on marine mammals are categorized into four zones, in the order of increasing severity, as: (1) Zone of audibility is the area within which the sound is audible to the animal (2) Zone of responsiveness (or behavioral disturbance), (3) Zone of masking where noise is sufficiently strong to interfere with detection of other sounds, (4) Zone of injury or hearing loss is the region where the received sound pressure levels are so high that it might cause temporary or permanent threshold shift (TTS or PTS) in animal’s hearing (Nowacek et al., 2007; Richardson et al., 1995).

To facilitate the study of acoustic effects on cetaceans, they are divided into three functional hearing groups based on their measured or estimated hearing characteristics (Southall et al., 2007):

(1) Low-frequency (LF) cetacean which include all the mysticetes (or baleen whales).

(2) Mid-frequency (MF) cetaceans include most odontocetes (toothed whales) e.g. delphinid species, killer whales, beaked whales, bottlenose whales, and sperm whales.

(3) High-frequency (HF) cetaceans include the porpoises, river dolphins, and Cephalorhynchus.

All the species within a group are assumed to have the same auditory sensitivity and susceptibility to noise (Finneran and Jenkins, 2012).

1.4.1 Quantifying the magnitude of noise

One relevant question regarding underwater acoustic noise is that which sound metric(s) is appropriate to quantify the magnitude of the noise. In addition, since pulses and non-pulse sounds have different potential impacts on the hearing of marine mammals, their distinction is important (Southall et al., 2007). For example, underwater acoustic pressure is variously reported in terms of peak pressure, peak-peak, root mean square (rms) and peak-equivalent of rms. The magnitude of a sound pressure level (SPL) underwater is often expressed as a dB scale relative to 1 μPa, the reference pressure. Sound pressure of a non-pulse (continuous) signal is usually expressed in terms of rms metrics, while the sound pressure for a pulse (transient) signal is expressed in terms of its peak pressure. Sound pressure level (SPL) is a tool to characterize the amplitude of an acoustic
wave. It is defined as (NRC, 2003):

\[ SPL = 20 \log_{10} \left( \frac{A_p}{p_{ref}} \right) \]  

(1.3)

Where \( A_p \) can be peak pressure amplitude or rms amplitude and \( p_{ref} \) is the reference pressure (1 \mu Pa for water). The SPL of root mean squared pressure (rms) of a signal is given by:

\[ SPL_{rms} = 10 \log_{10} \left( \frac{1}{T} \int_0^T \frac{p^2(t)dt}{p_{ref}^2} \right) \]  

(1.4)

For aperiodic signals, the difference between peak-peak pressure and rms can often be 15 dB and more (Madsen, 2005). In addition, the rms level varies by changing the integration time duration. Accordingly, to get meaningful results, the selection of duration is crucial. Hearing studies of mammals, both marine and terrestrial, indicate that the mammalian ear integrates energy over certain time duration which is called hearing integration time (Kastelein et al., 2010). Detectability and auditory threshold of a short duration acoustic signal improve with increasing the signal duration up to the hearing integration time. The measured hearing integration times for few marine mammals indicate that they are similar to those of terrestrial ones and are a few hundred milliseconds (Erbe et al., 2016). Time window of 200 ms is commonly used for computing rms SPLs (Breitzke et al., 2010). Increasing the signal duration beyond the integration time does not further improve the animal's ability to hear the given signal.

Impulsive acoustic waves can include very high-peak sound pressure levels while containing a very small amount of energy. Consequently, when assessing the acoustic impact of a sound pulse, it is both the peak pressure and the energy flux that should be taken into the account (Madsen, 2005; Ward, 1997). The energy of signal within specified time duration, \( T \), is defined by time integral of squared pressure over the time interval (Southall et al, 2007):

\[ E(T) = \int_0^T p^2(t) dt \]  

(1.5)

Sound exposure level (SEL) is a measure of energy that includes not only the received level, but also the duration of exposure. The sound exposure level for the time duration \( T \), is approximated by (Southall et al, 2007):
\[ SEL = 10 \log_{10} \left( \int_0^T \frac{p^2(t) dt}{p_{ref}^2} \right) \]  

(1.6)

SEL can be calculated for a single impulse of noise or multiple impulses to generate cumulative sound exposure level.

### 1.4.2 Auditory weighting functions

Magnitude, frequency, and time duration are the physical properties of acoustic waves or sound. Experimental results indicate that hearing in marine mammals is not equally sensitive to the sound magnitude at all frequencies. Therefore, guidelines that are based on exposure limits defined by received SPL regardless of frequency, duration, and temporal pattern of sound and have ignored hearing sensitivities of different marine mammals are inappropriate. Auditory weighting functions are mathematical functions to include the frequency-dependent features of auditory sensitivity to better predict the auditory effects of man-made sound on marine mammals. Weighting functions are used to weight frequency ranges to de-emphasize where animals are less sensitive (Houser et al., 2017; Tougaard and Dahne, 2017). Weighting functions enable us to generate a single weighted threshold value by combining the weighted noise levels at each frequency. Without weighting functions there would be a large number of individual thresholds corresponding to each frequency (Finneran and Jenkins, 2012).

To derive weighting functions for marine mammals, the most appropriate method is to relate the effect of interest to the level and frequency of noise for each animal or species. Such effects have been permanent or temporarily threshold shift (PTS/TTS) in the hearing of marine mammals. However weighting functions are not applied to predict behavioral disturbances, annoyance, or masking effects of noise (Houser et al. 2017). One of the sound metrics that has influence on the development of marine mammals weighting functions is marine mammals' audiogram which is hearing threshold as a function of frequency (Nedwell et al., 2007). Most marine mammals' audiograms are obtained using psychophysical (behavioral) procedures. The other flourishing method to obtain marine mammals hearing thresholds is neurophysiological measures based on auditory evoked potentials (AEP). AEP is a relatively rapid method to test the hearing sensitivity of animal by measuring generated small voltage by neurons in the auditory system in response to sound (Mooney et al., 2012). Despite the pattern of frequency dependent hearing sensitivity agrees between these two methods, the absolute sensitivity is different (Yuen et al., 2005; Nachtigall et al., 2005; Cook et al., 2006). An audiogram provides the minimum level of acoustic stimuli at each frequency that is barely
audible (Branstetter et al., 2017). Most likely a sound should be more intense than threshold level to be perceived loud and adversely affect the animal.

The other sound metric is called equal loudness contours which represents the sound pressure level of sound at each frequency that are judged equally loud (Finneran and Schlundt, 2011). Using behavioral technique, equal loudness contours were measured for a bottlenose dolphin at three different levels 90, 105, and 115 dB (re 1μPa at 10 kHz). It is observed that the loudness curves in dolphin flatten at higher sound levels (Finneran and Schlundt, 2011). It is reported that it took 9 months to train a bottlenose dolphin and 15 additional months to acquire these contours. Therefore, instead of daunting task of measuring equal loudness contours directly, the alternative was to measure reaction time of animal to the acoustic stimuli at different SPLs to estimate loudness. Connecting the equal reaction times in response to acoustic waves with various frequency and SPLs, equal latency contours are obtained (Mulsow et al., 2015; Wensveen et al., 2014). At low sound levels near the threshold, the equal latency curves are similar to the audiograms. The major limitation of equal latency contours is that above a certain sound level, the reaction times do not decrease as the sound level increases which limit the understanding of perceived loudness of higher SPLs.

Noise induced temporary threshold shift (TTS) curves are the other metrics used to develop audiometric weighting functions for marine mammals. TTS contours provide the required sound exposure level (SEL) to induce a certain amount of TTS in different frequencies. Several experiments are conducted to study the effects of SPL, frequency, duration, and temporal pattern of noise on TTS (Finneran, 2015). TTS due to being exposed to various SPLs and durations was investigated and it was revealed that there is a correlation between TTS and SEL (Popov et al., 2014; Kastelein et al., 2012; Mooney et al., 2009). TTS accumulates over time, but for the exposure with the same SEL, shorter duration or interment exposure produce less TTS than longer duration or continuous exposure. This is probably due to the recovery of hearing threshold shift occurred between the exposures.

Southall et all. (2007) developed the first widely applied marine mammal weighting functions called M-weighting functions. At that time there existed no equal loudness or equal latency contours for marine mammals and it was reasonable to use species’ hearing sensitivities as weighting functions. But the existing audiograms for odontocetes had a much steeper reduction at low-frequencies compared to the TTS data of dolphin and beluga which was somehow flat between 3 and 20 kHz. As a result, M-weighting functions were developed based on the shape of human C-weighting functions which matches human sensitivity to louder sounds than A-weighting function. M-weighting functions for LF, MF, and HF cetaceans are given in Southall et all. (2007) and plotted in Figure 1.8 by solid lines. From exper-
iments on dolphin (Finneran, 2010; Finneran and Schlundt, 2009), it was observed that above 3kHz the dolphin susceptibility to TTS increases (which means TTS onset is lower) while the M-weighting function for MF cetacean is flat between 3 to 20 kHz. After the equal loudness curves were obtained for a bottlenose dolphin in 2011 (Finneran and Schlundt, 2011), new auditory weighting functions (EQL weighting) were presented based on equal loudness contours passing through 90, 105, and 115 dB re 1 μPa at 10 kHz. The EQL weighting function based on the 90 dB (re μPa) provides the best fit to the susceptibility data and are plotted after normalizing at 3 kHz in Figure 1.8 by dashed blue. The curves for LF and HF cetaceans are obtained by extrapolation (Finneran and Jenkins, 2012).
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**Figure 1.8:** M-weighting and EQL based weighting functions for LF, MF, and HF cetaceans (See (Finneran and Jenkins, 2012)).

M-weighting has a flat shape over a broad frequency range with tapering off at low and high frequencies. A more restrictive weighting system was introduced by the National Oceans and Atmosphere Administration (NOAA) guidance (National Marine Fisheries Service, 2016). Audiogram-weighting or NOAA-weighting functions resemble inverted audiograms and are plotted in (Figure 1.9) for LF, MF, and HF cetacean groups.
An intermediate weighting system is the Navy marine mammal weighting functions Type II (Houser et al., 2017; Finneran and Jenkins, 2012) and are plotted in Figure 1.10 for three functional hearing groups. Navy weighting Type II functions utilize features of both M-weighting and EQL-weighting functions; they have a broad weighting with emphasis on the best hearing frequency range. The accuracy of EQL weighting functions for MF cetaceans is unknown at lower frequencies. The reason is the lack of TTS data for MF cetaceans below 3kHz and equal loudness data are not available below 2.5 kHz 2011 (Finneran and Schlundt, 2011). Therefore, the Navy Type II weightings are based on M-weighting functions in the low-frequency range and they match the EQL weighting functions in the higher frequencies to accommodate the susceptibility of listener which indicate the listener's sensitivity to noise.
Acoustic sources can induce physiological and behavioral effects on marine mammals. Physiological effects due to explosive sources are not limited to TTS or PTS, but also include tissue damage. To predict the auditory effects (TTS and PTS) of impulsive sounds, using weighted SEL threshold is appropriate (Finneran and Jenkins, 2012). For MF cetaceans, the SEL-based TTS onset threshold is 172 dB re 1 μPa²·s which is selected according to the available TTS data from a bluga exposed to impulsive acoustic waves generated by a seismic water-gun (Finneran et al., 2002). Since such data is not available for LF cetacean, the TTS threshold for MF cetaceans is used. For HF cetaceans, the SEL-based TTS onset threshold is 146 dB re 1 μPa²·s based on TTS data from a harbor porpoise exposed to underwater impulsive sound from a seismic air-gun (Lucke et al., 2009). The SEL-based TTS exposure functions are plotted in Figure 1.11. It is worth emphasizing that the study of noise effects on cetaceans is challenging because they are pelagic animals and it is difficult and costly to keep them in captivity (Mooney et al., 2012).

Figure 1.10: Navy weighting functions Type II for low-frequency (LF), mid-frequency (MF), and high-frequency (HF) cetaceans (Finneran and Jenkins, 2012).
1.4.3 Weighted far-field energy spectrum of recorded full air-gun array.

Different weighting functions presented above are applied to the energy spectrum of the acoustic signal generated by an air-gun array ($S_1$ in Figure 1.3) and recorded by a broad-band hydrophone. The weighted spectrums for three hearing cetacean groups, i.e. LF, MF, and HF, are plotted together with unweighted energy spectrum of the signal and the background noise in Figures 1.12, 1.13, and 1.14, respectively.
Figure 1.12: Recorded energy spectrum of the air-gun array by a broad-band hydrophone without weighting and with different weighting functions for low-frequency (LF) cetacean group.

Figure 1.13: Recorded energy spectrum of the air-gun array by a broad-band hydrophone without weighting and with different weighting functions for mid-frequency (MF) cetacean group.
Figure 1.14: Recorded energy spectrum of the air-gun array by a broad-band hydrophone without weighting and with different weighting functions for high-frequency (HF) cetacean group.

For LF cetaceans, the low frequencies are dominant in all the weighted and unweighted Energy spectrum densities (ESDs) (see Figure 1.12). For MF cetaceans, as shown in Figure 1.13, the high frequencies become almost as important as low-frequencies for NOAA-weighted energy spectrum. For HF cetaceans as shown in Figure 1.14, high frequencies become dominant with NOAA weighting functions. Furthermore, the weighted ESD by Type II function is almost equally strong above the unweighted background noise level in both low and high frequency ranges.

The energy spectrums shown in Figure 1.6 are plotted together with the Navy type II TTS exposure functions for impulsive noise in Figure 1.15. It is observed that for the given array the generated high frequencies are below the TTS curves for all three cetacean groups and hence TTS occurrence is unlikely based on Navy type II exposure criteria. However, it should be noticed that the energy spectrums are given for one shot and if the animal is exposed to several shots it might impact animal's hearing threshold because SEL is the accumulated exposure level. Furthermore, the noise impact is not limited to TTS. Lower levels of noise have potential to cause other effects such as behavioral disturbances.
1.4.4 Behavioral effects

Other than temporary or permanent threshold shift (TTS or PTS), sound exposure might cause effects which are overlooked since they are more difficult to notice or hard to measure particularly in cetaceans (Tougaard et al., 2015). For example, physiological discomfort is hardly detectable before it becomes extensive enough to induce increased levels of stress hormones. Anthropogenic noise provokes behavioral responses and the elevated background noise might have longer term biological consequences. There was a correlation observed between the amount of stress hormones in the North Atlantic right whales (*Eubalaena glacialis*) and the underwater noise based on measurements conducted between 2001 and 2004 in the Bay of Fundy, Canada (Rolland et al., 2012). Different Marine mammals showed behavioral disturbances when they were exposed to the noise from seismic air-guns (Stone et al., 2006). For instance, in response to active air-guns, baleen whales and orcas (killer whales) evinced localized spatial avoidance while small odontocetes showed strong lateral spatial avoidance. Feeding of several species of toothed whales (Miller et al. 2012; Isojunno et al. 2016), humpback whales (Sivle et al. 2016) and blue whales (Gold-
bogen et al. 2013) are observed to be interrupted during and after the end of exposure to naval sonar signal. Measurements indicate that as a result of increased noise in the frequency band of right whale calls, they have shifted their calls to higher frequencies within around three decades (Parks et al., 2007).

Noise from ships has most power at low frequencies. Therefore, it is considered to impact only the baleen whales that have good hearing at low frequencies and the species with sensitive high-frequency hearing have been overlooked. However, it is recently observed that the ignored weak high-frequencies from shipping noise induce noticeable behavioral responses in porpoises even 1000 meters away from the source (Dyndo et al., 2015). Unlike the previous study on captive porpoises, effects of noise exposure on free-ranging harbor porpoises under natural condition were quantified using sound and movement recording tags (DTAGs) (Wisniewska et al., 2018). It was revealed that exposure to the noise levels greater than 96 dB re 1 \( \mu \)Pa rms in 16 kHz third octave band led to a general pattern of reduced foraging efforts. This study raises concerns regarding the effects of overlooked low-levels of high-frequency noise on other toothed whale species (Wisniewska et al., 2018).

1.5 Mitigation of air-gun noise impacts on the marine environment

To mitigate the impact of seismic air-gun arrays on marine wildlife, different strategies such as minimizing sound output, defining safety zones, soft-start or ramp-up, visual observations and passive acoustic monitoring (PAM) are implemented (Compton et al. 2008). To minimize the sound output it is recommended by the Joint Nature Conservation Committee (2017) to use the lowest power level required to fulfil the survey objectives or to minimize the amount of high-frequencies beyond the useful band for seismic imaging. Furthermore, air-guns should be arranged in the array to have most of the sound energy directed downwards and minimize the horizontal propagation (Johnson et al, 2007).

Safety zones or exclusion zones is the area around the source array where the received sound levels have potential to cause at least temporary hearing impairment (HESS, 1999).

Visual observation is the most common method for monitoring if animals are present in the safety zones and should be carried out by trained marine mammal observers (JNCC, 2004). If a marine mammal is observed within the safety
zone, mitigation strategies such as shutting-down the survey for 30 minutes will be implemented according to different guidelines by different countries (Weir and Dolman, 2007; Parsons et al., 2009; Nowacek et al., 2013). Visual observations are however restricted to day-light time and require relatively good weather and calm sea state. Furthermore, cetaceans spend most of their time submerged and come to the surface of the water for short time intervals. During the night it is more challenging to visually observe them even with night-vision cameras due to reduced view-field (Gordon and Steiner, 1992; Lewis et al., 2000). Other than visual monitoring, the area might be monitored acoustically using a short hydrophone array. With this technique, some of the animals that are calling can be detected but not located. The other possibility is suing thermal infrared camera for monitoring (Verfuss et al., 2018).

Passive acoustic monitoring (PAM) technology helps to overcome some of the above-mentioned limitations of visual and acoustic observations. PAM uses a linear array of hydrophones towed behind the seismic vessel to detect and localize the vocalizing cetacean (Abadi et al., 2017). Augmenting PAM with visual observations increases the likelihood of localizing cetaceans. PAM is still a young technology and suffers from some issues such as error in distance estimation, undetected animals, limitation of low-frequency calls detection, engineering design for reliability, having low self-noise and low interference (Bingham, 2011). Use of PAM technology to supplement the visual surveys is encouraged by U.K.’s Joint Nature Conservation Committee (JNCC) (Wright and Cosentino, 2015). Another mitigation strategy is to gradually increase the source level and is called ramp-up or soft-start to allow the animal to leave the area. This approach starts usually with firing smallest air-gun in the array and subsequently additional air-guns are activated in ascending size order over a time duration of 30-45 minutes (Barlow and Gisiner, 2006). Soft-starts are one of the long-standing and main operational guidelines for seismic surveys. This strategy relies on the supposition that animals will move away from the source in a logical way. The expected logical response assumes that animals can and are willing to leave the area with disturbing noise. However, there may be areas with plenty of food which entice the animal to resist the noise until the exposure level become dangerous (Wright and Cosentino, 2015). There are observations which falsify the ‘logical response’ assumption. For example, using acoustic tagging on northern bottlenose whales indicated that lower sound might attract the animal to the sound source instead of warning it to move away. The tagged bottlenose whale turned to approach the sound source at a received SPL of 98 dB re 1 $\mu$Pa. But in response to a received SPL of 107 dB re 1 $\mu$Pa, the animal showed and unusual moves and then performed the longest and deepest recorded dive (94 min, 2339 m) for this species and afterwards the animal stayed unusually silent for several hours (Miller et al., 2015).
1.6 Alternative marine seismic sources

There have been many different marine seismic sources. Some of them such as air-guns have stood the test of time, while some others diminished by time for lack of competence (Parkes and Hatton, 1986). The challenge of new marine seismic sources is to have minimal impact on the marine environment while satisfying the requirement for seismic imaging. Some of these new sources are briefly explained in the following.

1.6.1 Air-guns with flexible bandwidth control (eSource)

A new air-gun, named eSource, reduces the environmental impact of marine seismic surveys by greatly reducing unnecessary high-frequency acoustic emission (Coste et al., 2014). eSource is jointly developed by Teledyne Bolt and WesternGeco. To understand the high-frequency generation mechanism and optimize the acoustic output, advanced computational fluid dynamics (CFD) was used. Such simulations are challenging because of extreme pressure gradients, multiphase flows, and supersonic velocities (Gerez et al., 2015). The short rise time - and consequently sharp slope - of the acoustic pulse causes almost all the high-frequency acoustic energy emitted by an individual air-gun. In the new air-gun design, the released air at the air-gun ports is regulated by controlling the motion of air-gun shuttle. In addition to the reduced high-frequencies, it generates lower peak pressure compared to the conventional air-guns while retains the useful low-frequencies for seismic imaging (Groenaas et al., 2016).

1.6.2 Marine Vibrators (MVs)

Vibrators were introduced in 1958 for onshore seismic explorations and could successfully replace explosive sources such as dynamites which were hazardous for operators (Wei et al., 2010). Accordingly, marine vibrators were introduced in the late 1960s and in principle they should reduce most types of environmental impacts compared to the impulsive sources such as air-guns. Output spectral energy of a vibrator can be controlled to avoid emission of frequencies outside the seismic band to reduce the impact on marine mammals. Furthermore, since the vibrator energy output is spread over a long-time interval, e.g. 10 s, the peak pressure output of a vibrator is much lower than that of an impulsive source. Therefore, marine vibrators might be less harmful to the aquatic environment (Dragoset, 1988). Despite these intriguing advantages, they have been far less used than air-guns in last 50 years (Gisiner, 2016).

Besides the problems related to the MVs mechanical durability, one of the most
crucial challenges with marine vibrators is the difficulty of generating low-frequency acoustic waves. The required vibration amplitude to generate a desired sound pressure level (SPL) increases exponentially as the frequency decreases (Long and Tenghamn, 2018). To overcome the problem of inefficient low-frequency generation, the source should have a good impedance match with the surrounding water. The low-frequency generation can be enhanced by designing a source with low resonance frequencies which is a challenging task (Sornmo et al., 2016; Long and Tenghamn, 2018). There are achievements in improving the efficiency of MV’s low-frequency generation by developing, for example, MVs with a flexextensional shell. Due to their mechanical construction, they have two separate resonances in the low-frequency band which has enabled them to radiate low frequencies more efficiently (Tenghamn, 2013; 2006). An Efficient flexextensional shell design provides improved coupling between the vibrator and water at low frequencies. Therefore, the vibrator can efficiently move a sufficient volume of water at low frequencies to create acoustic waves (Pramik et al., 2015). Controllability and repeatability of MV’s output amplitude and phase is a crucial and challenging issue (Ozasa et al., 2015). Marine vibrators produce undesired high-frequency harmonic due to nonlinear effects. One method to effectively suppress the undesired higher harmonics is to use frequency-domain iterative learning control (Sornmo et al., 2016; Long and Tenghamn, 2018). Same as air-gun arrays, marine vibrators are also arranged in an array to meet the required amplitude spectrum (Mougenot et al., 2017).

1.6.3 Low Pressure Source and Tuned Pulse Source

Air-guns emit a considerable amount of unwanted high-frequencies into the marine environment. Part of these high frequencies is due to the generated jets of air by releasing high-pressure air through the ports. A new source which can be considered as an evolution of air-gun, operates with lower pressure, has increased air-volume, and modified ports shuttle (Ronen et al., 2015). The air released from a low-pressure source has larger raise time and shorter peak pressure. Furthermore, it is easier to control the discharge of air at lower pressure. Tuned Pulse Source (TPS) is a pneumatic acoustic source which operates with low-pressure air stored in a high-volume chamber (Ronen and Chelminski, 2017). It has a cup shaped flange and its ports are extended almost 360° around the operating housing. It generates acoustic pulse with a long raise time by releasing the large volume of air into the surrounding water over a controlled time. The length of the firing chamber tunes the pulse (Chelminski, 2015). Compared to the air-guns, TPS has much stronger low frequency content which is important for seismic imaging and especially important for full waveform inversion (FWI), sub-salt and sub-basalt
imaging. TPS mitigates the damage to the marine environment by generating less high-frequency acoustic waves which have potential to impact marine mammals especially those with sensitive hearing in the high-frequency band.

1.6.4 Encoded source sequences

In a conventional seismic acquisition, one source is activated at a time. The shot time intervals should be sufficiently large to avoid the interference of energy from previous shot with the next one (Berkhout, 2008). For marine seismic acquisition since there is a minimum vessel speed limitations, the required minimum time interval between the shots limits not only the acquisition rate but also in-line source sampling (Moore et al., 2008). Acquisition of simultaneous source data, also referred to as blended acquisition, improves the acquisition efficiency and provides data with denser source sampling and hence better seismic images (Hampton et al., 2008; Abma et al., 2015). However, when firing several sources nearly simultaneously, conventional seismic imaging processing are not appropriate because the recorded data contain wave-fields from more than one source. To solve this problem, separation of the wave-fields from corresponding sources must be performed before further processing. Source encoding is one of the methods which enables simultaneous source separation by a processing technique (Robertsson et al., 2008). Unlike a conventional air-gun array, where all the air-guns are activated simultaneously to generate an impulsive source signature, in the source encoding method the individual air-gun are activated sequentially over an extended time period. The activation time pattern is referred to as a Popcorn pattern and the time-extended source signal is called a Popcorn signature (Abma and Ross, 2013 and 2015). By designing the orthogonal encoded source sequences, separation of wave-fields are achieved by cross-correlating the data with the corresponding source sequence (Muller et al., 2015). Nowadays thanks to the availability of High-performance computational resources, it is possible to reconstruct the equivalent impulsive source signal from encoded source datasets using a sparse inversion algorithm which is computationally demanding (Muller, 2016). Furthermore, the pattern can be designed to attenuate the source ghost, reduce or control the bubble interaction between air-guns (Abma and Ross, 2015; Mougenot et al., 2017).

In addition to the mentioned benefits for seismic acquisition, due to the distributed activation times, the peak pressure amplitude of the source signature is much smaller than that of conventional air-gun array signature and thereby reduces its potential environmental impacts (Abma and Ross, 2015; Muller, 2016).
1.7 Basic acoustic source models

Any acoustic source can be expressed mathematically as a dominant order of a multipole (Ross, D. 1976). Many of the acoustic sources can be modeled in terms of simple sources such as breathing spheres, oscillating pistons or combinations thereof (Norton and Karczub, 2003, chapter 2). Therefore, basic equations for acoustic pressure and power radiation by these two simple sources are briefly reviewed in this section. Before introducing two basic acoustic sources, it is helpful to define acoustic impedance and radiation efficiency.

1.7.1 Acoustic impedance and radiation efficiency

In an ideal acoustic source, all its energy should be converted into an acoustic field. But in practice, sources generate a hydrodynamic non-radiating field in addition to the radiated acoustic pressure field. Radiation impedance is a useful definition to express these concepts (Ross, D. 1976):

\[ Z_r = R_r + jX_r \]  \hspace{1cm} (1.7)

The real and imaginary parts are called resistance and reactance, respectively. The former is proportional to the acoustic power while the later one is proportional to the hydrodynamic non-radiating motion of medium.

Acoustic generation is caused by the compressibility of a medium. Since water is less compressible than air, acoustic conversion efficiencies of sources in water are much less than those in air (Ross, D. 1976). In analyzing acoustic sources, acoustic conversion efficiency (or radiation efficiency) is an instructive concept. It is defined as the ratio of radiated acoustic power to the entire power in the acoustic and hydrodynamic motion (Ross, D. 1976):

\[ \eta_{rad} = \frac{W_{ac}}{W_{ac} + W_{hyd}} = \frac{R_r}{|Z_r|} = \frac{R_r}{\sqrt{R_r^2 + X_r^2}} \]  \hspace{1cm} (1.8)

In the above equation, \( W_{ac} \) is the acoustic power and \( W_{hyd} \) hydrodynamic sloshing motion of fluid. In the following we will analyze the radiating acoustic pressure by a pulsating sphere and a vibrating circular disk.
### 1.7.2 Pulsating sphere

For a radially oscillating (pulsating) sphere with frequency $\omega$, equilibrium radius $a$, and normal surface velocity $u_a = U_a e^{i\omega t}$, the fluctuating acoustic pressure at distance $r$ from the center of sphere is (Norton and Karczub, 2003 chapter 4; Pierce, 1989 chapter 4):

$$p(r, t) = \frac{a^2 U_a}{r} \left( \frac{j k \rho c}{1 + j k a} \right) e^{j(\omega t - k(r - a))}. \quad (1.9)$$

Where $k$ is the wave-number, $\rho$ is density, and $j$ is the imaginary unit. When $ka \ll 1$, i.e. for low frequency approximation or when the sphere is small compared to the acoustic wavelength, equation 1.9 can be written as:

$$p(r, t) = \frac{j \rho c k a^2 U_a}{r} e^{j(\omega t - k(r - a))}. \quad (1.10)$$

When $ka \gg 1$, i.e. for high frequency approximation or when the sphere is large compared to the acoustic wavelength, equation 1.9 can be written as:

$$p(r, t) = \frac{\rho c U_a}{r} e^{j(\omega t - k(r - a))}. \quad (1.11)$$

For a pulsating sphere the acoustic radiation impedance evaluated at the surface is (Ross, 1976; Norton and Karczub, 2003, chapter 4):

$$Z_r = \frac{\rho c S_0}{r} \left[ \frac{(ka)^2}{1 + (ka)^2} + \frac{j k a}{1 + (ka)^2} \right]. \quad (1.12)$$

Where $S_0$ is the surface area of the sphere. The radiated acoustic power is obtained by (Lawrence et al., 2000 chapter 7; Pierce, 1989 chapter 4):

$$\Pi = \frac{1}{2} U_a^2 R_r. \quad (1.13)$$

Where the $R_r$ is the real part of $Z_r$ in equation 1.12. The radiation efficiency can be obtained from equations 1.8 and 1.12.
1.7.3 Vibrating baffled circular piston

Another simple acoustic source is a vibrating baffled circular disk. The pressure at distance $r$ from the center of the sphere is (Norton and Karczub, 2003 chapter 4; Pierce, 1989 chapter 4):

$$p(r, \theta, t) = \frac{j}{2} \rho c U_a \frac{a}{r} \left[ \frac{2J_1(ka \sin \theta)}{ka \sin \theta} \right] e^{j(\omega t - kr)}. \quad (1.14)$$

The term in the brackets represents directivity factor. Acoustic radiation impedance evaluated at the piston surface is (Lawrence et al., 2000 chapter 7; Pierce, 1989 chapter 5):

$$Z_r = \rho c S_0 \left[ \left( 1 - \frac{2J_1(2ka)}{2ka} \right) + j \frac{2H_1(2ka)}{2ka} \right]. \quad (1.15)$$

In the above equation, $J_1$ and $H_1$ are the Bessel function and Struve function of first order, respectively. The surface area of the piston is represented by $S_0$. Then the acoustic power radiated by the baffled circular piston is estimated using equation 1.13 where $R_r$ is the real part of radiation impedance in equation 1.15.

Based on the given formulas in this section, acoustic radiation efficiency of a pulsating sphere and a vibrating baffled circular piston with the initial radius of 0.3 m and 0.6 m are given in Tables 1.1 and 1.2 for eight frequencies. Furthermore, the required vibration amplitude and input energy at different frequencies to generate a source level of 195 dB and 205 dB (rel 1\,\mu Pa) for a pulsating sphere and a vibrating baffled circular piston with two different equilibrium radiiuses are given in Tables 1.1, 1.2, and 1.3.
### Table 1.1: 195 dB 1m rel 1μPa, \(a_0 = 0.3m\)

<table>
<thead>
<tr>
<th>( f (Hz) )</th>
<th>Sphere</th>
<th></th>
<th></th>
<th></th>
<th>Piston</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( f (Hz) )</td>
<td>( A(mm) )</td>
<td>( \text{RE} (%) )</td>
<td>( IP (kW) )</td>
<td>( A(mm) )</td>
<td>( \text{RE} (%) )</td>
<td>( IP (kW) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>45.6</td>
<td>0.88</td>
<td>30.1</td>
<td>91.4</td>
<td>0.52</td>
<td>25.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>22.4</td>
<td>1.26</td>
<td>21.1</td>
<td>44.8</td>
<td>0.74</td>
<td>17.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2.5</td>
<td>3.77</td>
<td>7.02</td>
<td>5</td>
<td>2.2</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>6.27</td>
<td>4.21</td>
<td>1.8</td>
<td>3.7</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.2</td>
<td>12.5</td>
<td>2.09</td>
<td>0.45</td>
<td>7.4</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.01</td>
<td>53.2</td>
<td>0.36</td>
<td>0.018</td>
<td>36</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.003</td>
<td>78.3</td>
<td>0.21</td>
<td>0.0045</td>
<td>66</td>
<td>0.155</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>0.0006</td>
<td>98.8</td>
<td>0.26</td>
<td>0.0002</td>
<td>99.7</td>
<td>0.0069</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- \( f \): Frequency
- \( A \): Amplitude
- \( \text{RE} \): Radiation Efficiency
- \( IP \): Input Power

### Table 1.2: 195 dB 1m rel 1μPa, \(a_0 = 0.6m\)

<table>
<thead>
<tr>
<th>( f (Hz) )</th>
<th>Sphere</th>
<th></th>
<th></th>
<th></th>
<th>Piston</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( f (Hz) )</td>
<td>( A(mm) )</td>
<td>( \text{RE} (%) )</td>
<td>( IP (kW) )</td>
<td>( A(mm) )</td>
<td>( \text{RE} (%) )</td>
<td>( IP (kW) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>11.4</td>
<td>1.7</td>
<td>15.1</td>
<td>22.8</td>
<td>1.0</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.6</td>
<td>2.5</td>
<td>10.5</td>
<td>11.2</td>
<td>1.48</td>
<td>8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.62</td>
<td>7.5</td>
<td>3.5</td>
<td>1.24</td>
<td>4.44</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.22</td>
<td>12.5</td>
<td>2.1</td>
<td>0.44</td>
<td>7.4</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.056</td>
<td>24.4</td>
<td>1.0</td>
<td>0.11</td>
<td>14.7</td>
<td>0.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.0028</td>
<td>78.2</td>
<td>0.21</td>
<td>0.0045</td>
<td>66</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.0014</td>
<td>92.9</td>
<td>0.25</td>
<td>0.0011</td>
<td>96.3</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>0.0003</td>
<td>99.7</td>
<td>0.26</td>
<td>0.00004</td>
<td>99.9</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1.3: 205 dB 1m rel 1μPa, \( a_0 = 0.6m \)

<table>
<thead>
<tr>
<th>( f ) (Hz)</th>
<th>Sphere A(mm)</th>
<th>RE (%)</th>
<th>IP (kW)</th>
<th>Piston A(mm)</th>
<th>RE (%)</th>
<th>IP (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>36.1</td>
<td>1.7</td>
<td>150.6</td>
<td>72.2</td>
<td>1.0</td>
<td>127.8</td>
</tr>
<tr>
<td>10</td>
<td>17.7</td>
<td>2.5</td>
<td>105.4</td>
<td>35.4</td>
<td>1.48</td>
<td>89.5</td>
</tr>
<tr>
<td>30</td>
<td>1.97</td>
<td>7.5</td>
<td>35.1</td>
<td>3.9</td>
<td>4.44</td>
<td>29.8</td>
</tr>
<tr>
<td>50</td>
<td>0.71</td>
<td>12.5</td>
<td>20.9</td>
<td>1.4</td>
<td>7.4</td>
<td>17.9</td>
</tr>
<tr>
<td>100</td>
<td>0.18</td>
<td>24.4</td>
<td>10.2</td>
<td>0.35</td>
<td>14.7</td>
<td>8.9</td>
</tr>
<tr>
<td>500</td>
<td>0.0088</td>
<td>78.2</td>
<td>2.1</td>
<td>0.0142</td>
<td>66</td>
<td>1.5</td>
</tr>
<tr>
<td>1000</td>
<td>0.0044</td>
<td>92.9</td>
<td>2.5</td>
<td>0.0035</td>
<td>96.3</td>
<td>0.49</td>
</tr>
<tr>
<td>5000</td>
<td>0.0009</td>
<td>99.7</td>
<td>2.6</td>
<td>0.0001</td>
<td>99.9</td>
<td>0.016</td>
</tr>
</tbody>
</table>

It is seen that the required vibration amplitude and input power increases drastically by reducing the frequency. As expected the pulsating sphere is more efficient acoustic radiator than vibrating piston. By increasing the size of acoustic source, the required vibration amplitude and input power to generated certain sound pressure level decreases.

### 1.8 K-space pseudo spectral method

To investigate the acoustic properties of the ghost cavitation cloud, numerical methods are required. There are several different numerical schemes to solve acoustic wave equation. Finite-difference time-domain (FDTD) method (Yee, 1966) which has been widely used to solve electromagnetic wave equations, is applied in other fields such as acoustics (Chang and McMechan, 1989; Botteldooren, 1995; Wang, 1996) where numerical methods are required to solve time-dependent partial differential equations. Both the spatial and temporal derivatives are approximated by finite difference equations usually based on Taylor series expansion. The number of terms used in the Taylor series determines the accuracy of the approximation. It is possible to start discretizing second-order acoustic wave equation or a set of coupled equations based on conservation of mass, momentum and equation of state (Liu, 1998). Discretizing and solving a set of coupled first order equations makes it easier to include mass and force sources and to include a perfectly matched layer (PML) around the computational domain. PML absorbs the acoustic waves that reach the boundaries of the computational domain and prevents
their reflection back to the computational domain. FDTD suffers from excessive
dispersion error which accumulates with time as the waves advance in the com-
putational domain (Hadi and Piket, 1997). To overcome the dispersion problem, one
method is to use a relatively large number of nodes per minimum wavelength or
decrease the time step. Therefore, the FDTD method is computationally expen-
sive. Alternatively, higher order finite-difference methods can be used which means
including more terms of Taylor series in the difference approximations (Zygiridis
and Tsiboukis, 2004). Instead of using local approximation to the spatial derivat-
ives based on finite differences, pseudo-spectral methods use a Fourier transfor
to estimate the spatial derivative using all the grid points. Then only two grid
points per shortest wavelength are required to achieve the same accuracy as 8-16
grid points per shortest wavelength in the FDTD method (Liu, 1997). Therefore,
pseudo-spectral finite difference (PSTD) methods are much more efficient than
FDTD methods. While spatial derivatives are accurately represented using Fourier
transform, the temporal derivatives are significantly dispersive in PSTD methods
(Tabei et al., 2002) and therefore the small time-step requirement reduces their ex-
pected efficiency. Temporal derivative estimations can be considerably improved
by using k-space family of methods which use k-t (spatial frequency and time)
space scheme for temporal iterations (Bojarski, 1982; Mast et al., 2001). Same
as pseudo-spectral methods which require fewer grid points per wave length, the
use of Fourier Transform in k-space has made it possible to have larger time steps
(Cox et al., 2007). K-space pseudo-spectral algorithm is more efficient than many
finite-difference and finite-element methods because it provides same degree of ac-
curacy with much coarser grid spacings and larger time steps (Tabei et al., 2002).
K-wave is an efficient MATLAB toolbox for acoustic wave propagation (Treeby
and Cox, 2010; Treeby et al., 2012). It uses k-space and pseudo-spectral method
for temporal and spatial discretization, respectively.

1.9 Thesis structure
The main part of this thesis comprises four independent papers, either published or
submitted to peer-review journals and a peer reviewed conference paper is presen-
ted as an appendix. Therefore, invariably and inevitably there are some overlap-
ning introductory and background materials presented in different chapters.

In chapter 2, a synthetic modeling scheme for modeling ghost cavitation and the
resulting acoustic signal is presented. By superposition of pressure fields from
air-guns, the pressure around the array is estimated. Temporal and spatial distribu-
tion of locations where the cavitation is likely to occur, that is when the pressure
drops below the water vapor pressure, are determined. In the second step, cavity
growth and collapse are modeled at different locations using the Prosperetti bubble
dynamic equations and subsequently the resulting pressure signature is estimated.
Individual cavity pressure signatures are propagated from where they are formed to
the receiver location. Geometrical spreading and absorption effects are included.
By adding the signatures of individual cavities, the resulting acoustic signal form
the cavity cloud is obtained. The results are compared to the field recorded data.
There is a good correspondence between modeled and measured data regarding
the onset time and the duration of the high-frequency cavitation signal.

In chapter 3, using the developed ghost cavitation modeling scheme in the previous
chapter, the ghost cavitation signal for two different air-gun arrays were modeled.
Both arrays have three sub-arrays. One of the arrays has total air-chamber volume
of 2730 in³ and the distance between the sub-arrays is 6m. The second one has
total air-chamber volume of 3250 in³ with 8m horizontal distance between the sub-
arrays. The second array generates around 150% more high-frequencies (>5 kHz)
while its energy in the seismic band is only around 20% more than the smaller
array.

In chapter 4, the ghost cavity cloud generated by an air-gun array with two sub-
arrays is video recorded using a high-speed video camera. It is the first convincing
photographic evidence of the ghost cavitation phenomena. Acoustic signals were
measured by a broad-band hydrophone suspended below the array. There is a good
agreement between the onset and duration of photographed cavity cloud and the
one from modeling. The shape and position of modeled and photographed cavity
clouds share similar features. The envelopes of high-pass filtered modeled and
measured acoustic signal fits the field measured acoustic signal.

In chapter 5, the sound varying velocity within the cavity cloud is investigated by
comparing the numerical modeling to the far-field recordings. Presence of vapor
cavities within the cloud can significantly drop the sound speed of water within
the cavity cloud at frequencies below the resonance frequencies of the cavities.
Therefore, it is an acoustic wave propagation in a time-dependent medium. A
modified k-wave which is a k-space pseudo-spectral numerical method is used
to model effects of temporarily sound velocity reduction within the cavity cloud
on the far-field acoustic recording. We observed that temporarily sound velocity
reduction of 50% within the cloud changes the modeled.

In appendix A, the effects of cavity collapses within the ghost cavity cloud on the
near-field hydrophones are simulated. In this paper the model is tuned (calibrated)
such that both the amplitude of high-frequency modeled signal and its associated
low-frequency part matches the measurements.
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Chapter 2

Acoustic generation of underwater cavities — comparing modeled and measured acoustic signals generated by seismic air gun arrays

Babak Khodabandeloo, Martin Landrø
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Norwegian University of Science and Technology (NTNU)
NO-7491 Trondheim, Norway

Alfred Hanssen
Department of Geosciences, ARCEx, University of Tromsø
The Arctic University of Norway,
NO-9037 Tromsø, Norway

2.1 Abstract

Underwater vapor cavities can be generated by acoustic stimulation. When the acoustic signals from several air guns are reflected from the sea surface, the pressure drop at some locations is sufficient for cavity growth and subsequent collapse. In this paper, the generation of multiple water vapor cavities and their collapses are numerically modeled, and the results are validated by comparing with field data from a seismic air gun array test. In a first modeling attempt where cavity interaction is neglected, a correspondence between measured and modeled data is found. Then, this correspondence is improved by assuming that the acoustic signal generated by the other cavities changes the hydrostatic pressure surrounding each cavity. This modeling can be used to estimate the amount and strength of high frequency signals generated by typical marine air gun arrays, given that a calibration step is performed prior to the modeling.

2.2 Introduction

2.2.1 Background

Underwater man-made noise is recognized to have several adverse effects on aquatic animals and it is a worldwide problem (Southall, 2008; Williams et al., 2015). Such noise is mainly due to shipping, seismic surveys, military activities, and pile driving for offshore construction (Hildebrand, 2009). In marine seismic surveys, most common and widely used techniques utilize acoustic waves to image the earth’s subsurface. A majority of this type of surveys is for hydrocarbon exploration. An active source radiates acoustic waves into the earth and subsequently the subsurface structure is determined from measured reflected elastic waves using a large number of receivers. These receivers might be hydrophones organized in long cables that are towed behind the seismic vessel, or geophones that are deployed at the seabed. For seabed geophones, it is today common to measure the three spatial components of the displacement field (x, y, and z) and in addition to measure also the pressure component using a single hydrophone. This is known as four-component seismic, or 4C seismic. On the other hand, acoustic waves that propagate in the water layer are crucial and a very effective sensory tool for marine mammals. These animals use sound for a variety of vital purposes such as foraging, social interactions, mating, navigation, and detecting predators (Wright et al., 2007). Effects of the anthropogenic noise on marine fauna can be behavioral reactions (McCauley et al., 2000), acoustic masking, prey effect, physiological effects (Nowacek et al., 2007), and/or hearing impairment and threshold shifts (either temporarily or permanently) (Erbe and Farmer, 2000; Gordon et al., 2003). Marine animals use different frequency ranges for communication and echolocation.
Many species of toothed whales, one of two main groups of cetaceans, use 1-20 kHz for communication and 20 kHz to 150 kHz for echolocation. The other group, baleen whales, uses lower frequencies ranging from 12 Hz to 8 kHz (Richardson et al., 1995). To reduce the impact of noise on the marine mammals, it is reasonable to avoid or reduce overlap with their frequency ranges (Ketten, 2004). It should be noted that detailed knowledge of how and to what extent marine mammals exploits acoustic waves is still not fully explored. Air gun arrays are the most common and efficient marine seismic source compared to other seismic sources such as marine vibrators and water-guns (Duren, 1988; Barger and Hamblen, 1980). Marine seismic acquisition is a major noise source in the marine environment and its impacts on aquatic life are therefore crucial to understand. Air guns produce loud impulsive bursts of underwater sound by a sudden release of high pressure air (typically 137 bar) which forms a rapidly expanding and contracting bubble (Caldwell and Dragoset, 2000). In practice instead of using one single air gun, several air guns with different volumes are used together which is referred to as an air gun array. The purpose of using many air guns is to increase the strength of the seismic source, to enhance the source signature, as well as to modify directivity of the source to reduce the lateral directivity (Dragoset, 2000). Such arrays radiate acoustic waves that propagate through the water layer and into the subsurface beneath the seabed. Subsequently, seismic profiles for hydrocarbon exploration and scientific mapping of the earth’s crust are created from measured responses using receiver cables that are towed behind a seismic vessel or deployed at the seabed. For seismic imaging, only low frequencies (less than 100 Hz) are required since they penetrate deeper into the earth. However, there are also much higher frequencies generated by air gun arrays which do not benefit seismic imaging. Goold and Fish (1998) measured frequencies up to 22 kHz some kilometers away from a 2120 cubic inch air gun array. Using a broad-band hydrophone, it was reported that air-gun arrays produce significant high frequencies up to 60 kHz (Landrø et al., 2011) but much weaker than the signal recorded at seismic frequencies. These high frequencies emitted from air gun arrays overlap with the hearing curves of many cetacean species and may adversely affect them (Ketten, 2004; Landrø et al., 2011). Despite some concerns about seismic air gun impact on marine life (NRC, 2003; Madsen et al., 2006), they are still the dominant seismic source (Landrø and Amundsen, 2010; Weilgart, 2013). The main reason is that there is no better seismic source today and that the impact on marine life is considered low or minimal. Marine seismic vibrators were introduced few years after the air gun and since then they have been in development. But they are still not a popular seismic source because of weak signal and practical issues related to operations. The radiated acoustic power is proportional to the square of the radiator size to the wavelength ratio (Norton and Karczub, 2003). Consequently they must be impractically large to radiate
low frequency acoustic waves efficiently. Sources such as the Low level Acoustic Combustion Source (Askeland, 2007), Tunable Organ Pipe (Morozov and Webb, 2007) Hydro-acoustic Transduction (Bouyoucos, 1975) and low pressure air gun (Chelminski, 2015) may remain a future solution. The interest to reduce the high frequency content generated by air gun arrays is increasing. An air gun silencer was tested for a 50 bar air gun and the experimental results showed that frequencies above 700 Hz were reduced by approximately 6 dB (Spence et al., 2007). The drawbacks are the need for replacing acoustically absorbent foam in the silencer after few shots and the silencer effectiveness is not satisfactory (Spence, 2009).

To reduce the high frequencies which are due to the steep rise time of pressure signals from each individual air gun, a new air gun was designed and successfully tested (Coste et al., 2014; Gerez et al., 2015). Another mechanism is interaction between reflected ghost wave and air gun bubble which generates frequencies between 400-600 Hz (King, et al 2015a; King, 2015b). A third high frequency generation mechanism is ghost cavitation (Landrø et al., 2011). It was observed that a full air gun array, unlike single air guns or single arrays, has a much larger high frequency content compared to single guns. This signal occurs a few milliseconds after the ghost reflection (Landrø et al., 2011). Such high frequencies are attributed to cavitation phenomena caused by reflected pressure signals from the water-air surface. These reflections are referred to as ghost signals, and hence the term ghost-cavitation is used for this phenomenon.

### 2.2.2 Acoustic waves and cavitation

Acoustic waves in a liquid can generate cavities. When the water pressure drops below the vapor pressure or partial pressure of the dissolved gases, there is a possibility of vapor or gas cavity formation in the liquid (Mellen, 1954; Plesset, 1970). The vapor cavity is called acoustic cavitation if it is from an oscillating pressure due to an acoustic wave propagating through a liquid (Frohly et al., 2000; Apfel, 1984). The threshold pressure in an acoustic field that ruptures the water and creates cavitation varies significantly from moderate low pressures to high relative negative pressures. However, it is experimentally observed that presence of cavitation nuclei facilitates cavity generation (Caupin and Herbert, 2006; Herbert et al, 2006; Brennen, 2013). For example in a venturi nozzle experiment, cavitation was observed when a small air bubble entered the low pressure region (Harrison,1952). Cavitation collapse generates loud noise and high frequencies. For example acoustic pressure is measured up to 0.7 MPa at distance of 1-3 cm from cavity collapse from a snapping shrimp (Lohse et al., 2001). The pressure inside a cavity at its minimum size is very high and might be up to thousands of bars (Mellen, 1954; Yasui et al., 2010; Harrison, 1952). The cavitation noise is most severe when there are many collapsing cavities together which is often denoted cloud cavitation (Re-
isman et al., 1998). In the case of air gun arrays, ghost cavitation clouds can be formed because of the sudden pressure drop due to multiple reflected ghost signals from several single air guns in the array (Landrø et al., 2011, 2013). This acoustically generated cavitation is assumed to be generated by a cavitation cloud and this hypothesis was further confirmed by more dedicated experiments (Landrø et al., 2016).

2.2.3 Cavities in plasma due to an external electric field

It is interesting to note that there exists a surprisingly similar dynamical phenomenon in driven and damped plasmas. Plasmas are (partially) ionized gases, which imply that their dynamical properties are dominated by long range Coulomb forces acting between the charged particles (Pecseli, 2012). By driving a plasma with an external electric field, an ensemble of cavities (density depressions or “cavitons”) may form by means of a resonance mechanism (nucleation). Local high-frequency electric fields can be trapped in these cavities, inducing a collapse of the cavities until they become so small that they dissipate their energy as heat and sound waves (the burn-out) (Russell et al., 1986; Hanssen et al., 1992). Thereafter, the burnt-out cavities relax until they again become the nucleus for a new cycle of cavity nucleation, collapse, and burn-out. This phenomenon is called strong plasma turbulence (Russell et al., 1986; Hanssen et al., 1992), and it results in heating of the plasma, in addition to emission of sound and electromagnetic waves (Mjølhus et al., 1995).

We believe that the similarity between nucleation-collapse-burnout dynamics in plasmas and cavitation-expansion-collapse in fluids is more than skin-deep. Hence, both systems is governed by an external energy source (sound pulses in the case of seismic, electromagnetic waves in the case of plasma), and both kinds of cavities dissipate their energy to the surrounding medium as they dampen and finally collapse. The dynamics is inherently nonlinear, rendering the modelling and analysis difficult. The air gun generated bubble dynamics is in many ways the more complex of the two, as it involves phase transitions which does not take place in plasma turbulence. Also, under certain conditions a hot and dense microplasma may be formed inside the vapor cavities, emitting electromagnetic waves (light and UV radiation) during their collapse (e.g., Bataller et al., 2014; McNamara et al. 1999). This connection between the plasma caviton collapse and vapor cavities collapse in fluids indicates interesting similarities between nonlinear fluid dynamics and nonlinear plasma dynamics. It is evident that the emitted sound and light from both types of collapse points to some deeper common underlying dynamics that is still poorly understood. In this work we have modelled the ghost cavitation signal by assuming that the measured signal at any location is an aggregate of individual signatures from cavity collapses. To do so, temporal and spatial dis-
tribution regions around the air guns where cavities are more likely to be formed are required. The pressure values around the air guns are calculated based on air gun array signature modeling. Then, it is determined where and when the pressures drop below the assumed threshold level for cavitation growth. Afterwards, using bubble dynamics equations, the response of a microbubble, or impurities, to the estimated pressure from air gun arrays and their ghost is obtained. Having the cavitation signature corresponding to the estimated minimum pressure and its location and formation time, it is possible to forward propagate it to the receiver point. Geometrical spreading and absorption effects are included. Results of this modelling provide us with strong evidence that supports the ghost cavitation hypothesis. This work improves our understanding of one of the underlying mechanisms for the high frequency content of air gun arrays which might be used to develop strategies to reduce them. Even though we lack enough data regarding effects of noise on marine mammals we don't know how much these high frequencies bother or impact marine fauna. Hence, reducing the high frequency content is a correct strategy and as a pre-caution. To our knowledge this is the first attempt to perform quantitative modeling of the ghost cavitation signal and compare the modeled results to far field measurements.

2.3 The field experiment

The field experiment was conducted in 2008 in the Black Sea offshore Turkey. The source vessel was sailing along a straight line above a permanent hydrophone located at the sea bed. The shot interval was 25 meters. The process is schematically shown in Figure 2.1. The Location of the hydrophone with respect to the closest shot is given by \( x_0 = 1.2m, y_0 = 39m, \) and \( z_0 = 55m. \)

Normalized measured signals for shot number 15 to 25 and their 10 kHz high pass (HP) filtered signals are plotted together in Figure 2.2. It is clear that shot 20 is the closest shot to the hydrophone.

We have plotted the normalized measured signal for shot 20 –which is the nearest shot to the hydrophone –and its normalized 10 kHz HP filtered signal as well as the 200 Hz low pass (LP) filtered signal in Figure 2.3. It is observed that the strong high frequency signal appears a few milliseconds after the surface ghost. The energy level of the high frequencies (>10 kHz) is around 50 to 60 dB less than the maximum energy level of the air gun signal which occurs between 50 to 100 Hz (Landrø et al., 2011). To compare the relative magnitude of the low and high (>10 kHz) frequency signals the raw and the high-pass filtered signals are shown without normalization in Figures 2.3a and 2.3b, respectively. We observe that the amplitude of the high frequency signal is around 2-3% of the amplitude of the raw signal. However, although the signal strength is weak compared to the low-
Figure 2.1: Top: Schematic view of the field experiment; the hydrophone is stationary at the sea bed. The shooting vessel moves along a straight line above the hydrophone. The source depth is 5 meter. Below: The air gun array configuration seen from above.
frequency part of the air gun signature, these high frequencies might still influence marine mammal behavior. For example the hearing of many of the odontocetes (toothed whales) is around 80 to 100 dB more sensitive in the frequency range from 10 to 100 kHz compared to lower frequencies (Ketten, 2004).

To have a reference point (zero time) for selecting the high frequency signals, the reference is chosen 5 ms after the peak time of the low pass filtered signal for each shot. The reference point is important for comparing the measured field data with those from simulations which will be discussed later in this paper.

### 2.4 Ghost cavitation signal modeling

When the content (which is water vapor molecules) of a cavity is highly compressed, the pressure inside the cavity is increased tremendously and its subsequent sudden collapse produces an intense acoustic signal (Brennen, 2005). There are several marine animals that create cavities in the water. The killer whale creates cavities by rapid movement of the tail. Another good example is the pistol shrimp which generates a cavity by snapping the claw (Versluis et al., 2000). There are differences between collapses of a single cavity in the free field versus near boundaries and or presence of other cavities in its vicinity. A single cavity in free field collapses in a spherical shape without any liquid jet or vortex ring formation (Lauterborn and Hentschel, 1985). On the other hand, the cavities will be distorted due to the existing pressure field from other cavities or boundaries. Other effects
Figure 2.3: Normalized raw measured signal (blue) for shot 20 and its normalized 10kHz high pass filtered signal (red). The corresponding low pass filtered signal is shown as a black dashed-dotted line. The reference point (zero time) for HP filtered signal is shown by thick black axes. To compare the magnitude of high frequencies with the measured signal, raw measured signal at hydrophone and its 10 kHz high passed filtered signal are also plotted without normalization in (a) and (b), respectively.
related to cavity creation are jet formation, coalescence or proliferation of cavities (Chew et al., 2011). Furthermore, by solving the Keller-Miksis equation numerically (Li et al., 2013), it was shown that the presence of smaller cavity intensifies the pressure pulse of bigger ones compared to isolated cavities and is maximized when the cavities have equal initial radii. Experimental results also show that severe cavitation noise and very large pressure pulses occur when many cavities collapse within a cloud in close proximity to each other (Reisman et al., 1998; Wang and Brennen, 1995). Despite the fact that interaction between cavities is complex, Harrison (1952) argues that the noise spectrum from a cloud of cavities can be considered to be formed by summation of pulses from individual cavities. Hence, we will assume a simple model for our modeling, assuming a simple superposition of individual cavities that collapse.

2.4.1 Modeling the pressure drop caused by reflected air gun signals from the sea surface

Reflected acoustic pressure waves from the sea surface have opposite polarity compared to the positive incident wave from individual air guns in an air gun array. This reversal is due to the fact that the reflection coefficient of pressure waves is close to $-1$ for the water-air interface. It is important to stress that this polarity reversal occurs for the relative or dynamic pressure, which is the acoustic pressure relative to the hydrostatic pressure. This means that the absolute pressure in the water is never negative, however, when the dynamic pressure is negative, the absolute pressure will approach zero, and cavity creation will then occur. Such negative pressure created by the ghost signals from many individual air guns might “add up” in some regions and cause the absolute hydrostatic pressure to approach zero. To find the spatial and temporal distribution of the absolute hydrostatic pressure in the water and map where and when it approaches zero, we use air gun modeling (Ziolkowski, 1970). We model the acoustic pressure generated by the air gun array in a volume surrounding the array. This volume is divided into small cells using a grid resolution of 0.2 m and a computational time sampling of 0.1 ms. Using these dense values for time and space discretization, ensures no spatial and temporal aliasing in the modeling of the pressure. The regions where the absolute hydrostatic pressure of water is less than $-0.1$ bar are shown at four different time instants in the top row of Figure 2.4. Here it should be noted that the air gun modeling theory is based on linear superposition when the pressure contribution from each air gun is added, and the actual number of $-0.1$ bar is an assumption which is found practical to achieve a reasonable match between modeled and measured data. As the absolute pressure in the water approaches zero, the superposition principle breaks down due to non-linear effects which are not accounted for in the modeling software we use. Since each air gun is considered as a point source in the
Figure 2.4: Top row: regions where the absolute hydrostatic pressure is less than -0.1 bar at four time instants. The computational domain is divided to the cells of 0.2 m and time resolution is 0.1 ms. The active air guns in the arrays are shown by blue while the inactive air guns are shown by gray. Bottom row: cut sections of images shown in the top row (to visualize where the minimal pressures occur).

computational domain and the released pressure from each air gun will be scaled by the inverse of the propagation distance (geometrical spreading), for the near points to the source the pressure becomes unrealistically high. Therefore we exclude grid cells closer than 0.5 m from each air gun when calculating the pressure field from that air gun. The active and inactive air guns in the arrays are shown by blue and gray colors, respectively in Figure 2.4.

In the second row of Figure 2.4, cut sections of the figures from the top row are plotted. In the cut sections the pressure distributions inside the cavity cloud are better observed.

2.4.2 Cavity collapse

There are several approaches to model the acoustic pressure generated by cavity collapses. One way is to only consider the collapse of the cavities after they reach their maximum size and neglecting the underlying mechanism from initiation to maximum size growth. The other way, which is our approach in this paper, is to consider cavity generation, growth and subsequent collapse. We assume there are small particles, impurities or tiny bubbles in the sea water as potential nucleation sites. These nucleation sites just help the formation of cavities in the way that cavities attach to these impurities and grow. If there are multiple heterogeneities
in the water - multiple cavities will form - leading to a randomized collapse of several thousand cavities. A microbubble can exist in stable equilibrium if its radius is smaller than the Balke critical radius (Brennen, 2013). Such nucleation sites exist in the seawater with typical radii between 1 and 100 μm (Ceccio and Brennen, 1991; Brennen, 2013). In addition, the collapsing cavities themselves act as nuclei sites for continued generation of cavities and therefore the cavitation rate increases (Ceccio, 1990). As the external pressure around the nucleation site decreases, the cavity starts growing rapidly and subsequently the pressure inside the cavity decreases and molecules of water will be transferred to the cavity as water vapor. Due to rapid growth of the cavity, the pressure inside it falls below the pressure outside the cavity and therefore the cavity shrinks violently and collapses. We assume that the tiny stable bubble with radius $R_0$ is filled with air or water vapor and the initial pressure, $P_0$, inside the stable free bubble (no bubble wall motion) is estimated from the following equation: (Woolf, 2001):

$$P_0 = P_{atm} + \rho g z + \frac{2\sigma}{R_0}. \quad (2.1)$$

In the above equation, $\sigma = 0.074 N/m$ is water surface tension (Nayar et al., 2014), $\rho$ is the density of water, $z$ is the depth where free microbubbles exist, $g$ is acceleration of gravity, and $P_{atm}$ is the atmospheric pressure. The response of such a tiny free stable bubble which act as cavity nucleation site subjected to external pressure, $P$, can be estimated from the following bubble dynamics equation (Prosperetti et al., 1986):

$$\left(1 - \frac{1}{c} \frac{dR}{dt}\right) R \frac{d^2R}{dt^2} + \frac{4\mu}{\rho c} \frac{d^2R}{dt^2} =$$

$$\frac{-3}{2} \left(1 - \frac{1}{3c} \frac{dR}{dt}\right) \left(\frac{dR}{dt}\right)^2 - \frac{1}{\rho R} \left[2\sigma + 4\mu \frac{dR}{dt}\right]$$

$$+ \frac{1}{\rho} \left(1 + \frac{1}{c} \frac{dR}{dt}\right) [P_i(t) - P] + \frac{R}{\rho c} \frac{P_i(t)}{dt}. \quad (2.2)$$

Here, $R(t)$ is the time dependent radius of the cavity, $c$ is sound speed of undisturbed water, and $\mu$ is the dynamic viscosity of water. The pressure inside the cavity, $P_i(t)$, is modelled by Van der Waals equation:

$$P_i(t) = P_0 R_0^{3\kappa} (R(t))^{-3\kappa} \quad (2.3)$$
In the above equation, $\kappa = 1$ for isothermal processes, and for adiabatic processes $\kappa = 1.4$.

The magnitude of the actively emitted pressure component from a body with volume oscillations (e.g. breathing sphere, or bubble) at far-field, located at distance $r$ from the sphere center, can be estimated by following equation (Hilgenfeldt et al., 1998; Brennen, 2013; Leighton, 2012) if the dimension of volume is much smaller than the emitted sound wavelength:

\[
p(t) = \rho \frac{d^2V}{4\pi r} \frac{dt^2}{dt} = \frac{\rho \dot{R}(t)}{r} \left( 2 \frac{\ddot{R}(t)}{R(t)} + \frac{\dot{R}(t)}{R(t)} \right)
\]  

(2.4)

The response of a stable microbubble with initial radius $R_0=20 \mu m$ at two different locations in the computational domain around the air gun array are subjected to the pressure changes due to the air gun array as depicted by blue dashed lines in Figure 2.5 (top row). The cavitation radius variations are estimated solving equation 2.2 by means of the Runge-Kutta method of order 5 (ode45 algorithm in MATLAB) and are shown by red solid lines in the top row. Pressure responses from cavitation collapse at $r = 1$ meter from the cavity center are estimated by equation 2.4 and plotted in the second row in Figure 2.5.

The responses of several different cavities at different locations (depths) of the computational domain subjected to the external pressures at those locations are estimated by solving the bubble dynamic equation 2.2. The maximum cavity growth, collapse time, and peak pressure from modeled cavity collapses are extracted from the simulations and plotted as a function of minimum external pressures and depth in Figure 2.6 "a" to "c", respectively. Two trends are observed: first, decreasing the external minimum pressures increases the collapse time and the cavity growth is larger. Second, for the same minimum external pressure, deeper cavities have shorter collapse times and smaller cavity radii. The collapse time increase by the decrease of the hydrostatic pressure is quantitatively in agreement with Rayleigh 's (1917) equation:

\[
T = 0.915 R_{max} \sqrt{\frac{\rho}{P_h}}
\]  

(2.5)

where $T$ is the collapse time of the cavity, $R_{max}$ is its maximum radius and $P_h$ is the hydrostatic pressure surrounding the cavity.
Figure 2.5: Response of a free stable bubble with initial radius ($R_0 = 20\mu m$) located at $(x = 1.2m, y = -0.1m, z = 2.2m)$ subject to simulated external pressure from air-gun arrays at that point (left) and the response of same bubble located at $(x = 1.6m, y = 0.3m, z = 12.4m)$ subject to simulated external pressure from air-gun arrays at that point (right). The external pressures are plotted with blue dashed line. The second row shows the pressure signature at 1 m from the cavity collapse in the first row.
Figure 2.6: Response of a free stable bubble with initial size of 20μm at different points in the computational domain around the air-gun array subjected to external pressures from the air-gun array (and hydrostatic pressure) at that point using equation 2.2. a) maximum cavity radius growth vs. minimum external pressures at different points. b) cavity collapse time vs. minimum external pressures at different points. c) cavity peak pressure vs. minimum external pressures at different points. d) Total external pressure at some points located shallower than 8 m. e) Total external pressure at some points located deeper than 8 m. In “d” and “e” the red dashed line shows the -0.1 bar (-0.01MPa) threshold pressure.
It should be noted that the magnitude of minimum external pressure and the water depth are not the only factors that affect the cavity growth and collapse. Another factor is the width of the minimum external pressure. The total pressures produced by the air gun array are plotted for few points shallower than 8 m in Figure 2.6(d) and for some deeper points in Figure 2.6(e). We observe that for shallow points (< 8m) the shapes of the pressure curves are not similar and their minimum pressure widths are different. However the pressures at deeper points (> 8m) have similar shapes and practically the same width for their "minimum" main valleys. That is why the linear relation that is observed between 8 and 15 meters depth does not persist to the shallower depths (see Figures 2.6 a to c). For four different locations shown as colored dots in the above figures, their corresponding cavity signatures are plotted in Figure 2.7. To be able to compare different cavity growth and collapse signatures, the external pressures (P in equation 2.2) are shifted in a manner to have their minimum pressures at 10 ms. It is observed that the cavity starts growing around 0.4 ms before the external pressure reaches its minimum value. Furthermore, it is seen that for almost the same minimum pressure, the collapse time is shorter for deeper points corresponding to higher hydrostatic pressures.
Figure 2.8: The locations in the computational domain which reach their minimum pressure at four instants of time \( t = 10, 11.5, 13.5, 15.5 \text{ ms} \). The plotting threshold was chosen to \(-0.1 \text{ bar}\).

In Figure 2.4 it is shown when and where the hydrostatic pressure drops below the assumed threshold pressure (-0.1 bar). By solving equation 2.2 and from Figure 2.5 it is observed that having the time when the external pressure reaches its minimum at each point it is required to know when the cavity starts growing and its subsequent collapse at each point within the computational domain. Spatial and temporal distributions of minimum pressures are plotted at four different time instants in Figure 2.8.

2.4.3 Propagation of cavity signatures from source to receiver

In the previous sections the temporal and spatial distribution of pressures less than -0.1 bar (the threshold pressure) and also the pressure signature from cavitation collapses at different depth and for different minimum pressures were calculated. In addition to the shape of individual cavity signatures, relative arrival time of individual signatures affects the measured signal at the receiver. The arrival time of
the signal from each cavity depends on the formation time of cavity denoted by \( \tau \), time of collapse \( T \), and the travel time (or distances) from cavity to receiver. The term \( 1/r \) represents geometrical spreading. In other words, spatial and temporal distributions of cavities affect the shape of measured signal at the receiver. Absorption effects are included in our model since the signal generated by the cavity has a high frequency content. Absorption, \( \gamma \) (Neper/m) is calculated from the equation given by Francois and Garrison (1982). In the model three different dissipation mechanisms are considered: (i) viscosity of pure water which is effective at high frequencies, (ii) relaxation of magnesium sulphate molecules which is dominant at frequencies below 100 kHz, and (iii) relaxation of boric acid molecules which is significant at frequencies below 1 kHz. The effect of the \( i \)th cavity bubble recorded by the hydrophone is given by \( u_i \) and is obtained by the following formula:

\[
 u_i(t, r) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \left( S_i(f) \cdot e^{-\gamma(f) r_i \cdot \frac{e^{-\gamma f} \tau_i}{r_i}} \right) \cdot e^{j2\pi ft} \, df \quad (2.6)
\]

Here \( S_i(f) \) is the frequency domain representation of the time signal from the collapse of the \( i \)th cavity and \( j = \sqrt{-1} \) is the imaginary unit. The distance of the cavity from the hydrophone is \( r_i \) and its formation time is \( \tau_i \). We have used MATLAB to calculate the inverse Fourier transform in equation 2.6. After having the effect of each cavity, the total effect is obtained by linear superposition, as suggested by Harrison (1952), and denoted by \( y_t \):

\[
 y_t(t, r) = \sum_{i=1}^{N} u_i \quad (2.7)
\]

In equation 2.7, \( N \) is the number of grid points for which pressure reaches its minimum and is smaller than the assumed threshold for cavity initiation.

### 2.5 Results

Ghost cavity cloud signals are simulated by considering the aggregate effects of the collapse of individual cavities in the receiver location. The method is summarized by the following steps:

**Step 1.** Cavities growth initiation times are required. Therefore we need to know at each grid point in the computational domain, at what time the pressure reaches its minimum and whether its magnitude is below assumed threshold pressure (-0.1 bar) for cavity generation. This information is depicted in Figure
2.8 at four time instants. We have such information for every 0.1 ms from the simulation.

Step 2. The cavity signature at each point is selected based on the magnitude of negative pressure obtained in (step 1) and its depth from a cavity signature library (Figure 2.6 and Figure 2.7).

Step 3. Such cavities are propagated from where they are formed to the receiver point. Absorption and geometrical spreading is included in propagation from source to receiver as explained in section III.C.

In the following we have assumed two cases: 1) no interaction between cavities. This is called Model 1. And 2) Pressure interaction between the cavity collapses which is called Model 2. From an implementation point of view, the difference between the two models is in step 2. In Model 1, cavities are selected directly based on the magnitude of minimum pressure in step 1. In the second case, cavity signatures are selected based on a weighted magnitude of minimum pressures given in step 1. The weighting is based on the simple model that as the time passes the pressure from collapses of cavities elevate the minimum pressure given in step 1.

2.5.1 Model 1 - No interaction between cavities

In this case it is assumed that there is no effect from the former cavity collapses on the later ones. Thus, the cavity signature at each point is selected directly based on the minimum pressure at that point and the depth information without further manipulation. The 10 kHz HP filtered simulated ghost cavitation signal for shot 20 together with the far-field signature from air guns array and its LP filtered signal are plotted in Figure 2.9.

2.5.2 Model 2 - With pressure interaction between cavities

The cavity interaction is included based on the assumption that collapses of initial cavities produce intense pressures which increase the hydrostatic pressure around cavities that are formed later. Therefore, the collapse time and growth of the cavities that are formed at later times are reduced. This can be justified by modifying the Rayleigh cavity collapse time equation:

$$T = 0.915R \sqrt{\frac{\rho}{P_h + \sum_{i=1}^{N} P_i}}.$$  \hspace{1cm} (2.8)

The summation of pressures in the denominator of equation 2.8 models the effects
of cavity collapses which is analogous to the pressure field interactions in an air gun array (see equation 8 in Ziolkowski et al. (1982)). Therefore, in this part it is assumed that cavities that are generated at earlier time are formed only due to the external pressure from air gun array and are not affected by other cavity collapses. While the cavities that are formed at later times are more and more affected by previous cavities and consequently they grow less, have shorter collapse time and less intense peaks. In this model, at the beginning (during the first 0.5 ms) of ghost cloud formation cavities are selected solely based on the estimated pressure drops from air gun array and as the time passes the collapse time of cavities (and their growth) that are formed later are deceased gradually. Then it is assumed gradually collapse time decreases by 50% and then 80% at the end of process compared to the case without any pressure interaction between cavities. These values for the model are obtained after few trial and errors. The results for 10kHz HP-filtered simulated signal for shot 20 is shown in Figure 2.9.

Using the 5 ms after peak time of LP filtered array signature as reference for ghost cavitation signal (the same reference as in field measured data), normalized cumulative energies of 10 kHz HP filtered signal from field measurement and simulation from Model 1 and 2 for shot 20 are plotted in Figure 2.10 (top) and the absolute
value of difference between two models is plotted underneath of same figure. It is observed that there is a good match between simulation results and field measurement. However, for Model 1, the shape of HP filtered simulated ghost cavitation signal (Figure 2.9) does not resemble the shape of measured field data. Compared to Model 1, it is observed that Model 2 has better agreement with the field data. The normalized cumulative energy from Model 2 fits well with the field data from around 15% to 90% energy accumulation curve of the field data. In addition, the envelope of simulated signal from Model 2 has skewness which better agrees with the skewness of HP filtered signal’s envelopes from field experiment.

Figure 2.11 shows a comparison between normalized HP filtered simulated signals (left) and measured signals (right) for shots 15 to 20.

There is an interesting skewness of the envelope of both the modeled and measured signatures in Figure 2.11, as pointed out by Landrø et al. (2016). There are several factors that must be taken into account to explain this skewness. Those factors include dimensions of the cloud, size and number of cavities, the downward speed of the cavitation cloud (see Figure 2.4) and the relative location of the receiver to the cavitation cloud. Both size and number of cavities are maximum at the shallower depths (< 5 m) and as the cavitation cloud moves downwards, the distance between cavities and receiver decreases and therefore weaker signals that are formed later
Figure 2.11: Simulated (left) and field experiment (right) 10 kHz HP-filtered signal for different shot numbers 15 to 20 from model 2. The shot receiver configuration is shown in Figure 2.1 (top). The signals are selected 5 ms after the first main peak of LP filtered array signature.
are received by the hydrophone a little earlier than the cavities generated at shallower depths. In addition, the collapse time of each cavity increases linearly with radius (equation 2.5). Hence we see that the signal "swells" to its maximum and then vanishes much more quickly.

The duration of the ghost cavitation signal increases as the incident angle (measured relative to the vertical line) increases. This effect is mainly caused by the finite extension of the cavity cloud. The width of the signal increases from approximately 6 ms for shot 20 to 7.5 ms for shot 15.

2.6 Discussion and conclusions

We have developed a modeling scheme that incorporates the creation of water vapor cavities due to acoustic stimulation by multiple ghost reflections from air guns that are fired simultaneously when marine seismic data are acquired. The first modeling step is to model the low-frequency signal of an air gun array. The theory for this is well known, and we use this first modeling step to determine the spatial and temporal distribution of regions where cavities are likely to occur. When the acoustic signals from several air guns are reflected from the sea surface, simple superposition is used to calculate the pressure at a given water depth. Using this linear superposition principle predicts some regions to have negative absolute pressure values. This means that the linear theory breaks down, and as a simple solution, we assume that cavities are formed when the linear acoustic theory breaks down. By assuming that cavities are formed at locations where this happens, we model multiple cavities. In the current version we assign one cavity to each grid point in the computational domain. In the present examples we have used a grid size of 0.2 m. This is an assumption, and the number of cavities can be increased by decreasing the grid size. The cavity growth and collapse are modeled using the Keller bubble dynamic equations. It is assumed that a cavity starts growing when the pressure around it reaches the minimum value (we used -0.1 bar in our examples). The basic assumption is that there are infinitesimal impurities in the water, which act as nuclei for cavity growth. When the output acoustic signal from one single cavity is modeled, geometrical spreading is included by multiplication of the inverse source-receiver distance. Absorption effects are included by using a simple Q-model, where Q-values are calculated by the equation given by Francois and Garrison (1982). We find that the maximum cavity radius increases close to linearly with the modeled minimum pressure. In addition to this trend, there is a weaker trend related to the depth of the cavity: shallow cavities have a slightly larger maximum radius than the deeper. The cavity collapse time follows Rayleigh's equation. In our modeling we have not included the effect of transmission losses and ray bending due to the presence of a cavity cloud. Especially if
the cloud is dense, such effects might alter our modeling results significantly, both with respect to travel-time and amplitudes. In addition, more sophisticated cavity interaction models will be investigated further in the future. The results indicate a good correspondence between modeled and measured high frequency signals. By correspondence we here mean similar envelope of the chaotic high frequency signal, not details corresponding to the collapse of single cavities. Accounting for interaction between cavities by assuming that the radiated pressure from all other cavities are changing the hydrostatic pressure surrounding one cavity improves this correspondence. The onset time and the duration of the high-frequency cavitation signal fits reasonably well between modeled and measured data. The modeled average maximum cavity radius is 9.8 mm for the initial model and it is 3.9 mm for the model with cavity interaction. In this work we have compared modeled and measured high frequency signals after normalizing. A calibration step could involve a scaling of the modeled signature from individual cavity collapses and/or adjusting the number of cavities. In the current modeling example we used a relatively high number of cavities, assuming that each grid point fulfilling the minimum pressure threshold hosts a cavity. However, there is obviously a tradeoff between the strength of each cavitation signal and the number of cavities. We suggest that our model can be used to design seismic air gun arrays which produce less high-frequency signals.
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3.1 Abstract

Ghost cavitation is probably the mechanism behind the majority of high frequencies (above 5 kHz) generated by seismic air-gun arrays. Such high frequencies are less important in seismic reflection imaging. High frequency sound might impact marine fauna and particularly marine mammals. In this paper the array signatures and high frequency ghost cavitation signals for two different arrays are simulated using numerical modelling. It is observed that one array has slightly more (20%) energy within the seismic frequency band (1-100 Hz) but emits significantly more energy (150%) for frequencies above 5 kHz.
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3.2 Introduction

Underwater ocean noise generated by human activities has increased over the last century. Seismic surveys besides shipping, military activities, and pile driving, are one of the major man-made underwater acoustic noise sources (Hildebrand, 2009). Cetaceans use acoustic waves for several essential purposes including finding prey, mating, social interaction, and avoiding predators (Wright et al., 2007). There are widespread and increasing concerns regarding the adverse impacts of anthropogenic underwater acoustics on marine mammals which include physical and physiological effects, acoustic masking, behavioral reactions, and chronic stress effects (Richardson et al., 1995; NRC, 2003; Gordon et al., 2003). There are evidences of both short- and long-term behavioral changes as a result of elevated background noise. Measurements indicate that right whale calls have shifted to higher frequencies within around three decades (Parks et al., 2007) which is related to the increased noise in the frequency band of their calls. Other measurements have shown a correlation between the amount of stress hormones in whales and underwater noise (Rolland et al., 2012). Behavioral disturbances were observed in different marine mammals subjected to the noise from seismic air-guns, and it was more pronounced in smaller species (Stone et al., 2006). During and after the end of exposure to naval sonar signal, the feeding behavior of humpback whales was interrupted (Silve et al., 2016). As a result of operating seismic survey there was observed both increase and decrease in fish catch rates (Løkkeborg et al., 2010). The increase in catch rate is attributed to the elevated swimming activities that can be an indicator of increase stress due to seismic shooting which in the long run may result in reduce in catch rate. To extract the information about geological structure beneath the seabed, marine seismic reflection profiling is used. In marine seismic surveys an active source is used to generate acoustic waves that propagate into the Earth. Acoustics waves reflected at interfaces between layers with different seismic velocities are recorded by hydrophones embedded within long streamers towed behind a seismic vessel or by geophones located at the seabed. Air-gun arrays, marine vibrators and water-guns are the main marine seismic sources (Duren, 1998; Barger and William, 1980). Among them, however, air-gun arrays are by far the most common and efficient seismic sources (Watson, 2016). Air-guns generate impulsive acoustic waves by discharging highly pressurized air into the surrounding water (Caldwell and William, 2000). An air-gun array contains several (typically 12 to 48) individual air-guns. The purpose of using air-gun arrays, instead of a single air-gun, is to increase the source strength, to focus the acoustic pressure signal in the vertical direction, and to damp unwanted bubble oscillations (that occur after the primary acoustic signal) to improve the source signature (Dragoset, 2000). Air-gun arrays generate broad-band acoustic waves from a few Hz up to
tens of kHZ (Goold, and Peter, 1998; Landrø et al., 2011). Only low frequencies (< 100 Hz) are useful for deep seismic imaging since they penetrate deeper into the Earth. Even though high frequencies (>1000 Hz) can be used to detect gas leakage from a CO2 storage site or an oil and gas production field (Landrø et al., 2017), such higher frequencies are mostly considered as waste energies and are filtered out prior to the processing step (Ronen et al., 2015). Considering hearing curves of marine mammals it can be inferred that the emitted high frequencies from air-gun arrays may have negative impact on several cetacean species, as for instance toothed whales (Landrø et al., 2011; Ketten, 2004). There are several underlying mechanisms for high frequency generation related to air-gun arrays. To reduce the high frequencies attributed to steep rise time of pressure waves of each individual air-gun a new air-gun has been designed and tested (Coste, 2014; Gerez, 2015). Interaction between reflected ghost wave and air-gun bubble also generates frequencies between 400 and 600 Hz (King et al., 2015; King, 2015). In air-gun arrays, another underlying mechanism for generating frequencies up to tens of kHZ is called ghost cavitation (Landrø et al, 2011). Recording the farfield signals from marine seismic air-gun arrays using broad band hydrophones it was observed that full air-gun arrays signals contain high frequency signal which appears few milliseconds after the ghost signal (Landrø et al., 2013; Landrø et al., 2016). Reflected ghost signals from individual air-guns in the array "add up" and drop the absolute hydrostatic pressure to zero in some locations for a short time. In such regions cavities can grow and their subsequent collapse generates intense noise. Using numerical modelling ghost cavitation hypothesis was further validated (Khodabandeloo et al., 2017). Numerical modelling results indicate that ghost cavitation signal contains low frequencies in addition to the high frequencies (Khodabandeloo and Landrø, 2017). In this paper the array signature and high frequency ghost cavitation signal from two air-gun array configurations are numerically simulated. The array configurations are compared with regard to their useful seismic frequency band and the undesired waste high frequencies generated by ghost cavitation phenomena. It is shown that selection and arrangement of individual air-guns in the array can be optimized to reduce the waste high frequencies without compromising the low frequencies that benefits seismic imaging.
3.3 Ghost cavitation signal modelling

An air-gun array includes several individual air-guns usually with different air chamber sizes. A full array has usually two to three sub-arrays. Acoustic pressure signal from a single air-gun modelled by the NUCLEUS™ source modelling package (Petroleum Geo-Services) is shown in Figure 3.1. The first peak is the direct arrival primary pulse and the other peaks are formed due to the air bubble oscillations. In an air-gun array the notional source signature from each air-gun is influenced by the acoustic pressure of the other air-guns as well.
Numerical modelling of the ghost cavitation signal from an air-gun array is explained in (Khodabandeloo et al., 2017) and can be summarized in four steps:

**Step 1:** Spatial and temporal distributions of regions where the pressure drops below certain threshold level. Air-gun modelling is used to find the emitted acoustic pressure from each individual air-gun in the array.

**Step 2:** Using bubble dynamics equations (Prosperetti and Lezzi, 1986), the cavity growth and its subsequent collapse due to sudden pressure drop is estimated:

\[
\begin{align*}
\left(1 - \frac{1}{c} \frac{dR}{dt}\right) R \frac{d^2 R}{dt^2} + \frac{4 \mu}{\rho c} \frac{d^2 R}{dt^2} = \\
- \frac{3}{2} \left(1 - \frac{1}{3c} \frac{dR}{dt}\right) \left(\frac{dR}{dt}\right)^2 - \frac{1}{\rho R} \left[2 \sigma + 4 \mu \frac{dR}{dt}\right] \\
+ \frac{1}{\rho} \left(1 + \frac{1}{c} \frac{dR}{dt}\right) [P_i(t) - P] + \frac{R T(t)}{\rho c} \frac{dT(t)}{dt}.
\end{align*}
\] (3.1)

The emitted acoustic pressure due to cavity growth and collapse at the far-field at the distance \( r \) from the cavity is estimated by the following equation (Brennen, 2013; Leighton, 2012):
$P_i(t) = P_0 R_0^{3\kappa} (R(t))^{-3\kappa}.$ \hspace{1cm} (3.2)

In the above equation the superposed dot indicates a time derivative.

**Step 3:** Each individual cavity signature is propagated to the receiver location. Geometrical spreading and absorption are included, as follows:

$$u_i(t, r) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \left( S_i(f) \cdot e^{-\gamma(f) r_i} \cdot e^{-j2\pi f r_i} \cdot \frac{e^{-j2\pi f r_i}}{r_i} \right) e^{j2\pi f \tau_i} df \hspace{1cm} (3.3)$$

**Step 4:** The ghost cavitation signal is formed by adding acoustic signatures from individual cavities:

$$y_i(t, r) = \sum_{i=1}^{N} u_i. \hspace{1cm} (3.4)$$

### 3.4 Two air-gun arrays configurations

The configuration of two different air-gun arrays is shown in Figure 3.2. Both arrays consist of three sub-arrays. The first air-gun array is shown in Figure 3.2(a) and hereafter is called array 1.
Figure 3.2: (Two air-gun array configurations. Circles indicate individual air-guns in the array and the numbers show the air chamber volume of each air-gun. White, gray, and black colors indicate single air-gun, cluster, and inactive air-guns, respectively. (a) Array 1, with 6 meters subarray separation and total volume of 2730 in$^3$; (b) Array 2, with 8 meters subarray separation and total volume of 3250 in$^3$.

The distance between the sub-arrays is 6 meters for array 1, and the corresponding separation distance is 8 meters for array 2. The volume of active air-guns for array 1 is 2730 in$^3$ and 3250 in$^3$ for array 2.

3.5 Results

For the two array configurations the regions around each array that the pressure drops below the selected threshold pressure (-0.1 bar) are numerically simulated (step 1 in section 2). The results are plotted at four time instants in Figure 3.3.
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and Figure 3.4 for array 1 and 2, respectively. In the second row of the figures the cut sections of the regions are plotted and it is observed that array 2 has stronger negative pressures than array 1.

Figure 3.3: Top row: regions where the absolute hydrostatic pressure drops the threshold pressure (-0.1 Bar) at four time instants for array 1. The active air-guns and inactive ones in the array are shown by blue and gray, respectively. Bottom row: cut sections of images shown in the top row.

Figure 3.4: Top row: regions where the absolute hydrostatic pressure drops the threshold pressure (-0.1 Bar) at four time instants for array 2. The active air-guns and inactive ones in the array are shown by blue and gray, respectively. Bottom row: cut sections of images shown in the top row.

Thereafter, for both of the array configurations, the array signatures (including the
ghost cavitation signal) are plotted in Figure 3.5(a). These signals are simulated for a location 55 meters vertically below each array and with 40 meters offset. In Figure 3.5(b), 5 kHz high passed (HP) filtered signals are plotted for array 1 and 2. Such high frequencies are generated by the ghost cavitation phenomena. It is seen that the maximum amplitude of the HP filtered signal for array 2 is almost 2.5 times more compared to array 1.

Figure 3.5: (a) Computed array signatures for array configurations 1 and 2. No filter applied; (b) 5 kHz HP filtered signals for the same signals shown in (a). Notice the stronger and longer ghost cavitation signal for array 2.
Energy spectrums of both signals shown in Figure 3.5(a) are plotted in Figure 3.6. It is clear that array 2 generates more high frequencies (>5 kHz) while it has only slightly higher energy level in the seismic frequency range. The energy level of array 2 is around 10 dB higher than array 1 in almost the whole frequency range between 5-70 kHz.

Figure 3.6: Energy spectrum of simulated signals for array 1 and array 2 shown in Figure 3.5(a). Above 3 kHz the graphs are smoothed.

Energies of the signals at different frequency bands for both arrays are compared in Figure 3.7. The energies are used instead of RMS values since for transient signals the RMS will be influenced by the selected time duration. The energy is defined as:

\[
E = \sqrt{dt \times \sum_{i=1}^{N} x_i^2}, \tag{3.5}
\]
In Figure 3.7 the energy of both arrays are compared at different frequency ranges. It is observed that the energy of array 2 at low frequencies (<100 Hz) which benefits the deep seismic imaging is around 20%

3.6 Discussion and conclusions

Numerical simulation is used to simulate the high frequency ghost cavitation signal as well as the source signature for two different seismic air-gun arrays. Both arrays have three sub-arrays and in one of them the sub-arrays are separated by 6 meters while in the other one the separation distance is 8 meters. Total air chamber volumes for the two arrays are 2730 in³ and 3250 in³, respectively. Even though the sub-array distance in the larger array is more, the air-guns in each of its sub-array are located closer to each other and have more uniform distributions. It is observed that both the peak amplitude and beneficial low frequency (<100 Hz) energy content of the larger array for deep seismic imaging is approximately 20% more than the smaller array. However, it emits around 150% more high frequency (>5 kHz) energy. The duration of the high frequency signal for array 2 is around twice as much compared to array 1. Hence, the smaller array configuration is regarded to be more environmental friendly. We suggest that numerical simulation can be used to select and arrange air-gun arrays in order to reduce the amount of unwanted high-frequency signals.
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Acoustically induced cavity cloud generated by air-gun arrays – comparing video recordings and acoustic data to modeling

Babak Khodabandeloo  
Department of Geoscience and Petroleum,  
Norwegian University of Science and Technology (NTNU)  
NO-7491 Trondheim, Norway

Martin Landrø  
Department of Electronic Systems  
Norwegian University of Science and Technology (NTNU)  
NO-7491 Trondheim, Norway

4.1 Abstract

For seismic air-gun arrays, ghost cavitation is assumed to be one of the main mechanisms for high-frequency signal generation. Ghost cavitation signals are weak for seismic frequencies (<300Hz) and do not contribute to seismic reflection profiling. In the current experiment, the ghost cavity cloud is monitored by a high-

\[\text{1Paper Published in the Journal of the Acoustical Society of America, Volume. 143, Issue 6 (June 2018), 3383-3393. DOI/10.1121/1.5040490}\]
speed video camera using 120 frames per second. This is, as far as we know, the first convincing photographic evidence of ghost-induced cavitation. In addition to video recording, acoustic signals were recorded with a sampling rate of 312.5 kHz using broad-band hydrophones suspended 17 m below the array. The pressure drop around the source array is estimated using air-gun modeling followed by a phenomenological modeling of the growth and collapse of each vapor cavity. The cumulative effect of cavity collapses is modeled based on linear superposition of the acoustic signals generated by individual cavities. The simulated acoustic ghost cavitation signal and the corresponding cavity cloud show good agreement with the field data.

4.2 Introduction

In marine seismic reflection profiling where the geological structure beneath the seabed is delineated, marine seismic sources such as air-guns, water-guns, and marine vibrators are used (Duren, 1988). The objective of such exploration surveys is usually to find hydrocarbon resources. Other applications are academic research and mapping of Earth's subsurface. By far, air-gun arrays have been the most prevalent and efficient marine seismic source (Duren, 1988; Barger and Hamblen, 1980) and still are (Watson, et al. 2016). An air-gun generates acoustic pressure waves from expansion and contraction of an air bubble which is formed by releasing high-pressure air (typically 2000 psi) into the surrounding water within a short time (Caldwell and Dragoset, 2000). Instead of using a single air-gun, several air-guns with different air chamber volumes are arranged in arrays and fired simultaneously to produce and direct an intense pulse towards the seabed (Dragoset, 2000). It is the low-frequency band (<300Hz) that is analyzed in seismic reflection profiling (Caldwell and Dragoset, 2000) and hence ideal air-gun arrays should produce acoustic pressure waves containing all energy concentrated below 300 Hz. However, measurements with broadband hydrophones have revealed that the acoustic signal from air-gun arrays contains frequencies up to tens of kHz (Goold and Fish, 1998; Tashmukhambetov et al. 2008; Landrø et al. 2011; Guan et al. 2015). Such high frequencies are much weaker than the low-frequency parts and do not benefit seismic imaging, but they can be used for example to detect targets of size between 0.5 to 20m in the water column (Banda and Blondel, 2016) or for detection of potential gas leakage from an oil and gas production field or a CO2 storage site (Landrø et al., 2017). These high frequencies might impact cetacean species that are sensitive to acoustic signals in the high-frequency range (10-150 kHz) (Ketten, 2004; Landrø et al., 2011). Several mechanisms are responsible for high-frequency acoustic wave generation by air-gun arrays. The rapid movement of air from the air-gun into the water generates some amount of high frequencies. To reduce these high frequencies, a new air-gun has been designed and tested
(Coste et al., 2014; Gerez et al., 2015) which releases the pressure over a longer time period compared to standard air-guns and hence the signature has a gentler slope and the peak amplitude is reduced (Groenaas et al., 2016). To reduce the high-frequency generation due to the steep rise time of pressure, another solution is to use sources with lower operating pressures and larger volumes (Chelminski, 2015). For example, the tuned pulse source has a large air chamber filled with low-pressure air and generates acoustic pulses with long rise times (Ronen and Chelminski, 2017). King et al. (2015) and King (2015) suggest that the reflected ghost pressure wave from the sea surface interacts with the air-gun bubble and give rise to high frequencies between 400-600 Hz. Another mechanism related to air-gun arrays which generates high frequencies up to tens of kHz is the ghost cavitation phenomena (Landrø et al., 2011). Landrø et al. suggest that a cavity cloud is formed by the hydrostatic pressure drop in some locations around the array: acoustic pressures from individual air-guns in a marine seismic air-gun array are reflected from the water-air interface with negative polarity. Constructive interference of the sea-surface reflected acoustic waves “add up” and the absolute hydrostatic pressure drops close to zero in some regions which results in water vapor cavity growth and subsequent collapses (Landrø et al, 2013; Landrø et al, 2016). This phenomenon was numerically modeled based on air-gun modeling and bubble dynamic equations (Khodabandeloo et al., 2017). Air-gun modeling (Ziolkowski et al., 1982) is used to obtain notional source signatures of individual air-guns in the array. Using linear superposition of the pressure generated by individual air-guns, the temporal and spatial distribution of regions where the pressure is close to or below zero are determined. Afterward, Prosperetti bubble dynamics equations (Prosperetti and Lezzi, 1986) are used to estimate vapor cavity growth and collapse. The signal from collapse of several single vapor cavities within the cloud will also generate a low-frequency response (Khodabandeloo and Landrø, 2017a) in addition to the high frequencies. The strength and energy of the high-frequency ghost cavitation signal can actually be decreased while the energy in the useful frequency band increases. This depends on the configuration of the air-gun array (Khodabandeloo and Landrø, 2017b). Essentially, the ghost cavitation can be reduced by increasing the distance between the guns (Landrø et al., 2016). Liquids are prone to cavity formation and subsequent collapse where they experience pressure drop below the vapor pressure or partial pressure of dissolved gases (Mellen, 1954; Plesset, 1970). Acoustic cavitation is the term used for the vapor cavity induced due to the oscillating pressure when an acoustic wave propagates through a liquid (Frohly et al., 2000; Apfel, 1984). In the case of pure water and in the absence of impurities or cavitation nuclei, there is a very high negative pressure (∼26MPa) required to rupture the water and form the cavity (Caupin and Herbert, 2006; Herbert et al., 2006). Availability of cavity nuclei facilitates the
cavity generation (Apfel, 1984; Brennen, 2013). This is shown in a Venturi nozzle experiment (Harrison, 1952) and an experiment by seeding cavities by electrolysis (Arakeri and Shanmuganathan, 1985) where it is observed that undissolved air bubbles with the size of typically 50 μm are excellent cavitation nuclei sites. It is estimated that microbubbles with the size between 18 μm to 350 μm are uniformly distributed down to 36 m depth in seawater at around 6 knots wind speed (Medwin, 1977). Several experiments demonstrate that the collapse of cavity bubbles produce intense noise and damage (Kim et al., 2014; Reisman and Brennen, 1996; Franc and Michel, 1988). In some cases, it is valid to neglect the influence of a bubble on the neighboring bubbles. Then the resulting acoustic signal generated by several bubbles is simply equal to the sum of the acoustic pressure generated by individual cavities (Harrison, 1952). In the case of coherent cavity collapses within the cloud, the noise and damage are greater than expected from a random cumulative effect of individual cavity collapses in the cloud (Wang and Brennen, 1999). It is shown (Arakeri and Shanmuganathan, 1985) that it is possible to predict the noise spectrum generated by a cavity cloud based on single cavity bubble dynamics if the bubble volume fraction or void fraction, α, is small (<0.1). For example, when the void fraction is small, the noise spectrum increases over the whole frequency range by increasing the number of cavities. However, if the number of cavities within a cloud increases beyond a certain limit, the generated noise will decrease (see Figure 6 in (Arakeri and Shanmuganathan, 1985)). This might be caused by the physical overlap of bubbles and distortion in the cavity bubble shapes near their maximum radii. It is shown that interaction of bubbles within the cloud can be neglected if the cloud interaction parameter \( \beta = \frac{\alpha_0}{1 - \alpha_0} \frac{A_0^2}{R_0^2} \) is less than one (Wang and Brennen, 1999; Brennen et al, 1999). In this relation, \( \alpha_0 \) is the initial void fraction, \( A_0 \) is the initial cloud radius (assuming spherical cloud) and \( R_0 \) is the initial bubble radius. For large values of the cloud interaction parameter, the bubble collapse pattern produces an inward acoustic wave and the corresponding shock wave is strengthened as a result of geometric focusing effects (Wang and Brennen, 1999). In the current experiment, the ghost cavitation cloud is visualized from high-speed video recordings of a seismic air-gun array consisting of two subarrays. The video images show the generation of multiple cavities and these images strengthen the ghost cavitation hypothesis. Even though the time resolution is not excellent (8.3 ms between two frames), it is possible to observe the creation and disappearance of the ghost cavity cloud. The shape of the cloud at different stages is also possible to study by looking at several shots since they have slightly different time zero compared to each other. The air-gun firing system is not synchronized with the video recording. The ghost cavity cloud and the corresponding acoustic signal is simulated using the numerical modeling procedure proposed by Khodabandeloo et al. (2017). The cavity clouds observed
by video recordings are compared to modeled cavity clouds. Finally, we compare the measured acoustic signal to the modeled signal.

4.3 The field experiment

The field experiment was conducted in 2011 offshore Congo in water depths between 1500 and 3000 m. The weather condition was good and the sea state was calm during the experiment. The source vessel was moving at a speed less than 2 knots (= 3.7 km/h). Field data that are used in this paper are from the source array configuration shown in Figure 4.1. It consists of two sub-arrays where each one includes ten individual air guns. A high-speed underwater camera, with recording speed of 120 frames per second, was mounted on one of the sub-arrays with a view angle as shown in Figure 4.1. A broad-band hydrophone (bandwidth=520 kHz) was suspended 17 m below the source array. There is an uncertainty related to the precise positioning of the hydrophone relative to the source array and most likely it deviates a few meters backward (off the vertical) due to towing effects. Top view of the approximate position of the hydrophone relative to the air-guns is shown in Figure 4.1 (blue triangle).

The acoustic signals were recorded using a sampling interval of 0.0032 ms, and no gain was applied. The hydrophone sensitivity is 204 dB re 1 V μPa. Measured
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signals beyond ±0.5V were saturated (clipped). More details of the experimental setup can be found in Landrø et al. (2016).

4.3.1 High-frequency signal measurement

For a source depth of approximately 9 m and a sub-array separation distance of approximately 8 m, a typical measured signal is shown in Figure 4.2 (left). It is observed that some parts of the signal are saturated. For example, saturation occurs between 30-31 ms, 34-35 ms, 36-37.5 ms, and 47.5-48.5 ms. Fortunately, the ghost cavitation signal which is the focus of the experiment is not affected heavily by clipping. The reason is that the ghost cavitation signal arrives with some delay (6-20 ms) after the primary peak (Landrø et al., 2011; Landrø et al., 2013; Khodabandeloo et al., 2017). For the signal shown in Figure 4.2, the ghost cavitation signal is slightly affected by saturation effects for the time interval around 47.5-48.5 ms.

![Figure 4.2](image)

Figure 4.2: Unfiltered measured signal for with a broadband hydrophone suspended around 17 m below the array (left). The saturated parts are indicated by gray vertical ribbons. 10 kHz high-passed filtered (middle). Absolute values of high-pass filtered data and its smoothed envelope (right). The source depth is 9 m and the sub-array crossline separation distance is 8 m.

After applying a 10 kHz high-pass filter to the signals shown to left in Figure 4.2, the result is shown in the middle picture of the same figure and the absolute values of the high-pass filtered signal and the smoothed envelope using a moving average filter are shown to the right. For four different shots, smoothed amplitudes of the 10 kHz high-pass filtered signals are plotted in Figure 4.3. The curves indicate that the pattern and envelope of high-passed filtered ghost cavitation signals are highly repeatable. All the high-pass filtered signals share the same pattern: the energy is accumulated with a smaller rate in the beginning than at the end which causes a fast cessation of the signal at the end.
4.3.2 Field video recording

Air-guns 11 to 16 (Figure 4.1) are present in the camera frame and four successive recorded frames are shown for four different shots in Figure 4.4. Each row represents frames from one shot. The first image of each row is the first frame for each shot and shows the initial phase as the air escapes through the gun ports. Since the air-gun firing system is not synchronized with the video recording, the images in the first column do not correspond to the same stage after the guns are triggered. If time zero (t=0) for each shot is the time when the earliest air-gun is fired (opening of air-gun ports), an approximate time can be estimated for the first frame. In the first frame of the first and second shots (rows) in Figure 4.4 (denoted shot 1a and shot 2a, respectively) air is only observed escaping gun 15 (G15) as indicated by the red arrow. If time zero (t=0) for the first source firing is when ports of gun 15 become open, based on the amount of air that has exited from gun 15 in shot 1a, the time instant corresponding to this frame (shot 1a) is estimated to be 1 ms. Using the same method for the other shots, a time instant for the first column is estimated, as shown in Figure 4.4.

Figure 4.3: Smoothed absolute values of four 10 kHz high-passed filtered measured signals (shots).
Figure 4.4: Video recording of part of one subarray using a high-speed camera (120 fps) mounted on the other sub-array. Each row represents frames from one firing of the source array; a, b, c, and d refer to successive images from the same shot. Guns 11, 13 and 15 are in the camera frame and indicated by G11, G13, and G15. Red arrows indicate air escaping the air-gun(s) in the first frame of each shot. In shot 1a and shot 2a air is seen exiting gun 15 while no air is seen escaping gun 13 and 11. In shot 3a and shot 4a the air is only observed escaping gun 15 and 13 as indicated by the red arrows. The cavity cloud is observed in shot 1c, shot 2c, shot 3b, shot 3c, shot 4b, shot 4c and indicated by blue dashed ellipses. If zero time is opening of air-gun ports, the associated time to the recorded frame time is assigned depending on amount of air exiting the gun(s) in the first frame: 1 ms for first and second rows (shot 1a and 2a) and 2 ms for third and fourth rows (shot 3a and 4a).

Figure 4.4 shows that the cavity cloud appears in frame three for the two first shots. For the last two shots, the cloud is visible in the 2nd and 3rd frame (shot 3b, c and 4b, c). The cloud disappears in the fourth frame (≈ 25.9 or 26.9 ms) for all shots. Despite that the video time resolution is not sufficient to study the detailed evolution of the cavity cloud, it is possible to get an impression of the development by comparing image sequences from several shots as shown in Figure 4.4. The cavity cloud forms somewhere in the middle top of the array and then moves towards the right-hand side of the figures (above G15 and G13) which is in the towing direction.

4.4 Modeling the ghost cavity cloud

The simulation method is summarized in the Appendix and for more details of the simulation technique, we refer to Khodabandeloo et al. (2017). Using the source array shown in Figure 4.1, pressure variations at different locations around the air-gun array are estimated by adding the pressure from each air-gun to the hydrostatic
pressure of the corresponding location. The response of a stable free micro-bubble with an equilibrium radius of 20 μm to the estimated pressure variations is estimated by equation 4.1 in the Appendix. In the simulation, due to the observed delays between air-gun firings in the first image of each row in Figure 4.4, all the air-guns are not fired simultaneously and some of them are fired with some minor delays. We have assumed the guns in each cluster (for example, guns 15 and 16 form one cluster) are fired simultaneously. Furthermore, we assume that the two sub-arrays have same performance which means for example gun 5 and 6 are activated simultaneously with gun 15 and 16. It is the same for guns 3, 4, 13 and 14. Guns 1, 2, 11 and 12 are fired simultaneously as well. The remaining guns which are not in the images, that is guns 17 to 20 and guns 7 to 10 are fired simultaneously with gun 15. For an air-gun, the peak pressure occurs approximately at the time when the air escapes through the ports. For simplicity, we choose the time when the first air is visible at the port opening as time zero. Selecting the time when the modeled pressure of earliest gun(s) reaches its peak value as zero time ($t = 0$) in the simulation, ensures having roughly the same time reference between the simulated and the photographed cavity cloud.

**Figure 4.5:** Simulated minimum pressure distributions for four time instants ($t=10.5, 12, 13.5, 15$ ms) for the case of firing some guns delayed with respect to the others in the array.

Based on the amount of air released from the guns in the first image in each row in Figure 4.4, we estimated a time delay of 2.5 ms for guns 1, 2, 11, and 12 and a time
delay of 1.5 ms for guns 3, 4, 13, and 14. The temporal and spatial distributions of minimum pressures are obtained from air-gun modeling and are shown in Figure 4.5. The computational domain uses a three-dimensional grid with a spatial resolution of 0.2 m and it is assumed that a cavity is formed if the pressure drops below a certain level (-0.1 bar) at that grid location. The temporal sampling interval for the simulations is 0.1 ms.

Cavity lifetimes (growth + collapse times) at different locations are estimated using equation (1), given in the Appendix, are shown as a function of minimum external pressure and depth in Figure 4.6.

![Figure 4.6: Cavity lifetimes (growth + collapse times) at different locations around the array as a function of the minimum pressure of external pressure that each cavity had been exposed to for the case of firing some air-guns with the delay in the array. Bubble dynamic equation 4.1 is solved for each cavity to estimate its lifetime.](image)

The time when the pressure reaches its minimum and fulfills the requirement (< -0.1 bar) for cavity creation is considered as the initiation time for that specific cavity. Having the initiation time (Figure 4.5) and the lifetime of each cavity (Figure 4.6), we know the timing when each cavity appears in the cloud. Modeled cavity clouds for six time instants are shown in Figure 4.7.
The modeling predicts that a cavity cloud is formed above the source array. Then it moves slightly downwards and to the right (Figure 4.7). The cloud shape and pattern resemble the photographed cavity cloud. Simulation results indicate that the cavity cloud is present for around 10 ms, which means if it is video recorded every 8.3 ms, it will appear at most in two frames which is in agreement with the video recordings shown in Figure 4.4. If all air-guns are fired simultaneously, the modeled cavity cloud will be somewhat different, as shown in Figure 4.8.
The cloud is initiated somewhere in the middle top of the array and then moves to both sides and extends downwards. Figure 4.6 and Figure 4.5 will also be different for the case when all guns are fired at the same time.

4.5 Comparison of numerical modeling and field measurements

The simulated cavity cloud assuming relative delays in air-gun firing times (Figure 4.7) better resembles the photographed cavity cloud than assuming that all guns are fired simultaneously (Figure 4.8). To have a closer look at the modeled and photographed cavity cloud, the image from the video recording and the corresponding simulated cavity cloud are shown in Figure 4.9 for a time instant of 17.6 ms. To compare with the photographed cavity cloud, a cut section of the modeled cloud (Figure 4.9; right) is shown to include only one sub-array in the image.

Air-guns 11 to 16 are present in the frame of the camera. The camera frame is approximately shown by the green transparent plane in the modeled cloud shown in Figure 4.9 (right). In our modeling, at each grid point a cavity grows — and subsequently collapses — provided that a minimum pressure threshold is fulfilled at that grid point. Hence, the grid resolution determines the initial number of cavities in the modeling. The actual number of cavities can be determined by cal-
Figure 4.9: Comparison of the cavity cloud observed from video recording and the corresponding numerical modeling. In the modeled cloud, the corresponding frame of the camera is approximately shown by the green plane.
ibrating the model such that the amplitude, energy, or frequency content of the modeled ghost cavitation signals matches the measurements. However, the calibration highly relies on the calculated acoustic pressure signatures from collapses of individual vapor cavities since there is a tradeoff between the strength of each cavitation signal and the number of cavities. The calculated acoustic pressure signature from collapse of individual vapor cavity seems to have a very high peak compared to the experimental results of single cavity collapses (Versluis et al., 2000). One cause might be that the diffusion of dissolved gases (Plesset, 1970; Prosperetti, 2017) is ignored in the bubble dynamic equation. Diffusion adds some permanent gas to the cavity and cushions the collapse (Neppiras, 1984). The other reason might be the interaction between the growing cavity and the pressure fields from other cavity collapses. For a different air-gun array but the same grid resolution as we used here, Khodabandeloo and Landrø (2017a) calibrated the model (on a trial and error basis) such that both the amplitude of high-frequency modeled signal and its associated low-frequency part matches the measurements. In that paper we artificially reduced the peak pressure of individual cavity collapse signatures and determined a single scaling factor equal to 0.07 (≈1/14) that gave a good match for both the amplitude of the modeled high frequency signal and its associated low-frequency part. This means that the assumed number of cavities should be reduced by factor of 14. Therefore, the number of cavities shown in the modeled cloud in Figure 4.9 is reduced compared to the corresponding time (17.6 ms) in Figure 4.7 by a factor of 14. As seen in the front view of the modeled cavity cloud in Figure 4.10, the majority of the cloud is formed midway between the two arrays.

It should be noted that we do not claim that our model is calibrated in a systematic manner, nor is it the scope of this paper. For the current modeling results, we have applied a calibration factor which was obtained for the same modeling scheme using the same grid resolution but based on another field experiment with a different air-gun array configuration (three subarrays instead of two). Applying that calibration factor to the current model, the agreement between the modeled and the photographed cloud was improved. To calibrate the model in a more systematic way, dedicated experiments are required to estimate cavity sizes, the pressure signatures from single cavity collapse, and non-clipped broad-band recorded signals at different locations are needed for more than one or two array configurations.
Figure 4.10: Front view of the modeled cavity cloud at 17.6 ms. The number of plotted cavities is reduced by a factor of 14 compared to the number of cavities based on selected grid resolution.

The 10 kHz high-pass filtered measured signal is shown in Figure 4.11 (top). Modeled ghost cavitation acoustic signals are shown in the second and third rows of Figure 4.11. Simulation 1 is the 10 kHz high-pass filtered modeled ghost cavitation signal without including reflection of acoustic pressure of cavities from the sea surface. In simulation 2, reflection of ghost cavities from the sea surface assuming a reflection coefficient of -0.4 is included. For rough sea surface and high frequencies it is reasonable to assume that the reflection coefficient is reduced significantly (Clay and Medwin, 1977, Landrø et al., 2013). Both synthetic and field data show a gradual amplitude increase followed by a rapid decrease. When including the ghost reflections of the ghost cavity signals from the sea surface, the simulated signal predicts the observed long tail after the rapid decrease in the field data (4.11).
Figure 4.11: 10 kHz high-passed filtered ghost cavitation signal from field measurement (top), simulation 1 (2nd image from top) where the reflection of cavity signatures from sea surface is ignored. In simulation 2 (3rd from top) reflection of cavity signatures from the sea surface with reflection coefficient = -0.4 is included. In the top panel, the gray vertical ribbon indicates part of the signal that is clipped and cannot be compared directly with the modeled signal. Envelopes of absolute values are smoothed using a moving average method (bottom). All curves are normalized to one.

The envelope of absolute values of the field data, simulation 1, and simulation 2 are smoothed using a moving average window and plotted in Figure 4.11 (bottom). It is seen that there is a good agreement between modeled and measured curves regarding their time duration and shape of envelopes.

4.6 Discussion

In the modeled cavity cloud, we have assumed one stable micro-bubble with radius $20 \, \mu m$ at each grid point in the computation domain with cell sizes of $0.2m \times 0.2m \times 0.2m$. The void fraction, $\alpha_0$, in our example is $0.07 \times \frac{4}{3} \pi R_0^3 / 0.2^3 = 2.9 \times 10^{-13}$, where 0.07 is the scaling factor that we discussed in section IV. By void fraction we refer to those stable microbubbles within the sea water acting as cavity nucleation site. Assuming the equivalent spherical cloud radius equal to 5m, then the cloud interaction parameter is estimated by $\beta = \alpha_0 (1 - \alpha_0) A_0^2 / R_0^2 = 0.018$. Considering the values of the void fraction and cloud interaction parameter, the bubble-bubble interaction within the cloud can be neglected (Wang and Brennen, 1999; Brennen et al, 1999; Arakeri and Shanmuganathan, 1985). For an air-gun array the asynchronicity between air-guns is normally less than 1 ms. Weighting
the assigned time delay of each air-gun by its air-chamber volume, the average delay is 0.97 ms in this experiment. Even though the allocated time delays for the air-guns in our modeling seem a bit larger than the expected time delays in an air-gun array, they improve the similarity between the modeled and imaged cavity cloud. Moreover, we do not have access to the detailed firing time delays in the current experiment where the video recordings indicate that actual firing time delays might be slightly higher compared to normal operations.

It should be noted that the shapes of the cloud pattern observed from the video recordings vary from shot to shot which is probably caused by slightly different firing time delays for each shot. However, the recorded high-frequency acoustic signal is highly repeatable. Even though cavity collapse interaction and possible non-linear phenomena, as well as effects of cavitation cloud on acoustic propagation such as reduction in sound speed and increase in attenuation, are ignored, there is a good agreement between the modeled and field data in terms of the time duration and signal envelope shape. However, the model needs further calibration such that — in addition to the time duration, amplitude and shapes — the energy and frequency contents of modeled ghost cavitation signals match the measured. To do so, it would be necessary to record the non-saturated (non-clipped) acoustic signature at several locations for more than one source array.

### 4.7 Conclusion

The ghost cavity cloud generated by an air-gun array is observed using a high-speed video camera. The photos of the ghost cavity cloud support the hypothesis of source ghost cavitation. From the images it is clearly observed that multiples of cavities appear for a short time interval (10 ms) after the guns are fired. Synthetic modeling predicts an onset time as well as the time duration of the cavitation signal that fits the field observations. Furthermore, the modeled shape and position of the cavity cloud resembles those of the video recordings. There is a good agreement between the field recorded high-frequency acoustic signals and those from the modeling. For future field experiments to better capture the ghost cavitation phenomenon, it is suggested to perform the video recording with higher speed (>480 fps) and use two cameras; one in front of the array and one at the side.

### 4.8 Appendix: Ghost cavitation modeling

An air-gun array consists of several individual air-guns with different air chamber volumes. The array used for this study consists of 20 air-guns arranged in two sub-arrays as shown in Figure 4.1. Hydrostatic pressure can drop below a certain threshold at some locations around the array as a result of the reflected acoustic pressure of individual air-gun from the sea-surface. The pressure at two different
locations around the array are shown by dashed curves in Figure 4.12. It is seen
that the hydrostatic pressure becomes negative based on linear theory from the
superposition of pressures from individual air-guns in the array. From the initial part
of the pressure curves, it is seen that the one shown in the right graph belongs to
a deeper location since it has larges hydrostatic pressure. It is possible to estimate
the response of a tiny stable bubble subjected to the external pressure, \( P \), in the
following bubble dynamics equation (Prosperetti and Lezzi, 1986):

\[
\left(1 - \frac{1}{c} \frac{dR}{dt}\right) R \frac{d^2 R}{dt^2} + \frac{4 \mu}{\rho c} \frac{d^2 R}{dt^2} =
\]

\[
- \frac{3}{2} \left(1 - \frac{1}{3c} \frac{dR}{dt}\right) \left(\frac{dR}{dt}\right)^2 - \frac{1}{\rho R} \left[2\sigma + 4\mu \frac{dR}{dt}\right]
\]

\[
+ \frac{1}{\rho} \left(1 + \frac{1}{c} \frac{dR}{dt}\right) [P_i(t) - P] + \frac{R}{\rho c} \frac{P_i(t)}{dt}
\]

In the above equation, \( R(t) \) denotes the time-dependent cavity radius, \( c \) is the
sound speed of undisturbed water, \( \sigma = 0.074 \text{N/m} \) is the water surface tension
(Nayar et al., 2014), \( \rho \) is the density of water, and \( \mu \) is the dynamic viscosity of
water. The pressure inside the cavity is shown by \( P_i(t) \) and is modeled by Van
der Waals equation. Substituting two pressure time curves given in Figure 4.12
as external pressure in (1) the response of a bubble with initial size of 20 \( \mu m \)
are estimated by solving the differential equation by means of the Runge-Kutta
method of order 5 (“ode45” algorithm in MATLAB) and plotted as solid curves in
the same figure. There are microbubbles with the size between 18 \( \mu m \) to 350 \( \mu m \)
uniformly distributed up to 36 m depth in the sea at wind speed of around 6 knots
(Medwin, 1977).
Figure 4.12: Response of a stable micro-bubble (solid curve) to pressure variations (dashed curve) at two different locations estimated from bubble dynamic equation given in (1). Left picture corresponds to a location with smaller depth compared to the right picture as seen from its smaller initial hydrostatic pressure.

Collapses of individual cavities generate acoustic pressure and its signature in the far-field is estimated by (Brennen, 2013; Leighton, 2012):

\[
p(t) = \frac{\rho}{4\pi r^4} \frac{d^2 V}{dt^2} = \rho R(t) \left( 2R^2(t) + R(t) \dddot{R}(t) \right) \tag{4.2}
\]

In the above equation, the superposed dot indicates a time derivative. Acoustic pressure signature of individual cavities obtained by (2) is propagated from where it is generated to the receiver location:

\[
u_i(t, r) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} S_i(f) \cdot e^{-\gamma(f) r_i} \cdot e^{-j2\pi f r_i} \cdot \frac{e^{-j2\pi f r_i}}{r_i} e^{j2\pi f t} df \tag{4.3}
\]

For the ith cavity, the distance between cavity source and its measured location is denoted by \( r_i \), and \( \tau_i \) shows its formation time. In the propagation, geometrical spreading and absorptions are included. \( S_i(f) \) is the frequency domain representation of the time signal from the collapse of the ith cavity. \( \gamma \) stands for absorption (Neper/m) and is calculated from the equation given by Francois and Garrison (1982). Adding the pressure signature of individual cavities given in (3), it is possible to simulate the cavitation signal from the cloud of cavities. Detailed modeling steps of the ghost cavity cloud is given in (Khodabandeloo et al., 2017).
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Characterizing acoustic properties of cavity cloud as a time-dependent effective medium surrounding an air-gun array
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5.1 Summary

A ghost cavity cloud consists of many small vapor cavities and appears above and around the air-guns in the source array few milliseconds after the source is fired. Since there are dissolved gases and stable microbubbles in natural seawater, the cavities will likely contain some amount of air in addition to water vapor. They

1The paper is under review in Geophysical Journal International
cavity cloud exists for around 10 ms depending on the size and the configuration of the array. It is well known that increasing the volume fraction of tiny bubbles within the liquid, the sound velocity of the mixture at frequencies below the resonance frequencies of the bubbles gradually drops. Depending on the volume fraction of tiny bubbles, the sound velocity in the mixture can even drop below the sound velocity of individual constituents. Vapor content within the bubbles — or cavities — further reduces the sound velocity. We do not know whether the volume fraction of cavities is high enough to significantly drop the sound velocity, nor do we know whether the far-field acoustic recording is affected even if the sound velocity within the cavity cloud drops substantially. To answer these questions, a modified k-wave — a k-space pseudo-spectral numerical method — is used. Subsequently, the simulation results are compared to recorded field data in order to estimate a potential sound velocity drop within the ghost cavity cloud.

5.2 Introduction

Cavities can be formed underwater when the pressure drops below the vapor pressure or partial pressure of the dissolved gases (Mellen, 1954; Plesset, 1970). Acoustic waves emitted from air-guns in a seismic air-gun array are reflected from the sea surface with opposite polarity. Hence the addition of reflected pressure waves can drop the hydrostatic pressure of water at some locations temporarily which is sufficient for cavity growth and subsequent collapse. This phenomenon was first hypothesized by recording high frequency (> 10 kHz) signals in a seismic air-gun array field measurement (Landrø et al., 2011). It was further analyzed (Landrø et al., 2013) and investigated based on a dedicated field experiment (Landrø et al., 2016). The ghost cavitation phenomenon in an air-gun array is numerically modeled and could successfully predict the recorded high-frequency ghost cavitation signals (Khodabandeloo et al., 2017) and the associated low-frequency component (Khodabandeloo and Landrø, 2017a). Unless the water is fully degassed, the cavities contain some amount of air in addition to the vapor phase (Neppiras, 1984; Prosperetti, 2017). It is well known that even small volume fractions of bubbles in a liquid affect sound speed and attenuation of acoustic wave propagation significantly (Commander and Prosperetti, 1989). For example, adding tiny bubbles with the fraction volume of 0.1% reduces the sound velocity of the mixture with 80%. The primary cause for this effect is that presence of air greatly decreases the compressibility of the bubbly medium while its density is almost unaltered (Kieffer, 1977). Other than the volume fraction of the gas, bubble size distribution and the frequency of the acoustic wave also affects the sound speed in the bubbly liquid. At low frequencies (compared to the resonances of bubbles) the sound velocity is mainly a function of the volume fraction of gas (Wilson and Roy, 2008). Sound velocity in a water-vapor mixture is even smaller than a water-air
mixture for the same volume fraction of vapor and air (Barclay et al., 1969; Fuster and Montel, 2015; Prosperetti, 2015, 2017). Vapor bubbles are much more labile objects compared to gas bubbles since the thermal diffusivity is much larger than mass diffusivity in most liquids including water. Hence, there are fewer and less conclusive experiments on vapor bubbles compared to gas bubbles (Prosperetti, 2017). Propagation of acoustic waves through a bubbly liquid has been studied by several researchers in the last centennial and especially during World War II to utilize underwater acoustics in submarine warfare (Domenico, 1982). The acoustic impedance mismatch between the layer of bubbly water and bubble-free water is exploited in several practical applications. Bubble curtains were deployed to prevent damage to the submerged infrastructures from shock waves due to underwater blasting or explosion (La Prairie, 1955). To mitigate the noise from pile driving activity, a bubble curtain from free rising bubbles was devised to surround the source (Wursig et al., 2000) and to shield a porpoise pool (Lucke et al., 2011). Bubble curtains with irregular shapes were placed at the bounce point of acoustic waves from sea-surface to suppress the multiples (Ross et al., 2005).

The ghost cavity cloud has the potential to locally and temporarily change the medium properties in terms of sound velocity and attenuation. There are two questions in this regard:

1. Whether the cavity cloud changes the sound velocity of water and how much it does.

2. If the cavity cloud changes the sound velocity of water, is the far-field acoustic recording affected by such a short duration and local change in the sound velocity?

An affirmative answer to the second question opens the path to answer the first question by comparing the modeled and recorded far-field signatures. Subsequently, it might be possible to further characterize the ghost cavity cloud with regard to the sound velocity variations, average size and number of cavities.

If the resonances of bubbles within the cloud are much higher than the frequency of the propagating acoustic wave, the cloud can be considered as a uniform medium with effective acoustic properties such as sound speed and attenuation (Leighton, 1994, pp 258-278). The macroscopic properties of an effective medium are linked to the characteristics and relative fractions of its constituent components (Lee et al., 2011). To investigate the acoustic properties of the ghost cavity cloud, we use numerical methods. It is possible to discretize either the second-order acoustic wave equation or a set of coupled equations based on conservation of mass, momentum, and equation of state (Liu, 1998). Discretizing and solving a set of
coupled first order equations makes it easier to include mass and force sources and to include a perfectly matched layer (PML) around the computational domain. PML absorbs the acoustic waves that reach the boundaries of the computational domain and avoids that waves are reflected back. k-wave is an efficient MATLAB toolbox which solves three coupled first-order partial differential equations for acoustic wave propagation (Treeby and Cox, 2010; Treeby et al., 2012). It uses k-space and pseudo-spectral method for temporal and spatial discretization, respectively. k-space pseudo-spectral algorithm is more efficient than many of finite difference and finite element methods because it provides the same degree of accuracy with much coarser grid spacings and larger time steps (Tabei et al., 2002; Cox et al., 2007). In this paper, we numerically study the effects of sound velocity reduction within the ghost cavity cloud on the far-field acoustic measurements using the k-wave MATLAB toolbox. Since the ghost cavity cloud appears for only a few milliseconds, it requires a simulation of the acoustic wave propagation within a non-stationary (time-dependent) medium. The ghost cavity cloud is introduced into the numerical model to change locally and temporarily the acoustic sound speed of the medium (water). It is assumed that the resonance frequencies of the gas/vapor cavities within the cloud are higher than the propagating acoustic waves and that the acoustic attenuation of the cloud can be neglected. The simulation results are compared to recorded far-field data and the sound velocity within the ghost cavity cloud is estimated.

5.3 Visualizing ghost cavity cloud

A dedicated field experiment was conducted in 2011 offshore Congo to video-record the ghost cavity cloud. The source array used in the field test was towed at 9m depth and consists of two sub-arrays with 8m horizontal separation. More details are given by Landrø et al. (2016). Part of one of the sub-arrays is video-recorded by a high-speed camera mounted on the other sub-arrays. The recording speed was 120 fps and four successive frames from one source firing are shown in Figure 5.1.
Figure 5.1: Four successive frames from video recordings of one the sub-arrays with recording speed of 120 fps. The first image (0 ms) is the first frame when the air is observed escaping air-guns. Cavity clouds are indicated by dashed ellipse. The distance between two adjacent air-guns is around 2.7 m.

The cavity cloud appears partly in the second and mainly in the third frame after the guns were fired as shown in Figure 5.1. A hydrophone was mounted 17m beneath the array to record the acoustic signals. However, since the recorded acoustic signals in this experiment were saturated in some parts, they are not appropriate to be compared with the modeled signals. Details of the photographed cavity cloud and the recorded acoustic signal is given in (Khodabandeloo and Landrø, 2018).

5.4 Theory: speed of sound in gas/vapor mixture

The sound speed in a fluid medium, $c$, is defined as $c = \sqrt{K/\rho}$, where $K$ is the bulk modulus (or compressibility) and $\rho$ is the density. Wood (1946) derived these quantities to determine the acoustic propagation sound velocity in two fluid media such as water containing tiny air bubbles. He assumed that the mixture medium is a homogenous medium with a mean density and a mean elasticity and expressed the Wood’s equation to estimate the sound velocity of the mixture as (Wood, 1946. Page 360-363):

$$c_m = \sqrt{\frac{K_m}{\rho_m}} = \sqrt{\frac{K_l K_g}{(\beta K_l + (1 - \beta) K_g) (\beta \rho_g + (1 - \beta) \rho_l)}}$$ (5.1)

The volume fraction of the gas phase (or void fraction) is given by $\beta = \frac{V_g}{V_l + V_g}$, where $V_g$ and $V_l$ represent the gas and liquid volumes in the mixture, respectively. The above equation is valid for a mixture of any two fluids which do not react chemically. Furthermore, the air-bubbles should be non-resonant. In other words, it is valid for frequencies well below the resonance frequency of the air-bubbles (Silberman, 1957). Wave propagation through a bubbly medium was considered
as a problem of multiple scattering of waves by randomly distributed scatterers (Foldy, 1945). Effective medium is used instead of the complex system of a host medium containing scatterers. Including bubble dynamics and effects of bubble oscillations in the wave propagation through a bubbly medium, the following dispersion relation is derived for the averaged complex wave number of propagating wave in the mixture (Van Wijngaarden, 1972; Commander and Prosperetti 1989):

\[
\frac{k^2}{\omega^2} = \frac{1}{c_l^2} + 4\pi \int_0^\infty \frac{R_0 f(R_0) dR_0}{\omega_N^2 - \omega^2 + i2\omega}
\]  

(5.2)

In the above equation, \(k_m\) is the effective wave number in the mixture, \(c_l\) is the sound velocity in the liquid without scatterers, \(\omega_N\) is the natural frequency of the bubbles, \(\omega\) is the angular frequency of the propagating wave, \(\sigma\) is the bubble dynamic damping constant, and \(R_0\) is the equilibrium bubble radius. The probabilistic function for the size distribution at bubble equilibrium is given by \(f(R_0)\), and \(f(R_0) dR_0\) gives the number of bubbles per unit volume with the equilibrium radius between \(R_0\) and \(R_0 + dR_0\). In deriving the above equation it is assumed that the gas volume fraction (or void fraction) is small (\(\beta \ll 1\)). The void fraction can be estimated as (Commander and Prosperetti, 1989):

\[
\beta = \frac{4}{3} \pi \int_0^\infty R_0^3 f(R_0) dR_0
\]  

(5.3)

The wavenumber in equation 5.2 is complex valued and the phase speed of the mixture is obtained as \(c_m = \omega/Re(k_m)\). If the frequency of the pressure perturbation is below the resonance frequency of the bubbles, equation 5.2 can be simplified to (Prosperetti, 2015, Equation (4.10)):

\[
\frac{1}{c_m^2} = \frac{1}{c_l^2} + \frac{\beta \rho_l}{\rho_g 0} \frac{1}{1 - 2\sigma/(3R_0 \rho_g 0)},
\]  

(5.4)

where \(\rho_g 0\) is the equilibrium pressure inside the bubble and \(\sigma\) is water surface tension. In many situations, bubbles in the liquid contain a mixture of gas and vapor. The formed cavities in a gas-free liquid should be vaporous (Neppiras, 1984). However, liquids in most practical situations contain some dissolved gas such as air. The dissolved gas in the liquid diffuses into the vapor cavity (or bubble) as it grows (Plesset, 1970; Prosperetti, 2017). Hence, usually there are some amounts of gas such as air inside the cavities. Furthermore, in many practical situations, microbubbles distributed in the liquid act as cavitation nuclei sites. In the sea water up to depth of 36 m there are uniformly distributed microbubbles with the
size between 18 μm to 350 μm when the wind speed is around 6 knots (Medwin, 1977). Vapor content changes the resonance frequency of bubbles and also reduces the speed of wave propagation in the frequency range below the resonance frequency of the bubbles (Fuster and Montel, 2015; Prosperetti, 2015, 2017; Zhang et al., 2017). When the bubbles contain vapor, at the low frequency limits the sound speed in the bubbly liquid is estimated (Fuster and Montel, 2015, Eq. (6.10)) to be:

\[
c_m^2 = \frac{c_l^2}{1 + \frac{c_l^2 \beta \rho_l}{(1 + Y_0) \rho_0}}.
\]  

(5.5)

In equation 5.5, \(Y_0\) is the vapor fraction inside the bubbles with gas/vapor mixture contents. Based on the above formulas the speed of sound at low frequencies in a bubbly liquid with gas/vapor mixture as a function of void fraction is shown in Figure 5.2.

**Figure 5.2:** Sound velocity of water with gas and gas-vapor bubbles (or cavities) for the frequency range below the resonance frequency of bubbles. Wood's equation and equation 5.4 for gas bubbles have a good agreement. Furthermore equation 5.5 with zero vapor fraction coincides to the curve for water with pure gas bubbles.

The above estimations are valid for wave propagation within a bubbly medium provided that resonance effects are negligible. That is the propagation frequency should be below all resonance frequencies for uniform bubble size distribution or below the resonance frequency of bubbles with predominant size distribution (Commander and Prosperetti, 1989).
5.5 Field experiment

The field experiment was performed in December 2008 in the Black Sea offshore Turkey in an area with a water depth of around 60 m. The signals were recorded using a stationary hydrophone located at the seabed. The source vessel towed the air-gun array at 5 m depth and sailed along a straight line with approximately 39 m crossline offset with respect to the recording hydrophone. The shot interval was 25 m. The side and front view of this field measurement are schematically shown in Figure 5.3 (top). The sea state was calm during the experiment (Landrø et al. 2013). The air-gun array configuration used for the recorded data that we refer to as field data in this paper is shown in Figure 5.3 (bottom). Operating pressure of all the guns was 2000 psi and they were fired simultaneously, according to the plan.
Figure 5.3: (Top): Schematic side (xz) and front (yz) view of the field measurement; (Bottom): Air-gun array configuration used in the field experiment. Each air-gun air chamber volume (in³) is given in the parentheses next to the air-gun number. The single guns are shown by white rectangle. The gray and black rectangles show cluster and inactive air-guns, respectively. In each array, the x-offset between air-guns is 3 m and the y-offset between clusters is 1 m. The x-offset between the air-gun 1 and 11 is 1.5 m.

Aligning x-axis of the Cartesian coordinate system along the sailing line, for the closest distance between shot and the hydrophone, the x-offset is estimated to be around 1 m.
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5.6 Numerical implementation of wave propagation in the time-dependent medium — k-wave simulations

5.6.1 Governing equations and K-wave implementation

The simulations are performed using a 3-D computational domain k-wave Toolbox (Treeby and Cox, 2010; Treeby et al., 2012) which is an open source code based on k-space pseudo-spectral method. Instead of solving a single second-order partial differential wave equation, the simulation functions in k-wave solve the three coupled first-order partial differential equations based on conservation of mass, momentum and equation of state relating acoustic pressure to density fluctuations. For the linear and lossless wave propagation the equations are:

Conservation of mass:

\[
\frac{\partial \rho'}{\partial t} + \nabla \cdot (\rho_0 \mathbf{v}) = S_M.
\] (5.6)

Density fluctuations are denoted by \( \rho' \), the particle velocity vector by \( \mathbf{v} \), the ambient (or equilibrium) density by \( \rho_0 \) and the mass source term by \( S_M \) which represents the time rate of input mass per unit volume (kg/m\(^3\)). Conservation of momentum (Euler equation) yields:

\[
\frac{\partial \mathbf{v}}{\partial t} + \frac{1}{\rho_0} \nabla p' = S_F.
\] (5.7)

In the above equation \( S_F \) is the force source term with units of N/kg or m/s\(^2\) and represents the body forces per unit mass. The equation of state is given as

\[
p' = c^2 \rho'.
\] (5.8)

Equation 5.8 is valid for time-independent sound velocity \( c \). The ghost cavity cloud (see Landrø et al., 2016 and Khodabandeloo et al. 2017) is formed by several cavities that grow and collapse for a short period of time in the vicinity of the seismic air-gun array where the pressure drop is sufficiently large to trigger vapor cavity generation. The acoustic properties of regions where vapor cavities appear might change and therefore the governing wave equations should accommodate a time dependent medium. This means that the equation of state (equation 5.8) should be replaced by an appropriate equation to include a time varying sound speed. For isentropic flow (\( Ds/Dt = 0 \)) the equation of state is (Pierce, 1981, chapter 1; Rienstra and Hirschberg, 2015, pp. 1519, 68–70):
\[ p = p(\rho, s) \implies \frac{Dp}{Dt} = \left( \frac{\partial p}{\partial \rho} \right)_s \frac{D\rho}{Dt} \] (5.9)

Where \( s \) represents entropy. The above equation can be rewritten as:

\[
\frac{\partial p'}{\partial t} + p_0 \nabla (p' + p_0) = c^2 \left( \frac{\partial \rho'}{\partial t} + v' \cdot \nabla (\rho' + \rho_0) \right) \] (5.10)

Ignoring the second order term and taking into account that the presence of cavities might change the sound speed while the change in the ambient density is negligible, equation 5.10 is simplified to the following equation:

\[
\frac{\partial p'}{\partial t} = c^2 \frac{\partial \rho'}{\partial t} \] (5.11)

The air-gun array (Figure 5.3) used for the field experiment is almost symmetric around the \( y=0 \) plane. It is possible to exploit this symmetry to reduce the size of the computational domain by introducing a slight position change for guns 12 and 17. Figure 5.4 shows the source used in the reduced computational domain with \( y=0 \) plane as a sound hard boundary condition (shown by dashed blue). For practical implementations, guns 12, 17, 19, and 20 are placed on the node in \( y \)-direction adjacent to the sound hard boundary plane, not on it. Since the sound hard boundary condition acts as a mirror, the strengths of these air-guns are scaled by 0.5 as indicated in Figure 5.4.
Figure 5.4: The source array configuration used in numerical modeling with half space computational domain exploiting the symmetry of the source array used in the field experiment. Symmetry plane is shown by dashed blue line. Since the symmetry plane is modeled as a sound hard boundary condition, the strength of the single air-guns located on this plane are scaled by 0.5 (See also Figure 5.3 (Right)). In practice the sources are not placed exactly on the sound hard plane; they are placed on the next node in the y-direction. Air-guns 12 and 17 are shifted slightly in the y-direction. The distances between air-guns are given in the caption of Figure 5.3.

The 3D computational domain is shown in Figure 5.5 with grid numbers $N_x = 192$, $N_y = 256$, and $N_z = 384$ in x, y, and z directions, respectively. The grid-point spacing ($\Delta x = \Delta y = \Delta z$) in all dimensions is $0.2\,\text{m}$. Since each air-gun is placed on a grid-point, considering the configuration of the air-gun array given in Figure 5.3 (right), some of the air-guns are shifted $\pm 0.1\,\text{m}$ to accommodate the grid resolution in Figure 5.4. To observe how the modelled far-field acoustic pressures are influenced by such shifts in the air-gun positions, the simulated far-field acoustic pressure from the source shown in Figure 5.4 using k-wave and the one from full air-gun array (shown in Figure 5.3 (Right)) modeled by NUCLEUS$^\text{TM}$ are plotted in Figure 5.6 (a), i.e. line (i) and (iv), respectively. In both models, there is no sea-floor below the hydrophone. It is observed that the slight shifts in the air-gun positions have negligible effect on the far-field signature. Sound velocity of water is selected as 1500 m/s and the density is 1000 kg/m$^3$. 


Figure 5.5: The computational domain for k-wave method. The source array and receiver (hydrophone) are shown. The (Y=0) plane is the pressure sound hard boundary condition and plane (Z=0) is the pressure release boundary condition. The boundaries are surrounded by a perfectly matched layer (PMLs).

The time step for iteratively solving the equations 5.2, 5.6, and 5.11 based on k-space pseudo-spectral method is obtained using Courant –Friedrichs –Lewy (CFL) number equal to 0.3, where $\Delta t = CFL \cdot \Delta x / c_{\text{max}}$ (Treeby et al., 2012). $c_{\text{max}}$ is the maximum value of the sound speed in the medium. Based on the selected parameters the time step is $40\mu s$ and the maximum supported frequency is 3.75 kHz. The acoustic pressure emitted from each air gun in the array is modeled by the NUCLEUS™ source modeling package from Petroleum Geo-Services (PGS) and the output from this modeling is used as the mass source term in 5.6. The finest time resolution of the modelled source signatures by NUCLEUS™ is 0.5 ms. Therefore, the source signatures were interpolated using a piecewise cubic Hermite interpolating polynomial MATLAB function to have the time intervals of $40\mu s$, which is required by k-wave. To prevent the reflections from the edge
of the simulation region, the computational domain is surrounded by a Perfectly Matched Layer (PML) with 10 grid points thickness at each side as shown in Figure 5.5. Using first order coupled equations is convenient for PML implementation (Treeby and Cox, 2010). The Z=0 plane is the pressure release boundary condition simulating the sea-surface. To exploit the symmetry of the problem and solve it in the reduced computational domain, the Y=0 plane is the pressure sound hard boundary condition.

5.6.2 Effects of layered sea-floor on the recorded pressure

In Figure 5.6 (a), line (i) shows the simulated acoustic pressure at the hydrophone location using k-wave for the case when there is no sea-floor (i.e. in Figure 5.6(b), \( \rho_1 = \rho_2 = \rho_3 = 1000 \text{ kg/m}^3 \) and \( c_1 = c_2 = c_3 = 1500 \text{ m/s} \)). It is seen that the amplitude of simulated acoustic pressure is smaller than the amplitude of field recorded pressure while their shape has reasonable agreement. In Figure 5.6 (a), line (ii) shows the simulated far-field acoustic pressure for the case when a one-layer sea-floor is included beneath the hydrophone. It seems reasonable to select the density and sound velocity of the sea-floor sediments as 1600 kg/m\(^3\) and 1600 m/s, respectively (Hamilton, 1978; Nobes et al., 1986). Therefore, in this case \( \rho_1 = 1000 \text{ kg/m}^3 \), \( \rho_2 = \rho_3 = 1600 \text{ kg/m}^3 \) and \( c_1 = c_2 = c_3 = 1600 \text{ m/s} \). Compared to the previous case, the amplitude of the simulated signal is increased and the match between the simulated and field recorded far-field pressure signatures is improved. Even though adding one-layer sea-floor beneath the hydrophone increases the amplitude of the simulated acoustic pressure at the hydrophone location, its shape is unaffected compared to the no sea-floor case as seen by plotting the normalized pressure signatures of these two cases in Figure 5.6 (c). However, the influence of sea-floor should appear 80 ms after the main peak. This 80 ms \((= 2 \times 60/1500 \text{ s})\) is the required time the reflected pressure from sea-floor reaches the sea-surface and is reflected back to the hydrophone. To see the effects of layered sea-floor on the recorded signal by the hydrophone on the sea-floor, it is assumed that 8 m below the sea-floor there is a change in acoustic properties of the medium. The density of the layer 8 m below the sea-floor is assumed to be 1700 kg/m\(^3\) and its sound velocity is 1700 m/s. That is, for the two-layer sea-floor: \( \rho_1 = 1000 \text{ kg/m}^3 \), \( \rho_2 = 1600 \text{ kg/m}^3 \), \( \rho_3 = 1700 \text{ kg/m}^3 \), \( c_1 = 1500 \text{ m/s} \), \( c_2 = 1600 \text{ m/s} \), and \( c_3 = 1700 \text{ m/s} \).
Figure 5.6: (a): Field recorded acoustic pressure signature is plotted together with the simulated far-field for different simulation scenarios (i) without sea-floor, (ii) one-layer sea-floor, and (iii) two-layer sea-floor. The scenarios depend on the selected values for density and sound velocities of layers shown in (b). i) no sea-floor: $\rho_1=\rho_2=\rho_3=1000 \text{ kg/m}^3$ and $c_1=c_2=c_3=1500 \text{ m/s}$, ii) one-layer sea-floor: $\rho_1=1000 \text{ kg/m}^3$, $\rho_2=\rho_3=1600 \text{ kg/m}^3$ and $c_1=1500 \text{ m/s}$, $c_2=c_3=1600 \text{ m/s}$, iii) two-layers sea-floor: $\rho_1=1000 \text{ kg/m}^3$, $\rho_2=1600 \text{ kg/m}^3$, $\rho_3=1700 \text{ kg/m}^3$, $c_1=1500 \text{ m/s}$, $c_2=1600 \text{ m/s}$, and $c_3=1700 \text{ m/s}$. Pressure signature simulated by NUCLEUS™ for the full air-gun array when there is no sea-floor is plotted (line (iv)). The normalized simulated far-field pressure signatures for different scenarios are plotted together with the normalized field recorded pressure signature in the Sub-figure (c). There is no reflection from the bottom of the third layer.

For the given two-layer sea-floor, the simulated acoustic pressure is plotted by line (iii) in Figure 5.6 (a) and its normalized version is plotted in Figure 5.6 (c). It is seen that the two-layer sea-floor has small effect on the simulated signal. By selecting appropriate values for the density and sound velocity of sea-floor, it is possible to have the same amplitude of the simulated pressure signature as the field recorded one. Therefore, we have scaled the signals to have the same amplitude as field recorded pressure signature for the nearest hydrophone and plotted in Figure 5.7 (left) for the cases without sea-floor and with two-layer sea-floor. Using the same scaling for the model, the simulated pressure signatures of these two cases are plotted for the next two shots in Figure 5.7 middle and right.
The simulation results indicate that including a layered sea-floor with selected acoustic properties has an insignificant effect on the recorded pressure by the hydrophone located at the sea-floor. The selected acoustic properties seem to be realistic since the simulation in the paper refers to areas with the presence of typical sea-floor sediments.

5.6.3 Effects of local time-dependent medium around the source array

We assume a ghost-induced cavity cloud being represented by an ellipsoid with dimensions \((R_x = 6\, m, R_y = 5\, m, R_z = 3.5\, m)\) centered one meter above the center of an air-gun array. The array configuration is shown in Figure 5.3 (bottom) and it is towed at 5 m depth. In this section we want to numerically study the effects of temporarily sound velocity drop within the ellipsoid on the received acoustic pressure by a receiver array beneath the source. In this example, we assume that the sound velocity within the ellipsoid drops to 500 m/s 11 ms after the air-gun array is fired and raises back to 1500 m/s 8 ms later. The array consists of 18 receivers and are arranged along a line 30 m below the source array in the x-direction with 5 m spacing between two successive receivers. This means that the x-offset between array center and the first receiver is zero and it is 85 m for the eighteenth receiver. The received acoustic signals by 18 receivers in a stationary medium (i.e. no change in the medium properties) and in a time-dependent medium are modeled and plotted after normalization by solid blue and red dashed lines, respectively in Figure 5.8 (top). The difference between these two simulated signals for each receiver is shown in Figure 5.8 (bottom) without normalization. This figure shows the net effect of the sound velocity drop within the ellipsoid on
the recorded acoustic pressure by the receiver array.

Figure 5.8: (Top) Modeled acoustic pressure received by an array at different receivers without (solid blue) and with (dashed red) temporary sound velocity drop within an ellipsoid around the source array. The ellipsoid dimensions are \((R_x = 6\text{ m}, R_y = 5\text{ m}, R_z = 3.5\text{ m})\) and is centered at \((C_x = 0, C_y = 0, C_z = 4\text{ m})\) \((Cx=0, Cy=0, Cz=4\text{ m})\). All curves are normalized to one. (Bottom) Difference between the blue and red curves shown in the left. These are the effects of temporarily sound velocity drop within the ellipsoid.

For the given source array, the assumed ellipsoid dimension, and the assumed
sound velocity drop within the cloud for the given time duration, the amplitude of pressure fluctuations is between 16-25 % of the array signature peak amplitude at different receiver locations. It is observed that in both figures the arrival time of acoustic waves has the expected hyperbola shape.

5.7 Results

Two different methodologies are used to include the effects of vapor cavities in the numerical simulation of recorded pressure from a seismic air-gun array. (1) Vapor cavities temporarily drop the sound velocity within a fixed ellipsoid, and (2) the pressure field around the air-gun array is modeled based on air-gun array modeling and sound velocity drops at those regions where pressure drop fulfills the requirements for cavity generations. The obtained results based on these two methodologies are presented in the following sections.

5.7.1 Cavity cloud as a fixed ellipsoid

An ellipsoid with dimensions \((R_x = 6m, R_y = 5m, R_z = 3.5m)\) centered at \((C_x = 0, C_y = 0, C_z = 4m)\) fixed in the space is shown in Figure 5.9 (top) representing the collection of cavities as an effective medium. For the given array configuration (Figure 5.3), the cavity cloud appears \(\sim 10\) ms after the air-guns are fired (Figure 5.4 in Khodabandeloo et. al., 2017) and considering 4-5 ms average cavity lifetime, it lasts for around \(\sim 8\) ms. Since the air-gun signatures modeled by NUCLEUSTM are zero for around \(\sim 1-2\) ms before they are fired, the sound velocity of the ellipsoid drops between 12 to 20 ms to have the correct cavity cloud timings relative to the air-gun firing. Using a step function to change the sound velocity causes numerical instabilities. Therefore, the sound velocity drop and subsequent rise occur within a short time with a sigmoidal shape function. Such a sound velocity drop for four different values is shown in Figure 5.9 (bottom). As seen for one of the cases shown by the dashed blue line the sound velocity within the cloud does not change and remains at 1500 m/s in the simulation.
Figure 5.9: (Top) The air-gun array is shown by red dots and the receiver by a blue dot. The fixed ellipsoid (Rx=6, Ry=5, Rz=3.5) centered at (Cx=0, Cy=0, Cz=4) resembling collection of cavities is shown in white near the source. (Bottom) The sound speed of the ellipsoid as a function of time for four different values. For case "a" sound velocity within the ellipsoid is constant and equal to that of water (1500 m/s). For "b", "c", and "d" the sound velocity is 1500 m/s before \(\sim\)10 ms and after \(\sim\)22 ms but between \(\sim\)10 to \(\sim\)22 ms drops to 1300, 1100, and 700 m/s, respectively.
The modeled pressure field snapshots at planes Y=0 (XZ plane) and X=0 (YZ plane) (Figure 5.5) at six time instants are shown for the case in which there is no sound velocity change in the ellipsoid (Figure 5.10) and when the sound velocity drops to 700 m/s (Figure 5.11).

Figure 5.10: Pressure field at six time instants on YZ and XZ planes (see Figure 5.5) for the case when the sound velocity within the ellipsoid remains the same as water. The color-bar shows the acoustic pressure in bar. The color bar shows the acoustic pressure in bar. The red and blue colors represent positive and negative pressures, respectively. It is seen that the positive pressure reflected from the sea-surface becomes negative. Furthermore, the directionality of the air-gun array is observed which directs more acoustic energy downwards than horizontally. In this figure, the sound velocity of the whole computational domain is 1500 m/s and it is time-independent. If the sound velocity within the ellipsoid
drops, then part of the incident wave will be reflected with opposite polarity. The pressure fields for this case are shown in Figure 5.11 where the ellipsoid sound velocity drops to 700 m/s for times between 12 and 20 ms (which corresponds to \( \sim 10 \) to \( \sim 18 \) ms after the array is fired). The effects of local change in the medium are observed as pressure field differences between Figure 5.10 and Figure 5.11 for the time interval between 14 and 20 ms.

![Figure 5.11](image)

**Figure 5.11:** Pressure field at six time instants on YZ and XZ planes (see Figure 5.5) for the case when the sound velocity within the ellipsoid drops to 700 m/s for a short time as shown by gray solid line in Figure 5.9 (bottom). The color-bar shows the acoustic pressure in bar.

To see the effects of the sound velocity reduction within the ellipsoid on the pressure fields, the difference between the pressures shown in Figure 5.10 and Figure 5.11 are plotted in Figure 5.12.
In addition to changing the sound velocity within the ellipsoid to 700 m/s, it was also changed to 1100 and 1300 m/s and the received acoustic pressure was simulated. The simulation results are plotted in Figure 5.13 together with the recorded field experiment.
The simulated pressure at receiver location for the case when sound velocity within the ellipsoid shown in Figure 5.9 (top) remains the same as water (1500 m/s) (a), drops to 1300 m/s (b), 1100 m/s (c), 700 m/s (d). The recorded pressure in the field experiment is also shown by a solid black line.

The blue solid line is for the case when the ghost cavity cloud does not change the sound velocity of the medium. It has the best agreement with the recorded field measurement signal shown by black color. It is seen that reducing the sound velocity within the ellipsoid deteriorate the match between simulated and measured field data. Further reducing the sound velocity makes the correspondence poorer. We will elaborate on this observation in the discussion.

5.7.2 Cavity cloud modeling based on modeled pressure values

In this section, unlike the previous section where the cavity cloud was considered to be a fixed ellipsoid, it is assumed that cavities will grow at regions where the pressure (hydrostatic + acoustic pressure) drops below -0.1 bar. It should be noted that pressure values below zero are physically impossible. However, the air gun modeling software is based on the linear superposition of the ghost signals created by all the guns in the array, and hence the software will predict unphysical pressure values. We can use these artificial negative pressure values as constraints to predict the regions where cavity creation is likely to occur. The case where sound velocity within the cavity cloud drops to 900 m/s is shown in Figure 5.14 at four time instants. It is observed that the shape of cloud changes over time. To prevent numerical instabilities, the sudden change in the medium properties should be avoided. Therefore, the implementation of this case is more demanding than
modeling cavity cloud as fixed ellipsoid as shown in the previous section.

Figure 5.14: Modeled cavity cloud at four time instants where the pressure drops below -0.1 bar. In this case it is assumed that the sound velocity within the cavity cloud reduces to 900 m/s.

The regions which contain cavities are then considered as a time-variant effective medium with acoustic properties different from the host medium. That is the sound speed of grid points which satisfy the conditions for cavity growth is temporarily reduced to a certain level. The sound velocity reduction occurs within a short transition time using a sigmoidal shape function. Different values are assigned to sound velocity of the cavity cloud: 1300 m/s, 1100 m/s, 900 m/s and no sound velocity drop. For the case where the sound velocity of the cavity cloud drops to 900 m/s, Figure 5.15 shows the pressure field for six time instants at the Y=0 plane (XZ) and X=0 plane (YZ).
Figure 5.15: Pressure field at six-time instants on YZ and XZ planes (see Figure 5.5) for the case when sound velocity within the cavity cloud drops to 900 m/s. The cavity cloud forms at locations where the pressure (hydrostatic + acoustic pressure) falls below -0.1 bar and diminishes when the pressure increases above this threshold.

Since the medium properties change differently compared to the fixed ellipsoid case, the pressure fields in this case (Figure 5.15) are different compared to the previous cases as was shown in Figure 5.10 and Figure 5.11. The simulated acoustic pressure at the receiver point for different values of sound velocities within the cavity cloud are shown in Figure 5.16. As for the previous case, including the sound velocity drop within the cavity cloud worsens the match between simulated and field measurements. The possible explanations for this observation are given in the discussion section.
Figure 5.16: The simulated pressure at receiver location for different values of sound velocity within the cavity cloud. The cavity cloud forms at locations that the pressure drops below -0.1 bar and diminishes when the pressure increases above this threshold. Sound velocity values within the cavity cloud drops to: 1500 m/s (the cavity cloud has no diffraction effect), (b) 1300 m/s, (c) 1100 m/s, and (d) 900 m/s. The recorded pressure in the field experiment is shown by a solid black line.

5.7.3 Including ghost cavitation signal in the modeling

Simulations show that the signal due to collapse of multiple cavities within the cavity cloud contains low frequencies in addition to the high frequencies (Khodabandeloo and Landrø, 2017a,b). The ghost cavitation signal is simulated (Khodabandeloo et al., 2017, Khodabandeloo and Landrø, 2017a) and plotted by purple dashed-dotted line in Figure 5.17 and the rest of the curves are resulted from adding this signal to the curves in Figure 5.13.
It is observed that adding the effects of ghost cavitation signal to the far-field array signatures best matches for the case when sound velocity of cavity cloud — represented by ellipsoid — is same as the surrounding water. There will be a poorer correspondence between the simulation and field data when the sound velocity within the ellipsoid is decreased. The same conclusion will be drawn if we add the simulated ghost cavitation signal to curves plotted in Figure 5.16. That means that the drop of the sound velocity within the cavity cloud deteriorates the correspondence between simulated far-field and field recorded signatures.

5.8 Discussion

The cavity cloud is modeled as an effective medium with smaller sound velocity than water or air. Attenuation is not included within the cavity cloud. For 1% void fraction, ($\beta = 0.01$), in the frequency range of our problem the attenuation is around 1 dB/m (Zhang et al., 2017). In our case, as is discussed below, the void fraction is 4 to 5 orders of magnitude lower. Due to this fact and considering that the size of the cloud is not exceeding a few meters, the attenuation effects of cavity cloud is expected to be negligible and therefore it is ignored in our modeling.

Simulation results indicate that even 10-15% decrease in the sound velocity of medium for a short time in a small part of the medium around the air-gun array slightly affects the far-field recorded acoustic pressure. Comparing the simulation...
results to the field measurements suggests that the acoustic properties within the ghost cavity could not be significantly different from those of the surrounding water. Based on the effects of sound reduction in low-frequency region for gas-vapor cavities as seen in Figure 5.2 one possibility is that the volume fraction of vapor cavities is less than $\sim 10^{-7}$ for a vapor fraction equal to 0.99, while it is less than $\sim 5 \times 10^{-7}$ for vapor fraction equal to 0.95. In the ghost cavitation modeling with the same grid resolution as we used here, the initial number of cavities were scaled by the factor of 0.07 (Khodabandeloo and Landrø, 2017a) to match the measured field data. Then for a vapor fraction $Y_0 = 0.99$ the mean cavity radiuses must be 
$$r = \left( \frac{0.2^3 \cdot 10^{-7}/(0.07 \cdot \pi \cdot 4/3)}{0.07 \cdot \pi \cdot 4/3} \right)^{1/3} = 1.4 \text{mm},$$
to have the volume fraction less than $\sim 10^{-7}$ and for $Y_0 = 0.95$ it must be 2.4 mm to have the volume fraction less than $\sim 5 \times 10^{-7}$.

It is possible to roughly estimate the upper bound for the number of cavities ($N_{\text{max}}$) and the volume fraction of vapour cavities based on the amount of the acoustic energy on a plane located horizontally at depth $z_0$ (Figure 5.19), shown by $E_a |_{z_0}$, that can induce cavitation. It can be estimated using the following formula for the acoustic energy created by the down-going wave that has been reflected at the free surface:

$$E_a |_{z_0} = \int_A \int_{t_1}^{t_2} P^2 ((x, y, z = z_0), t) \frac{\rho_0 c}{dtdA}$$  \hspace{1cm} (5.12)

In the above formula, $P^2 ((x, y, z = z_0), t)$ is the portion of acoustic pressure on a plane at depth $z_0$ that has potential to induce cavities. That is amount of the acoustic pressure which drops the pressure below the assumed threshold pressure (e.g., -0.1 bar). The time interval of the integration, $t_1$ and $t_2$ are the time when the $P$ drops below the threshold limit for cavitation generation and the area on the plane where the pressure is low enough for cavity generations is given by $A$. For the array configuration given in this paper, the maximum amount of $E_a$ is found at the depth of 3.8 meters and is estimated to be 1194 Joules. The pressure values that drop below the threshold on the assumed plane at depth $z_0 = 3.8$ m are shown in Figure 5.18 at four time instants.
Figure 5.18: Pressure values at four time instants that drop below -0.1 bar (i.e. the assumed threshold pressure for cavity generation) on a horizontal plane located at depth $z_0=3.8$ m (shown schematically by green in Figure 5.19)

The maximum number of cavities $N_{\text{max}}$, can be estimated as:

$$N_{\text{max}} = \frac{E_a}{p_h V}$$  \hspace{1cm} (5.13)

Where $p_h$ is the hydrostatic pressure at the assumed depth (3.8 m), and $V$ is the average volume of each cavity. Assuming the average radius of cavities as 5 mm, and a cloud as an ellipsoid with dimensions of $R_x=6$ m, $R_y=5$ m, $R_z=3.5$ m, $N_{\text{max}} = 16623$, and the corresponding maximum volume fraction of vapour cavities is estimated to be $\sim 2 \times 10^{-5}$. If we assume that most of the acoustic energy is maintained, it means that the number of cavities in reality is probably significantly less than this. We emphasize that this is a rough estimation for the maximum possible volume fraction of vapor cavities within the cloud. It is observed that the estimated volume fractions from the far-field acoustic recordings given in this paper, are below this limit which is a confirmation of the results.

The array studied in the example in this paper produces less than half of ghost cavitation compared to another array with almost same seismic energy but different air-gun arrangement (Khodabandeloo and Landrø, 2017b). Hence, for the arrays with stronger ghost cavity cloud than the one in our example, sound velocity reduction within the cloud can be a source of deviation between modeled and measured source array signature after the reflected ghost occurs.

To characterize the acoustic properties of a cavity cloud we suggest an experiment which is schematically shown in Figure 5.19. Two acoustic transducers, one well above and the other beneath the air-guns, are required to generate harmonic pressure waves. A hydrophone is required to be mounted below the acoustic transducer to receive the generated acoustic wave by the transducers.
In the first set of experiments, while transducer 2 is inactive, transducer 1 should generate a harmonic wave with a frequency above the seismic frequency band. This allows to use filters to separate the acoustic signal from the transducer from the air-gun(s) pressure signal received by the hydrophone. The transducer should generate harmonic wave continuously for several, e.g. 20, air-gun shots. In the second set of experiments, the only difference is that transducer 2 is active and generates a harmonic wave as in the first set of experiments while transducer 1 is inactive. The second set of experiments are required to investigate the possible effects of air-gun pressure field on the transducers. For example, we may observe that in the first experiment the amplitude of the received harmonic wave by the hydrophone weakens when the ghost cavity cloud is expected and recovers afterward. This can be due to either the reflection of acoustic waves reaching the cavity cloud or the impact of air-gun pressure waves on the performance of the transducer. The second experiments help to remove these uncertainties. Since the air-guns generate strong acoustic waves, to avoid the saturation of received signals one solution is to have the hydrophone far enough below the air-guns.

5.9 Conclusion

Effects of sound velocity drop within the ghost cavitation cloud on the far-field recorded acoustic pressure is numerically simulated. The modeled cavity cloud appears around 10 ms after the air-gun array is fired and lasts for around 9 ms. This is confirmed by high-speed video recording. Wave propagation in a non-stationary (time-dependent) medium is modeled using k-wave which is a k-space
pseudo-spectral numerical method to solve the acoustic wave equation. Few modifications are applied to the source code to accommodate the time-dependent sound velocity of the medium. Modeling results are compared to the recorded field data. When there is no sound velocity drop within the cavity cloud, there is a good correspondence between the simulation results and the recorded field data. It is observed that if sound velocity within the cavity cloud drops below 1200 m/s, the correspondence between the modeled acoustic signature and field measurement worsens. Simulation results show that a 40% reduction of the water sound velocity within the cavity cloud affects the acoustic far-field pressure significantly.
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Chapter 6

Concluding Remarks

The main objective of this doctoral work has been to investigate the underlying mechanism(s) for high-frequency (>10 kHz) acoustic signal generated by marine seismic air-gun arrays. Ghost cavitation was hypothesized to be the main source of such high-frequencies. Ghost cavitation consists of several acoustically induced cavities which are formed due to the pressure drop as a result of reflected pressure waves, i.e. ghost, from the sea surface. Reducing the waste high-frequency emissions from seismic air-gun arrays can benefit the marine environment by reducing the seismic survey impacts on marine mammals with sensitive high-frequency hearing. Having a reliable technique for ghost cavitation will be a useful tool to find solutions to reduce such high frequencies.

In paper 1 (chapter 2), A synthetic modeling scheme for simulation of acoustically induced cavitation in seismic air-gun arrays was developed. The model was validated by comparing the simulation results to field recorded acoustic signals. The locations around the array where the pressure drops below certain level were estimated based on superposition of pressure fields from the air-guns in the array. At each grid-point where the pressure drop was sufficient for cavity formation, it is assumed that only one cavity grows and collapses governed by Prosperetti bubble dynamics equation. The interaction between the pressure fields from collapse of neighboring cavities was disregarded. However, a good agreement between the onset and duration of the high-frequency modeled and measured signals was observed. Same as what was observed in the field measurement, time duration of high-frequency simulated signal increases by increasing the incident angle (with respect to vertical). The correspondence between the envelope shape of simulated and measured high-pass filtered signal was improved by including a simple
model for effects of pressure fields from former cavity collapses. Since the cavitation generates high-frequencies, our modeling technique is computationally less expensive than finite difference or finite element to model cavity collapse and its propagations.

In paper 2 (chapter 3), using the numerical modeling scheme, high-frequency emissions caused by ghost cavitation for two different air-gun arrays were compared. Both arrays consist of three sub-arrays. Sum of the air-chamber volumes of the air-guns in one of them was 2730 in³ and the distance between the sub-arrays was 6m. The total air-chamber volumes for the second array was 3250 in³ and the distance between sub-arrays is 8m. Array with larger volume is expected to have stronger ghost cavitation. On the other hand, array with larger sub-array distance should generate weaker ghost cavitation. The numerical results indicate the second array generates around 150% more high-frequencies (>5 kHz) while its energy in the seismic band is only around 20% more than the smaller array. It was observed that in both arrays the signals due to ghost cavitation contain some low-frequency components.

In paper 3 (chapter 4), in a field experiment ghost cavitation was recorded by a high-speed video camera which provides an undeniable evidence of the phenomena. To the best of our knowledge it is the first convincing photography of the ghost cavitation cloud. The ghost cavitation modeling scheme was tested to see whether it can predict the observed patterns of imaged cavity cloud. It was observed that the modeled cavity cloud resembles the general features and patterns of the imaged cloud as well as its onset time and duration. In addition, the resulting high-pass filtered signal from simulation was compared to the measured one in the field experiment. They had a very similar envelope shape and duration. The agreement between simulated and recorded high-pass filtered signals was further improved when the cavity reflections from the sea surface were included in the modeling by a reflection factor of -0.4.

In paper 4 (chapter 5), sound velocity within the cavity cloud was investigated using a k-space pseudo-spectral numerical method. It is well known that presence of vapor cavities — or bubbles — within a liquid has potential to change the sound velocity of the host medium significantly. If frequency of the propagating wave is below the resonance frequency of the cavities or bubbles, the speed of sound decreases in the medium. Since the cavities appear for a short period of time, the wave propagation takes place in a time-dependent non-stationary medium. Numerical results indicate that if the cavities change the water sound velocity more than 40%, it impacts the array signature significantly after the direct peak arrival. This can adversely affect the seismic imaging. However, for the array configuration and corresponding field data set that we studied, it was concluded that sound velocity
drop within the cloud should be less than 10-15% for the studied array.

Possible extension of the doctoral work presented here are the followings:

- The developed synthetic numerical scheme for ghost cavitation signal modeling must be calibrated such that the amplitude, frequency contents, and energy of modeled signals match those from field measurements. In order to achieve this purpose, I believe the first step is to tune the bubble dynamic equation such that the modeled signature from single cavity collapse matches the one from experiment.

- In our model, interactions between cavities is ignored. It should be investigated to what extent they interact and how much the interaction impacts the resulting signal.

- Ghost cavity modeling scheme should be used to estimate the amount of high-frequency signal due to ghost cavitation in eSource arrays. High-frequency emission by individual eSource is reduced by regulating the air release from air-gun ports and increasing the raise time. Despite the peak pressure of the resulting pulse is decreased, the pulse width is increased. Consequently the possibility of overlap with other eSources in the array is increased.

- Further dedicated field experiments are required to see the effects of array configuration on the amount of ghost cavitation signal. The broad-band hydrophones are required at several locations to record the acoustic signals without clippings. The results from these experiments are crucial in calibrating the ghost cavitation modeling scheme.

- Using high-speed cameras (> 480 fps) to record the ghost cavity cloud from two to three different angles. For example, from front and side view.

- To devise an experimental setup to measure the sound speed within the cavity cloud.
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Effects of Ghost Cavitation Cloud on Near-field Hydrophones Measurements in the Seismic Air Gun Arrays
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A.1 Abstract

Air gun arrays are the most common marine seismic sources and knowledge of their directional source signature is essential in several reflection seismology areas. Having the far-field signatures for different angles, it is possible to get higher quality seismic images by removing the source signature variation effects. It is challenging to measure far-field source signatures directly and therefore other methods are developed to estimate directional far-field signatures. Using near-field measurements for calculation of far-field signatures is a common technique. This method requires pressure measurements near each air gun in the array. On the other hand acoustic pressures of individual air guns reflected from sea surface can drop the hydrostatic pressure around the array and generate underwater vapor cavities. In
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this paper numerical simulation which is validated by field data is used to show
the effects of several cavity collapses on the hydrophones used for near field meas-
urements. Including other source of pressure fluctuations than the air guns and
ghost signals, it is possible to better estimate the notional source signatures and
eventually having better far-field array source signature computation.

A.2 Introduction

In reflection seismology knowledge of seismic source signature is essential in sev-
eral areas. Some examples are: seismic inversion, time-lapse seismic, AVO (Amp-
litude versus offset) analysis (Amundsen, 2000). In addition, since it is possible to
increase the signal to noise ratio through processing and subsequenly extend the
usable seismic frequency range, far-field signature estimation of seismic air-gun
arrays is important (Williams and Pollatos, 2012).

Direct measurement of far-field marine source signatures is difficult and very costly.
Hence other techniques are deployed to estimate the source signatures (Behura
and Snieder, 2013). One of them is to compute the signature from near-field
measurements using set of hydrophones placed close to the air-guns in the ar-
ray (Ziolkowski et al., 1982). Such measurements provide us with the so called
notional source signatures (Laws et al., 1998). To determine the notional source
signatures, there should be at least same number of independent nearfield pres-
sure measurements as the number of individual air-guns in the array (Parkes et al.,
1984). Stability and reliability of farfield source signature computation from near-
field measurements for different single subarray and full array was discussed by
Landro et al. (1991). In the cases where stability was the issue, it was suggested
to place the hydrophones closer to the guns.

Landrø (2011) reported that air-gun arrays produce substantial high frequencies
compared to the single air-gun or single sub-array. Such high frequencies were
attributed to ghost cavitation cloud (Landrø et al., 2011, 2013, 2016). Radiated
pressures from air-guns in the array when reflected from water-air interface can
drop the hydrostatic pressure at some regions in the water below zero depending
on the air-gun array configuration. In those regions cavities are formed and their
collapses generate high frequencies appearing with some delay after the main peak
of array signature.

In this paper we use numerical simulation to show that the signal due to the
ghost cavitation cloud, besides the high frequencies, also contains low frequen-
cies. Ghost cavitation cloud affects the measured signals by hydrophones near the
air-guns in the array which are used for notional source signature estimation. For
the array size and configuration in our example the ghost signal generates pressure
fluctuations which appears few milliseconds after the main peak and has a duration of around 8 ms. Its magnitude is up to 20

A.3 Spatial and temporal distribution of pressure drops

Cavities can be formed due to pressure drop in liquids (Frohly et al., 2000). In seismic air-gun arrays, the reflected acoustic pressures of individual air-guns from sea surface can reduce the hydrostatic pressure below zero at some regions. Using the air-gun array same as the field experiment which was conducted in 2008 (Landro et al., 2013), the regions where hydrostatic pressure drops below -0.1 bar are plotted in three different time instants in Figure A.1. In the field experiment the source array with 2730 in³ air volume was towed by a shooting vessel in a straight line above the stationary hydrophone located at the seabed at the depth of around 55 m. The source was fired every 25 m. In the array there are both single and cluster guns. There are 10 inactive guns (spare) and are shown by dark blue while the active air-guns are shown by red.

A.4 Cavity collapse simulations

We assume that at each point in the computational domain when the hydrostatic pressure reaches its minimum and is below certain limit (e.g. -0.1 bar) a cavity grows and subsequently collapses. Pressure signature of such cavity collapse is calculated solving the bubble dynamic equation (Equation 2 and 3 in Versluis et al., 2000). The calculated peak pressure from single cavity collapse seems to be too high compared to the measured one in an experiment (Versluis et al., 2000) and hence we have reduced the peak pressures of cavity signatures by multiplying by 0.04. This scaling provides us with consistent scaling to fit the simulated and measured signals. Four different cavity collapse signatures obtained by solving bubble dynamics equations are shown in Figure A.2.
Having time, location and signatures of cavity collapses from previous steps, it is possible to estimate the measured signal from several cavity collapses at any desired location by propagating the cavity signatures to the measurement point. Having the source-receiver distance geometrical spreading is considered. Absorption effects were also considered by estimating the attenuation coefficient from the formula given by Francois and Garrison (1982).

**A.5 Comparison of simulated and field measured signals**

The model was tuned to fit the field measurement. Using 0.07 as scale factor for the simulated data both the 10 kHz high frequency and raw simulated ghost cavitation signal fits reasonably with the measured signal in the field experiment. The result for unfiltered data is shown in Figure A.3.
Figure A.2: Four different cavity collapse signatures estimated by solving the bubble dynamics equations subjected to external pressure drops at different points in the computational domain. The peak pressure is scaled by 0.04.

Figure A.3: Comparison of field measurement and the computed array signature and ghost cavitation signal for the same configuration as field setup. Considering ghost cavitation signal improves the fit between simulation and field measurement as shown in the rectangle in the figure.
It is observed that inclusion of ghost cavitation cloud effects together with the array signature improves the agreement between the modeled and field measured data.

### A.6 Nearfield hydrophone signals simulation

In the field experiment there was no near field hydrophone to measure the acoustic pressure in the array. To see the possible effects of ghost cavitation cloud on the hydrophones measuring acoustic pressure near the air-guns in the arrays we have used our model which is validated by field experiment as discussed in the previous sections (see Figure A.3). Having the tuned model, signal at nearfield hydrophones are simulated with and without ghost cavitation cloud. The results for nearfield hydrophone located at the distance of 1 meter above air gun number 16 are plotted in Figure A.4 for 125 kHz sampling rate and 500 Hz low passed filtered signals. Air-gun number 16 is the one in the middle of the array that we have used in our example. It is observed that with 125kHz sampling rate, there will be an intense peak in the nearfield hydrophone due to collapse of possible cavities in the vicinity of hydrophone. However in many measurement systems a 2ms sampling is used and the low passed filtered signals (cutoff frequency=500 Hz) are given in figure A.4 (right). It is observed that the low passed filtered signal of ghost cavitation cloud has same magnitude as the ghost signal of the array for the hydrophone in the middle of array and is up to 20 % of array signature main peak. The ratio of rms value of modelled ghost cavitation signal to the array signature for the first 22 ms is equal to 19.8

![Figure A.4: Simulated signals at hydrophone considered 1 meter above air-gun No 16 which is the air-gun in the middle of the array. The array signature (solid blue), ghost cavitation signal (dashed red), and their combination (dashed dotted black) are plotted. 125 kHz sampling frequency (left) and 500 Hz Low Passed filtered (Right) signals.](image-url)
A.7 Conclusions

Measurement of far-field source signatures is difficult but crucial in several reflection seismology areas. Instead of direct measurement of source signatures, other techniques are developed. One of them is to calculate the far-field source signature from near field measurements. On the other hand it is known that air-gun arrays generate high frequencies which are ascribed to ghost cavitation cloud. Collapse of several underwater vapor cavities produces intense high frequencies. In this paper by comparing the simulated data and field measured signals it was shown that ghost cavitation signal contains low frequencies as well. The model was then adjusted to match the filed measurement. Using the tuned model, it was observed that ghost cavitation cloud possibly impacts the nearfield hydrophone measurements. Cavity collapses near the hydrophones may produce intense peak pressure measured by the hydrophones. However when using typical 2 ms sampling in seismic data acquisition systems, such intense peaks are not recorded while low frequency is still considerable. In our example, simulation results show a low frequency component which has magnitude of up to 20 % compared to the main peak of the array. The ratio of rms value of modelled ghost cavitation signal to the array signature for the first 22 ms is equal to 19.8 %. Our model indicates that ghost cavitation cloud signal has low frequency contents and could distort the notional source signature estimation after the main peak. Including effects of ghost cavitation cloud on the near-field hydrophones slightly improves accuracy of notional source signature estimations which means better far-field array signature computation. However, for the available data we do not have near-field measurements to confirm the hypothesis.
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