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Figure 4.4: Establishment of a channel and funding transaction. Adapted from
[RPM™18a].

2.3.3.

4. funding_signed: Bob signs the funding transaction and sends it back to Alice.
Alice now broadcasts it after she receives the funding_ signed message.

5. funding_locked: Sent by both Alice and Bob. The funding transaction is on the
blockchain, and after this message, the channel can go into normal operation
mode [RPM™18a).

Note that by specifying the hash of the genesis block, see Subsection 2.4.1, of the
desired blockchain, Lightning Network can function as an off-chain payment layer for
several cryptocurrencies. Interestingly, the maximum amount possible to put into a
channel is 0.16777216 BTC [RPM*18a]. This amount is a temporary limit.

4.4.2 Channel closing

Before closing a channel, no new HTLCs should be accepted, and the already existing
HTLCs should be executed [RPM™T18a]. If a party disconnects during the shutdown,
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the negotiation of fees will be renegotiated after the disconnected party reconnects.
Figure 4.5 shows the messages exchanged during the closing of a channel.
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Figure 4.5: Closing a channel. Adapted from [RPM*18a].

1. shutdown: This message initiates the closing of a channel. If the channel
is clean, without any pending HTLCs or changes, the current commitment
transaction is broadcast. The scriptPubKey script is included in this message
to enable the payment to the node.

2. shutdown: Bob answers with a shutdown if the channel is clear and ready to
be settled.

3. closing__signed F1: Alice sends a closing_ signed F1 once the channel is clean
to negotiate the transaction fee, signed by the scriptPubKey from the shutdown
message.

4. closing_signed F2: If Bob disagrees on the transaction fee, he will respond
with an updated transaction fee and his scriptPubKey used in the shutdown
message.
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5. closing_signed Fn: The negotiation continues to either both of them agree or
if one of the nodes disconnects. When they agree, the commitment transaction
will be published using the scriptPubKey form the shutdown messages.

4.4.3 Normal operation

For normal operations, updates are sent in batches, as shown in Figure 4.6 where
(1), (2) and (3) is one batch. After the updates, Alice signs a new commitment
transaction that belongs to Bob, with the updates for Bob, and sends it as shown in
(4). Firstly, Bob replies with a revoke__and_ack that he agrees on the changes in his
commitment transaction. The revoke__and__ack is revoking the previous commitment
transaction published by Bob and acknowledging that he indeed applied the changes.
Then Bob sends Alice her version of the commitment transaction (6). Alice sends
back an acknowledgment that she also applied the changes and revoked her previous
commitment transaction (7).
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Figure 4.6: Normal operations of a channel. Adapted from [RPM™18a].
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4.4.4 Transactions and HTLC

There are five transactions in total in the evolved Lightning Network. Funding,
Commitment, HTLC-Timeout, HTLC-Success and Closing transaction are the trans-
actions described by the RFC [RPM'18b]. The Delivery, Revocable Delivery, and
Breach Remedy transactions are no longer defined.

In Figure 4.7 we can see how three of the transactions are working together.
Note that after SegWit was implemented, the witness stack is used to check the
conditions of a claim instead of a scriptSig, as explained in Subsection 2.3.1. Of all
the transactions shown in the figure, the funding transaction is the only one that is
on the blockchain. In order to close the channel, all pending HTLCs will be executed.
Then a closing transaction will be published onto the blockchain.

Funding transaction (txid F) < Commitment transaction (ixid C) < HTLC success/timeout transaction
| lock time | | lock time: O/cltv_expiry
input output input to_local input output
txid t | | tidF to_remote L|l]| w™dC amount
output_index| amoun output_index| output_index|
Offered HTLC —

P2WSH - . - scrip

Seit ] | || ason [ | Recelved HTLO

Figure 4.7: A sequence where a channel has been established by the funding
transaction. An update is done, by the commitment transaction. The channel have
forwarded an HTLC, which is not redeemed yet.

4.5 Challenges

One drawback with Lightning Network is when one node is not cooperative. As
mentioned in Subsection 4.2, Lightning Network uses time locks to prevent funds
from being locked up in a channel. Even with the time locks, with an uncooperative
node, some funds will be locked up for some time, until the time lock expires. An
uncooperative node is not the biggest problem, but if malicious nodes collude against
an honest node, they can prevent it from transferring funds. This attack can be
carried out by locking up all the channels, initially by offering channels with a long
time lock. Therefore it is recommended only to accept reasonable time locks.

For an honest node to punish a dishonest node, the honest node must monitor the
blockchain. Once the dishonest node publishes a revoked commitment transaction on
the blockchain, the honest node must broadcast a breach remedy transaction. Recall
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that there is a time lock for the party who broadcast the commitment transaction,
see Section 4.2. The honest node must broadcast the breach remedy transaction
before this time lock runs out to punish the dishonest node.

Monitoring the blockchain could be a bit demanding for lightweight nodes, SPV.
A solution could be to use a third party watching for a revoked transaction on the
blockchain. In this case, they will alert the victim, and charge a fee. Since the
punishment is to take all funds in the channel, the honest node will most likely profit
from having a third party monitoring for it.

Today, Lightning Network is only suitable for micropayments. As mentioned in
Subsection 4.4.1, temporarily, the maximum funds possible to put in a channel is
0.16777216 BTC. Another factor is that the Lightning Network is under development
still, so it is not safe to send large amounts of Bitcoin over the Lightning Network. If
a user wants to execute a transaction of significant value, Bitcoin provides better
security.

Another drawback with Lightning Network is that both the sending and receiving
node must be online. As shown in Subsection 4.4.3, both parties are exchanging
messages. This exchange would not be possible if either Alice or Bob were offline.
However, by a good user interface at the SPVs; it should be possible to notify a user
to activate the channel. Whereas Lightning Network is more challenging in countries
where there is a limited Internet connection, a Bitcoin transaction only requires an
address and the sending party to be online.

4.6 Network Topology

Network topology in Lightning Network is a controversial subject. The predicted
network topology in Lightning Network is the hub-and-spoke topology, see Figure
4.82. Subsequently, because of the funds required to become a hub is significant, only
a few nodes can become a hub. Imagining creating a hub where each of the channels
is maximized, 0.16 BTC. The hub makes hundreds of those channels. In order to
obtain 1.6 BTC, the node must be financially strong. In this case, the hubs will be
few and centralized, because not many actors can acquire the required funds.

As shown in Figure 4.8, which is a picture of the test network, some hubs connect
many nodes to the rest of the network through channels. Accordingly, to make a
payment through the Lightning Network, it is most efficient to connect to a hub
when connecting to the Lightning Network. Connecting to a hub will increase the
range of payment, and possibly this hub is connected to the receiving node. Having
a topology with hubs could work in a decentralized manner if the hubs were many

?https://explorer.acing.co/ Accessed 14.05.2018
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but small. Unfortunately, as shown in Figure 4.8, it tends to be fewer, but more

prominent hubs.

Figure 4.8: This picture show the topology of the lightning test network. In the
picture, there are some clear hubs, with many spokes connected to it. Snapshot from
[ACI18], accessed 14.05.2018

A vulnerability of the hub-and-spoke network with few hubs is that there is a
single point of failure. If one of the hubs goes offline, or crashes, some nodes in the
network will be without channels to other nodes, and in this case, all of the spokes
will have to establish new channels, which will be expensive. As mentioned, Lightning
Network requires that the end nodes to be online and to find a path, the hub must
also be online. Conditionally, the availability is vital in the Lightning Network with
a hub-and-spoke topology. On the contrary, Bitcoin itself is not dependent on online
recipients to transfer money. In this case, Lightning Network restricts the availability
of Bitcoin. When it is a single point, it is easier for hackers to attack the target,
compared to if they want to attack Bitcoin, they have to gain control over most of
the network or a big pool.

Another possible topology in Lightning Network is achieved by organic routing
[PAN17]. Organic routing will result in a dynamical topology because channels
are created on demand. Recall the problem with the barrier to start a hub in the
hub-and-spoke topology. Organic routing reduces the barrier of funds needed to run
a hub. Additionally, it will be more dynamically, with fewer single points of failure,
because channels are made on demand. If Alice wants to pay for her coffee, and
she has no connections that share a channel with the coffee shop, she will create a
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channel herself. In this scenario, Alice will be able to send payments to nodes that
have established channels with the coffee shop, see Figure 4.9.
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Figure 4.9: Here, if Alice establish a channel with the coffee shop, she can also
access the grocery store using the channels between the coffee shop, Bob and the
grocery store

Organic routing is not without problems either. One problem is that the Lightning
Network requires nodes to be active to perform a channel payment. If one of the
nodes is offline in the route, the node must set up a direct channel with the recipient
instead. Unreliable routes can lead to unnecessary channel creation, resulting in
more transactions on the blockchain. Another problem is to find a route where each
hop has enough funds in the channel to cover the payment. On the other side, if a
node fails the connection, fewer nodes will be affected compared to if a node failure
in the hub-and-spoke topology.

4.6.1 Flare

There are several other propositions on routing in the Lightning Network. Flare
[PZST16] is a routing proposal that uses global and local beacons. A beacon is a
chosen node that will be known for other nodes in the network. The difference
between global and local beacons is that global beacons are a set of nodes that are
known for all other nodes, see Figure 4.10. For local beacons, the set of beacons
may vary between nodes in the network. However, there might be one or more
beacons that are linked to another beacon inside the other sets and will function as
the connection point. See Figure 4.11.

By having only global beacons, a threat imposes where the attacker may want to
create a false node to increase the chance of becoming a beacon. The incentive to
be a beacon is to collect fees, or controlling the network. As a solution to that, a
dynamical set of beacons is often used. After a given period of time, the beacons



4.6. NETWORK TOPOLOGY 49

will be replaced. On the contrary, establishing new channels with every new beacon
is not scalable if the beacons change every day.

Figure 4.10: The beacons, in blue, is connected to each node in the network. The
beacons can be selected randomly. Each node in the network will ask where the
beacon is, and establish a connection to it.

Flare aims to find possible routes quickly and uses a hybrid between a proactive
and reactive collection of information. It proposes a proactive collection of long-term
states of the Lightning Network, such as payment channels between nodes. By
proactively finding open payment channels, the routing will know which channels
to ask for the next step. For short-term and more dynamical information, such as
the distribution of funds in a channel and fees, Flare is proposing to use a reactive
collection of such information. However, due to the vulnerability of beacons, Flare is
not used in the implementation of Lightning Network.

4.6.2 Onion Routing

In Section 4.1, privacy was mentioned as one of the requirements for the Lightning
Network. If the Lightning Network goes towards the hub-and-spoke topology, big
hubs will be able to collect information about transactions, senders, and receivers.
Collection of such data will impact the privacy. A suggestion to that problem is to
implement onion routing. Camenisch and Lysyanskaya [CLO05] have written a paper
defining secure onion routing [CLO05].

Purposefully, onion routing is used for private communication over a public
network. Onion routing encrypts the messages sent between the client and the server
multiple times, depending on how many hops on the route there are. An onion router
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Figure 4.11: Two nodes having independent sets of beacons, where one of the

beacons in each set is linked to a beacon in the other set. Several nodes can share
the same set, but there are several different sets like this in the network.

is a router that removes a layer of encryption before it forwards it to the next onion
router. Consequently, an onion router only knows the hop before and the hop after
itself. In order for A to communicate with the server S, she will route the payments
through onion router B and C. Public key cryptography is used, so A knows the
public key of both B and C. Therefore she can encrypt the packet with first B’s
public key and then C’s public key. When the packet arrives at onion router B, it
will remove one encryption layer. The packet is still encrypted by the public key of
C, so B is not able to read it. B forwards the packet to C, where C is removing the
last layer. The packet could be a simple GET request, so C' forward the message
to the server. For packets from the server to A, each onion router will encrypt the
packet before forwarding it. This scenario achieves sender anonymity. The sender
remains anonymous, while the destination is public.

However, simple onion routing like mentioned above can be a bit slow, so to
lower the latency, the Lightning Network proposes High-speed Onion Routing at
the NETwork layer (HORNET) [CABT15]. In addition to increase the speed, HOR-
NET provides sender to receiver anonymity as well [CABT15]. Sender to receiver
anonymity means that both the source and destination is kept anonymous. HOR-
NET uses Sphinx [DG09] packets in order to set up the onion route. Sphinx is a
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protocol for provably-secure mix [DG09]. HORNET moves the session state from the
intermediate nodes, like in ordinary onion networks like The Onion Router (ToR), to
the end hosts. The session states are included in the packets so that the node can
extract its part when the packet arrives at that node before being forwarded again
[CABT15]. Each node keeps a local secret to encrypt the state per-session data. A
header Anonymous Header (AHDR) is created to enable each hop to retrieve their
session state without leaking any information about the route and end points. The
setup phase uses Diffie-Hellman key exchange for processing [CAB*15]. During one
session, nodes will use symmetric keys to decrypt or encrypt the payload, extract
their state from the message and process the AHDR.

Note that the Lightning Network aims to implement HORNET over time, but at
the moment Lightning Network is based on Sphinx construction [RPM*18c].

4.7 Collusion Attack

One weakness that Lightning Network should handle is the collusion attack discovered
by Piatkivskyi et al. [PAN17]. Lightning Network assumes that every node along the
route is honest, and keeping the preimage R secret until pulling funds. The attack
assumes that Lightning Network uses a form of onion routing to provide anonymity.
Originally, in the paper of Poon and Dryja [PD16], acknowledging that a transaction
is successful is “knowing R is proof of funds sent.” [PD16]. However, depending on
which end, the transaction is successful either when the HTLC is executed, or when
the funds are received. This different interpretation of a successful transaction can
be exploited. What is happening if two nodes in the Lightning Network decides to
collude against the sender, Alice?

In the scenario where Alice wants to pay Dave, Dave can collude with anyone on
the route. If Dave colludes with Bob, he will send the preimage R to Bob after he
sends the hash value used for the HTLC. After Alice set up her HTLC with Bob, Bob
can execute the contract and redeem his funds, because he already got the preimage
R from Dave. Dave can then claim that the transaction failed, and then refuse to
send the goods Alice paid for to her. This attack would only work for colluding
against the sender, and the Lightning Network does not have any good measure
against such attack. Since the acknowledgment of a transaction is ambiguous, Alice
will understand this as a successful transaction. While Dave, the cheater, will see
this as an unsuccessful transaction and can demand Alice to pay him again.

After a discussion with the Decker [Decl8], Dave will be responsible for this
transaction after all. Then, Dave has no incentive to perform such an attack. An
executed HTLC means that Dave revealed the preimage R. A simplified illustration
of the collusion scenario is described in Figure 4.12. In the figure, there are only
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three nodes, but the principles are the same, that the middle node will get all the
payment without forwarding it. Considering this new information, there is no attack
on the regular user. However, Piatkivskyi et al. stated that it could impact money
laundering activities [PAN17].

(3) HTLC

(1) HR)

Figure 4.12: Collusion attack where the grey nodes colludes against the blue. Taken
from [PAN17]



Discussion

In the previous chapters, we have investigated the Bitcoin system, bottlenecks for
scalability, and the Lightning Network. Will Bitcoin survive in its original form, or
must fundamental changes happen before it can be used by millions worldwide? Is
the Lightning Network the solution Bitcoin needs, without changing the values of
Bitcoin? In this chapter, we will discuss the finding in the previous chapter in a
broader perspective. Two future scenarios will be predicted, based on assumptions
and data gathered from previous chapters.

5.1 Bitcoin survival

Transaction fee. By looking at the data when Bitcoin was peaking regarding
confirmed transactions per day in December 2017, we showed that both the transaction
fee grew. Additionally, the waiting time to confirm a transaction took over 7 hours,
see Section 3.1. Is the transaction fee correlated to how big the pool of unconfirmed
transaction is?

For this estimate, we chose to sample December 2017, because the block size was
around 1 MB, see Section 3.1. By doing so, we want to explore how a congested
network is affecting the transaction fee, see Figure 5.1. Using Pearson correlation
coefficient, Equation 5.1, estimated with Equation 5.2, the resulting correlation
coefficient is 0.58. Figure 5.2 is describing this relation. Thus, the graphs are
moderate correlated.

One reason for the moderate correlation could be that the graphs are different
in two ways. Firstly, there are two peaks, on the 8th of December on the 22nd of
December. It is true for both graphs are at a peak at those dates; however, the peak
is varying in size. Secondly, from the 14th of December until the 18th, the graphs are
contradicting. Otherwise, the two graphs seem to be correlating through December.
In conclusion, if Bitcoin maintains the same throughput, the transaction fee will

53



54 5. DISCUSSION

probably increase in the same manners as transactions broadcast on the network.
Thus, Bitcoin should increase the throughput in order to survive.

p= cov(X,Y) (5.1)
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Figure 5.1: A chart describing two different graphs. The blue graph is the trans-
action fee in BTC. The orange graph is the number of transactions in the pool of
unconfirmed transactions divided by 100.

Block size. Is Bitcoin capable of handling more users, or did the idea outgrow
the technology? Chapter 3 explored the solution to this matter. To increase the
throughput, increasing the block size is suggested. According to Decker et al.
[CDE*16], the optimal block size could be increased, but not exceed 4 MB because of
the effective throughput of the network. Increasing the block size to 4 MB will allow
a throughput of 27 transactions per second at most. A throughput of 27 transactions
per second is still low if Bitcoin wants to scale to billions of users. However, it could
give Bitcoin the time it needs to find a more mature and scalable solution.
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Figure 5.2: Correlation graph where r = 0.58.

Interestingly, Bitcoin Cash was an attempt at increasing the block size. However,
considering their actual block size. According to BitInfoCharts!, the block size is
smaller than the block size of Bitcoin. One reason for this could be that Bitcoin
Cash does not have enough users to be utilizing the maximum capacity of a block.

Consequently, increasing the block size will result in a bigger latency through the
network than the small blocks, which can cause an increased creation of temporary
forks, see Subsection 3.2. Big latency impacts the fairness of mining. By increasing
the block size, miners should be connected to a high-speed bandwidth to receive the
block faster. Oppositely, increased block propagation time affects the centralization.
Big clusters of miners in a geographical area, with low bandwidth, will experience an
advantage because they will probably have low latency between each other. BIP 152
compact block relay, as mentioned in Subsection 3.1 is reducing the block latency.

Energy consumption. Considering the energy consumption of Bitcoin, Proof-
of-Stake was suggested as a solution. PoS is a consensus algorithm used by other
cryptocurrencies [KRDO17][Lar13]|[Vas14][Acal8] today. Even though it is getting
more acknowledged, PoS is experiencing resistance in the Bitcoin community. A
hard fork is needed to change the consensus algorithm. Replacing the consensus
algorithm results in a change of the software, and the set of rules nodes are following.

Lhttps://bitinfocharts.com/comparison/size-bte-bch.html accessed 25.05.2018
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Thus, nodes running the old software will reject blocks built with the new set of
rules. It could result in a loss of many active nodes. History shows that such a fork
can split the community, leaving with one active and one idle solution, e.g., Bitcoin
and Bitcoin Cash, see Section 3.1.

Mining is the primary cause of high power consumption, so to combat the
consumption problem, the mining process of Bitcoin should be reviewed. However,
having a wealthy mining ecosystem secures the security of the blockchain. Correcting
the mining ecosystem could result in a decreased security level of Bitcoin, which
could lead to the demise of Bitcoin.

Figure 5.3 shows how the security of Bitcoin impacts the value of the currency.
If the security of Bitcoin is deprecated, there is a possibility that the value of the
coin itself will decrease. Miners are providing the security of Bitcoin, but once the
price of Bitcoin is falling, miners could be affected. Possibly, the energy consumption
will make it unprofitable to mine for some miners. Unprofitable mining will, as
mentioned, affect the security of Bitcoin. Interestingly, the price of electricity will
affect the localization of miners in such a scenario, leading to more centralization in
a geographic area.

D The security of
the blockchain

Wealthy mining Value of the
ecosystem currency

Figure 5.3: This figure illustrates the security of Bitcoin. A collapse in the price of
Bitcoin will eventually impact on the miners, which will again impact the security of
Bitcoin. Inspired by Narayanan et al. [NBF*16].

5.2 Lightning Network evaluation

Initially, with off-chain micropayment solutions, there is no immediate need to increase
the block size itself. Micropayments channels can increase the total throughput by
several thousand transactions per second. The Lightning Network can even provide
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instant payment. What are the consequences of implementing Lightning Network
onto Bitcoin?

How the Lightning Network is going to impact Bitcoin depends on several issues.
Firstly, what kind of routing used in the Lightning Network impacts the decentraliza-
tion. In Section 4.6 we discovered the topology of the Lightning Network, along with
some routing protocols. The onion routing in the Lightning Network uses Sphinx
[DGO9] for the message format. Because of decentralization is an essential value of
Bitcoin, the developers of the Lightning Network is trying to avoid centralization,
even if it is less efficient. A gossip protocol is used for the awareness of the topology.
Routing is done by the sending node, based on the local view of the network sur-
rounding it. Flare is not used, because beacons, as mentioned in Section 4.6, can be
a single point of failure, and they also contribute to centralization [Dec18].

Is the Lightning Network solving the energy consumption problem of Bitcoin?
Two ways to reduce the power consumption is:

1. Mining hardware must increase their efficiency significantly.
2. By a reduction of the total hash rate of the network.

A reduction of the total hash rate means reducing the number of miners, which will
affect the security of the blockchain. Even though, the Lightning Network is not
capable of doing either of those, unless it makes the number of transaction off-chain
large enough for miners to be mining empty blocks. Empty blocks could lead to
unprofitable mining in the future, similar to Scenario 1 in Section 5.3. However,
the miners are currently receiving the coinbase transaction. Most likely, the power
consumption of Bitcoin will be unaffected by successful deployment of the Lightning
Network.

From the beginning, one of the primary goals of Bitcoin was to be a decentralized
ledger. What is the purpose of being decentralized? No government can intervene,
one is no longer dependent on central actors like a central bank, which is less trusted
after the financial crisis of 2007-2008 on a world basis [vVEPvR17]

If the Lightning Network topology goes towards a hub-and-spoke topology, it
will affect the decentralization of Bitcoin. As mentioned in Subsection 4.6, the test
network of Lightning Network contain a mixed network also consisting of few big
hubs. However, this is just a test network, and it will be easier for the user to connect
to one of the already known hubs. By having big hubs, there could be central entities
that can affect the prioritization of the payments, the availability of the network,
censorship and even collection of data breaking anonymity. The latter statement
is only valid if there is no onion routing. One of the main components of Bitcoin
is that it is a decentralized platform. Once it gets centralized, there will be other
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services that can provide more efficient and suitable solutions, like the Visa network
for payments.

5.3 Scenario 1 - When all bitcoins are mined

In this scenario, we assume that all the coins are mined. When all coins are mined,
there will no longer be a coinbase transaction reward for the miner. Satoshi Nakamoto
suggested that the transaction fee will be the new incentive to mine, validate and
create new blocks. How will this affect the mining ecosystem?

In December 2017, the average number of transaction per block was 2225, see
Section 3.1. At this time, the coinbase transaction is worth 12.5 BTC. In order to
give a simplified estimate of the future transaction fee, it is possible to divide the
coinbase transaction reward by the average transactions included in a block. Hence,
we will find out how much a single transaction must compensate for the lost coinbase
transaction reward.

inb d 12.
combase Tewar 1 BTC = (ﬁ) -1 =0.005618BTC  (5.3)

average transactions in a block

As a result of the estimate, each transaction will have to include a transaction
fee worth 0.005618 BTC. This estimate is only covering the coinbase transaction
reward, and not the additional transaction fee. When 1 BTC was worth 7547.94
USD?, the transaction fee calculated in Equation 5.3 would be 42.4 USD. This is
quite high for one single transaction. Consequently, there is a possibility that miners
will stop mining when the coinbase transaction fades out. A reason for this could be
that mining will become unprofitable because of electrical expenses can surpass the
reward. An other reason could be that the transaction fee will be too high for people
to do a transfer. Thus, people will stop using Bitcoin, and miners will not have any
incentive to mine.

The evolution of mining hardware resulted in an efficient outcome, the ASIC.
Because of Moore’s law, the future could bring even more efficient mining hardware.
This evolution will contribute to an increase in the total hash rate. Consequently,
the difficulty of solving a puzzle will increase. It is possible that big companies will
take over the mining of Bitcoin entirely, producing ASICs for using internally in
the company. Cautiously, this is a violation of two of Bitcoins core values, being a
trustless and decentralized currency. Therefore it can be in the best interest of the
company to keep Bitcoin mining decentralized due to the ecosystem described in
Section 5.1.

?https://coinmarketcap.com/ accessed 26.05.2018 19.44 UTC+2
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5.4 Scenario 2 - The operational Lighting Network

This scenario is building on the previous scenario. We presume that the Lightning
Network is now implemented on top Bitcoin. The topology is organic, and onion
routing is being used to send a payment through the network of channels. The
Lightning Network still runs on the Bitcoin blockchain. Payments are now instant in
time, and the Bitcoin blockchain is no longer the bottleneck.

Transaction fees are now the only incentive miners have to mine new blocks
and maintain the security of Bitcoin. How will the Lightning Network impact the
transaction fee for publishing a transaction onto the blockchain?

As seen in Scenario 1, see Section 5.3, when the coinbase transaction no longer
gives an incentive to mine, transaction fees alone will be the incentive. Because of
the increased transaction fees, off-chain payments will be economical for the users.
By using the Lightning Network, only two transactions—the funding transaction and
the closing transaction—is published on the blockchain, see Section 4.2. Because
they are published on-chain, the transactions will include the transaction fee. By
having fewer transactions on the blockchain, the pool of unconfirmed transaction
will decrease. Thereby the additional transaction fee will decreased as described in
Section 5.1. Note that coinbase reward replacing fee will still apply in this scenario.

It is difficult to predict how significant the reduction of the pool will be, but a
channel is supposed to last a long time. The Lightning Network can scale Bitcoin up
to 35 million users based on an assumption made by Poon and Dryja [PD16]. Poon
and Dryja are presuming that the average Lightning Network user will publish three
transactions on the blockchain per year. Equation 5.4 shows this estimate based on
the assumption made by Poon and Dryja.

transaction per second  3.33

= = 35 milli 5.4
3 trans per year 9.51e—8 Huton (54)

To scale Bitcoin even further, Poon and Dryja suggest increasing the block size.
If it is increased to 4 MB as Croman et al. suggests [CDET16], Bitcoin with the
Lightning Network will be able to handle 140 million users. This estimate assumes
that the transaction size is 500 bytes and that each block includes 2000 transactions.
As shown in Section 3.1, during the peak in December 2017, a block included on
average 2225 transactions, which increases the total amount of users to 38.9 million,
see Equation 5.5. Poon and Dryja further say that to scale up to 7 billion users, the
block size must increase to 133 MB if using the Lightning Network [PD16]. However,
increasing the block size to 133 MB could be troubling regarding network latency, see
Section 5.1. Another consequence is that the blockchain will be growing rapidly in
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size, see Section 3.1. After a conversation with one of the developers of the Lightning
Network, this estimate was concluded to be outdated [Decl8]. It is hard to give an
estimation of the scalability because the Lightning Network is still under development.
However, the estimate is included to illustrate the scalability of Lightning Network,
even though it is based on an outdated number.

Increasing the block size to 133 MB at once could impact the mining ecosystem.
Miners will mine many empty blocks. If this happens when the incentive of the
coinbase transaction ends, miners will probably shut down their operations, because
it will not be profitable. Without filling the blocks with transactions, there will
be limited transaction fees. If the block size utilized is under Bitcoin’s capacity
after the deployment of the Lightning Network, the Lightning Network should not
force a significant block size increase. Significant changes can lead to unexpected
consequences.

transaction per second  3.70

= = 38.89 milli 5.5
3 trans per year 9.51e—8 Hon (5:5)

Poon and Dryja recommend only to send micropayments through the Lightning
Network. For doing more significant transfers, one should still be sending the
transaction on the Bitcoin network. The estimates in Equation 5.4 and Equation 5.5
is not considering this fact.

During December 2017 Bitcoin had an average of 935470 unique Bitcoin addresses?.
Comparing 935470 unique addresses to 38.9 million users shows that the Lightning
Network will indeed enable Bitcoin to scale. The total amount of Bitcoin addresses
could be used for this comparison as well. However, using active unique addresses
gives a number of active users. Active users are required for Lightning Network
channels to be operative. Using active unique addresses for estimating users could be
faulty as well. Some addresses are just being used to obtain bitcoins for holding onto
them. Addresses used only for holding funds could work as a node in the Lightning
Network. According to the same site, BitInfoCharts*, 5,118,631 addresses possess
100 dollar worth of bitcoins. 100 dollar will be enough to create channels and be a
part of the Lightning Network, but not all of these addresses are active. Note that
one user can create as many Bitcoin addresses as the user desires.

Interestingly, the increase in block size will have to happen through a hard fork to
increase the throughput. Gradually increasing the block size will result in numerous
hard forks. On the one hand, the hard forks can also be used to implement pending
BIPs, which lower the barrier writing a BIP that requires a hard fork. On the

3https://bitinfocharts.com/comparison/bitcoin-activeaddresses.html#6m accessed 28.05.2018
4https://bitinfocharts.com/bitcoin/ accessed 28.05.2018
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other hand, many hard forks can be unfortunate for the mining environment as well,
because it requires all nodes to update the software often.

Poon and Dryja are presuming a hub-and-spoke topology [PD16], which will lead
to centralization. Consequently, by using organic topology, more transaction will go
on-chain. By more on-chain transactions, the estimates done by Poon and Dryja
will be insufficient. By increasing the transactions published onto the blockchain
to five per year, Bitcoin will scale up to 23 million users. Note that no data were
found to support this estimate if using organic routing. Organic topology will be
more expensive because more channels will be created, and most likely restrict the
scalability possibilities for Bitcoin. On the contrary, organic topology allows Bitcoin
to keep its decentralized value. Is it worth the price?

5.5 Centralization vs Decentralization

What is the point of an energy consuming, expensive solution that can barely scale,
if it is turning centralized in the end?

In Bitcoin, the security is no longer dependent on one entity, i.e., the bank, but
rather the system as a whole. For an attacker to attack Bitcoin, he has to gain control
of 51% of the total hash rate of the network. Once the Bitcoin network gets more
centralized, regarding mining power, it can no longer provide the same security as if
the network was completely decentralized. We discovered in Subsection 3.3.2. With
43.3% Bitmain owns a significant portion of the hash rate in the Bitcoin network.
It is alarming if Bitmain’s pools get more than 50% hash rate. The main concern
about centralized mining power is the 51% attack as mentioned in Subsection 3.3.1.
When reaching 51% of the total hash rate, the pool manager can decide what blocks
the miner should mine on. The pool manager can favor and censor transactions form
specific Bitcoin addresses.

A high hash rate distribution is needed to provide strong security. On the contrary,
if the mining power is centralized, this will impact the soundness of the Bitcoin
blockchain because of the mentioned reasons above.

One of the core values of Bitcoin is to have a trustless and decentralized system, as
explored in Chapter 2. Bitcoin is the first of its kind that made a successful currency
based on these values. Eventually, Bitcoin has to face the scalability challenges if it
wants to be the currency for everyone. Several of the suggested solutions tend to
move towards a more centralized system. Even today, without any of those solutions
implemented, Bitcoin turns more centralized regarding the mining process.

Is the currency still effective if it gets centralized? Bitcoin will without any doubt
be more effective if it was centralized, but the security of Bitcoin decreases for the
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following reasons:

1. First of all, with centralized mining, Bitcoin can suffer from double-spend
attack, see Subsection 2.3.3, as a consequence of the 51% attack.

2. Secondly, if companies owning the largest pools collude, once they gain 51%
they can censor targeted transaction by not including them in a block in the
mining process.

3. Thirdly, if the mining companies origin from the same country, there is a
possibility of governmental interference.

All the mentioned factors are why Bitcoin should be decentralized, even when it
comes to mining, or else there are better payment solutions on the market which are
centralized.

How will the Lightning Network affect decentralization? As mentioned in Chapter
4, it depends on the topology of the Lightning Network. Hub-and-spoke topology
will lead to a centralized Lightning Network, working as a banking system. Poon
and Dryja state the following in the original paper: “Eventually, with optimizations,
the network will look a lot like the correspondent banking network, or Tier-1 ISPs”
[PD16]. However, work on other routing protocols is in progress. After looking at
the different ongoing Lightning Network projects, the routing has been solved in a
different way than suggested in the original paper. The development is considering
the problems with centralization, and therefore moving towards a more decentralized
solution.

5.6 GDPR

Because Bitcoin is a decentralized distributed system, where the data appended on
the blockchain is permanent by nature, how General Data Protection Regulation
(GDPR) should handle it is uncertain.

Bitcoin’s blockchain has been used for storing illegal information [MHH™18]. Once
published on the blockchain, this data can not be removed. Transactions published
on the blockchain defines as private data because of the incomplete anonymity of
the users in Bitcoin. The Lightning Network could solve the problem considering
the anonymity of users, because onion routing will anonymize the data, keeping it
out of the scope of GDPR. However, the same should be done for Bitcoin to be
compliant with the new regulation. The Lightning Network itself is compliant to
GDPR because all the states stored in a channel will be discarded. It is only the
funding and the closing transaction that will be published on the Bitcoin blockchain.
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On the other hand, there is a chance that blockchain technology could be an
exception. Article 2 (c¢) [EU16b] describes that household activities are out of the
scope of the GDPR. On the one hand, one could argue that running a Bitcoin node,
and mining is household activities. Maybe it can even help to regulate big company
mining, which will help to keep Bitcoin decentralized. On the other hand, according
to Recital 18 [EU16al, the regulation applies to “[...] controllers or processors which
provide the means for processing personal data for such personal or household activity.”
[EU16a]. This statement could be interpreted in the way that running a full node is
out of the scope of the regulation, while processing transaction and blocks that are
containing personal data, mining, would be affected by the regulation.

However, by anonymizing the data, the Bitcoin blockchain and the Lightning
Network can be compliant with GDPR.






Conclusion

In the introduction, the research question for this thesis was stated.
RQ1: Can Bitcoin survive in its original form?

We have discovered that Bitcoin suffers from scalability problems. The solutions
that addresses problems like the block size and the energy consumption will radically
change Bitcoin, it will no longer be in its original form. As explained in Subsection
2.4.3, the Bitcoin community is conservative when it comes to changing the protocol
radically. Therefore, we explored an exciting solution regarding off-chain payments.
The Lightning Network aims to solve the scalability problems of Bitcoin. Initially,
the Lightning Network will not change the original form of Bitcoin, but as the user
base increases, some changes regarding the block size might be necessary. Without
the Lightning Network, Bitcoin will have to change one of its fundamental elements
to survive.

To answer RQ1, we stated three sub-questions:

SQ1: What is the original form of Bitcoin?
SQ2: What are the scalability problems of Bitcoin?

SQ3: What is the Lightning Network, and how does it address the
scalability problems?

In Chapter 2 we explained some of the fundamentals of Bitcoin, answering SQ1.
This chapter review the block size, blockchain and the underlying transaction used
for off-chain solutions. We found that decentralization and trustlessness are two of
the essential values of Bitcoin in Chapter 3. In Chapter 3 we explored the known
problems of Bitcoin, (SQ2), and used December 2017 as a source of data when
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calculating estimates. We showed that with a congested network, Bitcoin had a
throughput of 3.7 transactions per second. This throughput is below the maximum
capacity of Bitcoin. Nonetheless, the throughput must increase to scale Bitcoin.

Off-chain solutions is a scaling proposition that avoids affecting the essentials of
Bitcoin. The Lightning Network was explored in depth in Chapter 4. We found that
the Lightning Network will be able to scale Bitcoin by making payments off-chain,
answering the final sub-question, SQ3. Eventually, the Lightning Network will
need Bitcoin to change the block size if the user base continues to grow. There
are particular challenges regarding conserving the decentralization in Bitcoin when
implementing the Lightning Network. We also discussed how decentralized Bitcoin
is throughout this thesis.

The Lightning Network is online. However, there is still development going on, so
users are recommended to try out the test network before putting funds into the real
network. As mentioned in Chapter 4 there are three ongoing projects developing the
Lightning Network, lightning-c, Ind and eclair.

6.1 Limitations and future research

In this thesis, we only covered the theoretical part of Lightning Network because of
the limited scope. Further research could consider eltoo as an update mechanism
for the Lightning Network channels. Implementing the Lightning Network test
network would be a natural next step for this thesis. Following the development and
deployment of the online Lightning Network would also be interesting, and collecting
data continuously during the early stages. To be able to find the right estimates
of the scaling regarding the Lightning Network, collecting data on the number of
transactions published on the blockchain will be helpful.

Eventually, the Lightning Network will need Bitcoin to change its original form.
Exploring the consequences of increasing the block size would be interesting. By
surveying the miners, research can predict the outcome of a hard fork, easing the
decision of the Bitcoin developer community. Regarding the Bitcoin blockchain, it
would be interesting to see if blockchain technology will be affected by the GDPR.
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