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Figure 5.27: Xz cross sections of the measured and simulated sample showing the surrounding
air, the Si layers and the bond layer. Note the edge-enhanced phase contrast between air and Si.

indicating that attenuation values around 125 consists of Ni in the measured data set. Several other
sections in the measured profile plot display similar attenuation values. Most of them show an at-
tenuation value that is slightly lower, usually between 100 to 125. It is possible that these sections
contain Ni with a distribution of several air pockets that are smaller than or similar in size to the
voxel size, effectively lowering the observed attenuation value. This is also supported by analyzing
the simulated air pocket in section 2, which shows a lower attenuation value than any other point
in the measured profile plot in the bond layer. The distribution of air pockets in the center of the
bond layer has been reported by Tollefsen et. al. [13]. This gives good reasons to believe that the
lower attenuation structure of the two major structures in the bond layer consists of primarily Ni
with a distribution of air pockets.
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Figure 5.28: Horizontal and vertical profiles of the measured and simulated sample. (a) Profile
plot as a function of z for x = 2205 µm. (b) Profile plot going through the center of the bond layer.

The results presented here indicate that there is a highly attenuating phase that partially consists
of Ni3Sn2 and a lower attenuating structure consisting of Ni with a distribution of air pockets.
The analysis depends on the scaling of the simulations. The value of Sn was assumed to be 254,
which is reasonable as Sn is the highest attenuating material in the sample. It should be noted that
another scaling would yield different results, especially for the high-attenuating structure Ni3Sn2

which has an attenuation coefficient close to Ni3Sn4. Additionally, the simulations would be more
reliable in analyzing the different phases in the measured reconstructed sample if the simulations
could account for the phase information that has been observed in the ESRF measurements.

64



Chapter 6
Conclusion

In this thesis we have presented a two-dimensional parallel beam geometry CT simulation software
that has been optimized to replicate a Nikon XT H 225 ST CT instrument. The optimization con-
sisted of determining an adjustable parameter η(V), the measured photon flux N(V, I) and the focal
spot size σ(P). The parameter η(V) was introduced due to observed differences between the X-ray
transmission in measured and simulated projections, and it was demonstrated that the parameter
η(V) had a non-linear dependence on the tube voltage.

The measured photon flux had to be determined in order to apply Poisson noise to the projec-
tions. The results indicated a linear relationship between the measured photon flux and the tube
voltage. With the measured photon flux, the simulated projections with noise were found to repli-
cate the experimental projections well.

Estimates of the focal spot size were acquired assuming that the focal spot could be modeled
as a Gaussian distribution. Results were obtained for powers ranging from 10 to 30 W. The results
indicated a linear relationship between the Full Width at Half Maximum of the focal spot size and
the power setting, starting at 29.3 µm at 7 W and increasing with 0.28 µm/W. These results differ
from information provided by Nikon, who guarantees a focal spot size of 3 µm at 7 W increasing
approximately with 1 µm/W. It is thought that the discrepancy is largely due to differences between
the assumed Gaussian model and the real focal spot distribution.

Polychromatic CT simulations of three homogeneous, cylindrical samples consisting of POM,
Teflon and Al, respectively, were compared to experimentally measured tomograms. It was demon-
strated that the noise in the simulated tomograms fit the experimental data well. The POM simu-
lation gave more noise than the measured sample, while the simulated Al and Teflon samples gave
more beam hardening than the measured tomograms.

Polychromatic CT simulations of the sample containing two Si layers bonded by Ni and Ni3Sn2
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demonstrated the effects that a finite focal spot size has on the physical resolution in tomograms.
It was shown that both the reconstruction algorithm and the focal spot size influence the resolution
in the reconstructed tomograms. Using a current of 100 µA and a pixel size of 4 µm, the thinnest
resolvable Ni3Sn2 layer was found to be 64 µm. Moreover, the tomograms were affected by beam
hardening, having a relative error between the edge and the center value in the Ni3Sn2 center pro-
file of 18 %. It was shown that the relative error could be reduced to 12 % by changing the filter
from a 1.00 mm Cu filter to a 1.00 mm Ag filter at the expense of increased noise. Finally, reducing
the current from 100 µA to 10 µA showed that the thinnest resolvable Ni3Sn2 layer was 56 µm.
The thinnest resolvable layer presented here most likely differs from the actual CT instrument as
the measured focal spot size is far larger than the real size. A comparison with a focal spot size
of 3 µm as guaranteed by Nikon, revealed that the physical resolution should not be worse than
16 µm for a pixel size of 4 µm and that the physical resolution is not affected by the focal spot size.

The Au-Sn SLID sample was measured and reconstructed with a voxel size of 3.69 µm3. The
sample showed presence of the cupping artifact in the PZT and WC part of the sample. Moreover,
varying attenuation values along the vertical direction were observed. Two additional measure-
ments indicated that the attenuation variations were due to the CT system and not the sample itself.
It was argued that the variations were due to the anode heel effect.

Finally, it was demonstrated that the Ni-Sn SLID sample measured at ESRF was composed of
primarily two structures in the bond layer, a highly attenuating structure and a weakly attenuat-
ing structure. Comparing simulations with the measured data indicated that the weak attenuating
structure consisted of Ni. Moreover, it was argued that the Ni structure was partially filled with
voids with sizes similar to or smaller than the voxel size. It was also demonstrated that the high
attenuating structure could consist of Ni3Sn2, however, other phases could also be present in this
structure as the range of attenuation values in the structure was large. Lastly, it was argued that the
results obtained through simulations could be improved if the simulations could account for the
phase contrast as well.

6.1 Future work

Although the current implementation of the CT simulations shows good agreement between sim-
ulated and measured tomograms, there are several improvements that can be done. The necessity
of the parameter η(V) indicates that parts of the CT instrument have not been accurately modeled.
If there are discrepancies between the simulated and real source spectra, transmission deviations
must be expected. The simulated spectrum should be verified by measuring the real spectrum and
comparing it to the simulated spectrum. Moreover, the thickness of the Al protection layer in front
of the detector is proprietary information of the X-ray detector manufacturer. It is believed that
the parameter could be partially or completely removed if this was corrected. As this would also
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reduce the discrepancy between the simulated and measured projected X-ray transmissions, the
estimated photon flux should also improve.

Two simplifications have been used in the simulations. First, scattering has been treated as an
absorption. For Rayleigh scattering, which scatters the photons only slightly, the scattered photons
may be redistributed on the X-ray detector. Although Compton scattered photons are scattered over
a larger angle than the Rayleigh scattering, parts of the Compton scattered photons may also hit
the X-ray detector. Second, the simulations were simplified by assuming a parallel beam profile
instead of the cone beam geometry. Although this is considered to be a minor issue, deviations
between simulated and measured projections should be expected farther from the direct beam axis
and towards the boundary of the X-ray detector. By correctly modelling the physics of scattering
and introducing either a fanbeam geometry or a fully three dimensional cone-beam geometry, im-
provements of the simulations should be expected.

Finally, the simulations of the Ni-Sn SLID sample indicated which phases could be observed in the
reconstructed sample. However, without a proper treatment of the phase-contrast, the results re-
main partially speculative. By implementing a full treatment of the phase-propagation as well, the
potential to use simulations to analyze measured, reconstructed tomograms using a monochromatic
and partially coherent source should be more viable.
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