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Figure 12.9: Results on nursing notes

Figure 12.10: Results on record notes

The overall performance within each test set is well reflected in the first diagram 12.7
which presents the performance on the entire reference standard. The same atendency
is repeated for each of the 4 graphs; recall and fallout decreases proportionally with in-
creased token IDF -threshold, whereas the f-measure and precision have a corresponding
increase.

A noteworthy fact is that the f-measure graph is squeezed by the recall and precision
graphs, whereby this equation is true for every result: precision(idf) ≤ f-measure(idf)
≤ recall(idf), idf ε[1, 5], which on a side note reminds about the sandwich theorem.
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All the diagrams illustrates that the recall and fallout graphs starts at the top and
decreases almost in parallel when the token IDF -threshold is increased, whereas the
precision increases, which is the tendency for all results. Further, the f-measure graphs
indicates that an increase in the token idf-threshold increases the overall performance;
Less sensitive information is recognized (recall) but the classifications proves to be more
precise.

Unrecognized textual sequences (without tags) are classified as sensitive. Disclosure of
unknown textual sequences can be risky and thus have to be removed. However, this
principle is turned contrary when the lower token IDF-threshold is locked to 5.0; the
biggest idf-score a token can achieve is 4.66 this also implies that all information is
regarded as insensitive on token-level. When every token is regarded as insensitive on
token-level, the classification totally depends on sentence idf, dictionary lookups and
regular expressions. If none of these components recognize the token, it is tagged as
insensitive. The application performs best with maximum lower-token idf -threshold,
in which our assumption is turned around and regards every token as insensitive. The
number of false positives decreases, which results in falling fallout and increasing preci-
sion. Hence, the overall performance improves significantly when assuming that every
textual sequence is insensitive, rather than sensitive; which is logical as the insensitive
information constitutes the majority of clinical documents.

12.5 Modified Discharge summaries

The actual intention with this project is to develop an application with the purpose
of de-identifying free text clinical documents. The clinical documents in our reference
standard contain a lot of structured information; in fact the majority of the sensitive
identifiers occur in the document headers. Hence, as a supplementary experiment,
we also tested our best approach on pure narrative documents. As mentioned earlier
11.1.2, we modified the discharge summaries in the reference standard by removing the
structured information at the top and bottom. The same setup were used as in the
previous experiment 12.4.

Following results were achieved:

Recall Precision Fallout F-measure
0.62 0.42 0.04 0.50

Table 12.6: Result on modified discharge summaries

The results indicates that the application performs significantly poorer on pure narrative
text, by comparing these results with the results obtained in the third experiment 12.8.
Even though the fallout has minimal differences, the overall performance in terms of
f-measure has diminished from 0.75 to 0.5, due to significant decrease in both recall and
precision.
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13
Discussion

13.1 Sources of Errors

The obtained results are influenced and weakened by several sources of errors. This
section describes the most important ones.

13.1.1 Evaluation Method

The evaluation method used in the experiment has some weaknesses. Firstly, the evalu-
ation disregards the loss of quality. Recognized information is only regarded as sensitive
or insensitive and removed/retained accordingly, however the usability of the outcome
is disregarded. The purpose of de-identification is to remove sensitive text in order to
use the medical contents within legislative boundaries, however the performance mea-
sures don’t consider the usefulness of the de-identified documents since each token is
“equally weighted”; the performance is equally affected whether an ICD10 -code[53] or
a connective (conjunction) is removed, in which the former is code is much more crucial
to retain. Hence, the overall binary classification performance measured by recall, preci-
sion, fallout and f-measure, does not necessarily denote the quality the de-identification.

Miss-classification of sensitive information units that are separated by several tokens,
has more impact on the performance than they actually should. Take for example the
phone number “74 12 93 10”; this phone number is split by four tokens, and if it isn’t
recognized it will be regarded as four missed identifiers rather than one. This is a
drawback and creates a misleading picture of the performance.

Yet another weakness is related to the f-measure. The f-measure (f1-score) used in the
experiment has equal weighting between recall and precision. As recall actually has
higher priority than precision in a de-identification application, this should be regarded
in the f-measure formula. The reason we chose to use this f-measure formula was to
make our results comparable to the results presented in the state of the art chapter (4).
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13.1.2 Reference Standard

Since we only annotated the most obvious indirectly identifying information, the refer-
ence standard might not be completely de-identified. For instance classifying gender as
insensitive is a rather questionable choice. As previously mentioned, it is very difficult
to ensure that the records are completely de-identified, since it is hard to determine
what information a potential intruder holds (discussed in 2.10.2).

We made several simplifications during the annotation process which causes the results
to be imprecise. An affective simplification is classifying ward name as sensitive; ward
names are repetitive and a part of all headings. When these are unrecognized and
regarded as sensitive the performance is noticeably affected. This is a partial reason
for why the nursing notes and discharge summaries received significantly worse results
than the record notes during the pattern matching, since almost every ward name was
recognized in the latter type.

Manual annotation conducted by two students is an obvious drawback. The annota-
tion should have been quality assured by an independent third party. Moreover, it
is important to emphasize that the application also might be vulnerable to document
variations since our reference standard is small, which also makes our obtained results
highly unreliable.

13.1.3 Classification

Random classifications may produce variable results. However, our results indicates
contrary behavior, having minimal impact by random classifications. For instance, the
results produced by the pure pattern matching approach in part 2 (12.3), different
Levenshtein-distances do not affect the results to any significant extent, which also
supports the assertion that the random classification has minimal impact on the results.

The classification algorithms are too simplistic (as discussed in chapter 9). Multiple
tags cause ambiguities, especially when the sensitivity labels are different, and resolving
these in a robust manner requires an enriched rule base[40]. Too many tokens are looked
up and matched in various sensitive dictionaries and tagged as sensitive, whereas the
actual word is insensitive. Besides, the attempt of resolving ambiguities through POS-
tags suffers the weakness of imprecise POS-tagging.

13.2 Performance

13.2.1 Statistical vs Pure Pattern Matching

The only difference between the first and second part is that the first used a statis-
tical component (IDF), whereas the second used reference works. By swapping the
statistical component with reference works, the overall performance was improved, in
which the f-measure increased from 0.4 to 0.54. The primary reason for this increase
is the recall boost in the second approach. The recall value increased from 0.7 to 0.89,
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which indicates that the use of reference works recognizes more sensitive information.
The statistical component failed to recognize repetitive sensitive information due to low
idf-scores, whereas the pattern matching approach effectively looks up every token and
recognizes almost every sensitive identifier, and has significantly better precision (0.29
vs 0.39). All in all, the statistical approach failed to recognize as much sensitive informa-
tion as the pattern matching approach, which may indicate that de-identification based
on pure token- and sentence-level idf -scores are insufficient, and needs supplementary
statistical methods.

13.2.2 All Methods

There are clear differences between the results achieved throughout the three partial
experiments. The last experiment, in which every component was included, achieved
best the result with a f-measure of 0.75, distinct from 0.40 (part 1 ) and 0.54 (part 2 ).
This was somewhat expected as most of the textual units (tokens and sentences) are
investigated by several components, thus better grounds for decision-making.

By tuning various variables (token IDF-thresholds, sentence idf-threshold, Levenshtein
Distance etc.) the performance of each component was maximized, and produced sig-
nificantly better results. Even though the recall was better in the second part and
decreased from 0.89 to 0.77, the precision boosted from 0.39 to 0.68, resulting in a solid
increase in f-measure. The main strategy was to prioritize the tags assigned by regular
expressions and references works, and further employ the thresholds provided by the
statistical component.

Tokens without any tags are impossible to classify, thus classified as sensitive to be
on the “safe” side. However, this choice significantly reduces the overall performance.
Results from part 3 (12.4) emphasizes this impact when the lower IDF-threshold for
tokens are increased. Every token is regarded as insensitive due to maximum lower
IDF-threshold and produces the best results. The overall performance is increased
while the recall is slightly decreased. This can be explained by the fact that the largest
proportion of tokens in a note is insensitive, hence, most likely that an unknown token
is insensitive.

13.2.3 Note Types

The de-identification performance on the nursing notes is quite poor compared to dis-
charge summaries and record notes. One way to explain this is that nursing notes
often contains inconsistent, error-prone, informal and oral language. Neamatullah et.
al [1] states that clinical staffs frequently use technical terminology, non-standard ab-
breviations, ungrammatical statements, misspellings, and incorrect punctuation and
capitalization in nursing progress notes. They also states that nursing notes appear to
be significantly more challenging to de-identify than other forms of medical notes, such
as discharge summaries. This statement is in accordance with our results, in which
the discharge summaries obtained more satisfactory de-identification than the nursing
notes.
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13.3 Structured vs Unstructured

By comparing the results from the discharge summaries with the results from the mod-
ified discharge summaries, it is evident that the application performs better on dis-
charge summaries with retained structured information. The structured information in
the discharge summaries is easier recognized by regular expression, especially dates and
national identification numbers, which proves the robustness of the regular expressions.
The fallout value is close to equal in both types of discharge summaries, which indicates
most of the miss-classification occurs in the free text part since most of the structured
information is sensitive. This proves a solid de-identification performance in the pure
structured part of the documents.



14
Conclusion

14.1 Conclusion

14.1.1 Question 1

With the obtained results, we are able to answer some of the questions presented in
the introduction 1.2.2. The first question: How well, in terms of recall, precision,
fallout and f-measure, can we implement a de-identification application in the course of
a semester, on the basis of rule-based and simple statistical methods?

We have managed to develop a simple de-identification application, with following per-
formance measures:

Recall Precision Fallout F-measure
0.77 0.68 0.05 0.72

Table 14.1: Best results

It is important to emphasize that the results must be considered with regard to the fact
that there has been made a number of simplifications.

14.1.2 Question 2

The second research question: How will different combinations of the implemented al-
gorithms and techniques affect the performance?

This is mainly reflected through the results achieved in each part of the experiment.

As a summary, the results shows that a combination of regular expressions, reference
works (sentence-level and word-level search) and statistical methods achieves better
overall de-identification performance, considered f-measure, in contrast to component-
wise performance.
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Using idf-scores independently proves to be insufficient, and might need the support
of more sophisticated statistical methods. However, the performance significantly in-
creased when the idf-component classified every unknown textual sequence as insen-
sitive. This indicates that the idf-component does not contribute to recognize any
sensitive information in our ”best-effort” approach, but only provides the advantage of
accepting unknown textual sequences as insensitive.

Extending the de-identification application with additional methods gives better grounds
for classification, at least in tag based approaches, but at the same time requires robust
algorithms to resolve ambiguities and make final classifications.

The idf-component does not provide better precision without aggravating the recall,
whereas reference works and regular expressions provides robust performance, and con-
tributes to recognize most of the sensitive identifiers.

14.1.3 Question 3

The third research question reads as follows:

Can such system be realized in the Norwegian health care system, and replace/simplify
manual annotation/de-identification?

There is no doubt that a semi-automatic de-identification application can be realized
and used by the Norwegian health sector. The ground for this assertion is that two
students have managed to implement an application that roughly recognizes 77 percent
of the sensitive information in a corpus of 225 clinical documents. By the course of a
semester (5 months), a de-identification application has been developed from scratch
by the means of simple pattern matching and statistical methods.

There is need for manual adjustments to the de-identified output since we have disre-
garded some types of sensitive information, however, such adjustments can be quickly
fixed; when a big corpus of clinical notes are de-identified by this application, manual
adjustments can be performed much faster in contrast to manually de-identify the en-
tire corpus. Even though our application only recognizes a limited range of sensitive
identifiers, it is highly modifiable and can be extended by more reference works, regular
expressions and even entire components can be added to the pipeline, for instance a
machine learning component.

A fully automatic de-identification application, on the other hand, is obviously most
practical. However, even though an application achieves perfect f-measure pursuant to
a gold standard, it may have certain limitations when applied on new documents. After
working on real Norwegian EHR-notes, our experience suggests that quality assurance
of the de-identified output always will be needed, irrespective of the recall, precision,
fallout and f-measure values. Certain clinical documents reveal a lot of sensitive in-
formation (indirectly) which cannot be recognized unless a computer obtains cognitive
skills, and interprets human language. Besides, even if the documents can be inter-
preted, it can still be hard to decide whether or not a textual sequence constitutes
indirectly identifying information. Since patient data is comprised by strict and rigid
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legislation, manual quality assurance and adjustments seem to be needed, at least on
simplified applications as the one we have developed.

Pursuant to the initial question, automatic de-identification applications are fully re-
alizable, but we don not believe that these can replace manual de-identification. We
also believe that a robust semi-automatic de-identification application can simplify the
de-identification process, and prove to be significantly time- and cost effective within
the health sector.

14.2 Further Work

The de-identification application adapted to Norwegian free text notes, developed through
this project, can be considered as a preliminary study for future attempts. Since no
previous studies deals with de-identification of Norwegian clinical notes, we do not have
any directly related work to build our application upon; hence our study only focuses
on experimenting with different techniques used for other languages. There are several
elements that can contribute to enhance this application.

14.2.1 Rule Base

First of all, the rule base needs a considerable enrichment in order to improve the
classifications and to resolve ambiguities. Enriched and adapted rules can contribute
greatly to increase the performance, which has been shown be Gupta et. al [40]. Our
pattern matching employs a minimalistic rule base and an even poorer classification
algorithm. The application has to be extended by more reference works, linguistic
rules, medical classification systems and a robust classifier.

14.2.2 Machine Learning

Machine learning methods could have been a part of this experimental approach. As we
have described in the state of the art chapter 4, supervised machine learning methods
have proved to be very effective for de-identification purpose. A large corpus of anno-
tated text is required to train the machine learning algorithms, which does not exist
in Norwegian. This is a huge drawback as several machine learning algorithms can be
employed off the shelf, and could serve as a cheap classification feature in our approach.
An annotated corpus should be prepared in order to provide new and valuable oppor-
tunities for NLP-researchers. However, it is important to emphasize that this requires
significant work by domain experts.

14.2.3 Preprocessor

The file-cleaning process was not intended as a part of the preprocessor, but we early
realized the need of this component during the first preprocessor runs on the realistic
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clinical notes. Unfortunately, the files are not satisfactory cleaned as there are still un-
handled character-types causing somewhat incorrect splitting. Apache Lucene provides
word-splitters which could have been a better alternative; in fact the entire Document-
class offered by Lucene[50] could have been used, as it offers a lot of tools which could
prove beneficial at later stages of the system. Hence, a replacement of the document
class could prove beneficial.

14.2.4 POS-tagger

The POS-tagger does not perform nearly as good as expected. The tagger was trained on
a newspaper corpus. There can be several reasons for this behavior whereby one can be
explained by domain-difference. Clinical texts contains sentences that are grammatical
incomplete in contrast to newspaper-sentences, in addition to a significantly different
vocabulary. An experiment performed on this POS-tagger by Brox et al.[51] indicated
that relevant training data from the clinical domain gives better results for the tagging
task in this domain than training the tagger on a corpus from a more general domain.
A better alternative might have been the Oslo-Bergen tagger which is a pure rule based
tagger and has been continuously improved since the late 90’s.

14.2.5 Compound words

The lack of a tool recognizing Norwegian compound words is another drawback. Com-
pounds are extremely productive in Norwegian; 10.4% of all words in running text
are compound, and any text sample will contain a great number of compounds, which
is true for even small samples[73]. The total amount of combinations is huge, hence
next to impossible to gather these inside a dictionary. Compounds revealing sensitive
information may be challenging to recognize. Here are a few examples:

Indiskfødt (Indian-born)
Drammensgutt (A boy from the town Drammen)
Mattelærer (Maths teacher)
Knespesialist (Knee specialist)

These are examples of sensitive words that will not be recognized by any of our com-
ponents.
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A
Regulation

A.1 Regulation on health records, §8

Health records shall include following information to the extent they are relevant and
necessary:

• a) Tilstrekkelige opplysninger til å kunne identifisere og kontakte pasienten, blant
annet pasientens navn, adresse, bostedskommune, fødselsnummer, telefonnum-
mer, sivilstand og yrke.

• b) Opplysninger om hvem som er pasientens nærmeste p̊arørende, jf. pasien-
trettighetsloven § 1-3 bokstav b og lov om psykisk helsevern § 1-3, og hvordan
vedkommende om nødvendig kan kontaktes.

• c) Dersom pasienten ikke har samtykkekompetanse, skal det nedtegnes hvem som
samtykker p̊a vegne av pasienten, jf. pasientrettighetsloven kapittel 4.

• d) N̊ar og hvordan helsehjelp er gitt, for eksempel i forbindelse med ordinær
konsultasjon, telefonkontakt, sykebesøk eller opphold i helseinstitusjon. Dato for
innleggelse og utskriving.

• e) Bakgrunnen for helsehjelpen, opplysninger om pasientens sykehistorie, og op-
plysninger om p̊ag̊aende behandling. Beskrivelse av pasientens tilstand, herunder
status ved innleggelse og utskriving.

• f) Foreløpig diagnose, observasjoner, funn, undersøkelser, diagnose, behandling,
pleie og annen oppfølgning som settes i verk og resultatet av dette. Plan eller
avtale om videre oppfølgning.

• g) Opplysninger som nevnt i § 6 fjerde ledd.

• h) Overveielser som har ledet til tiltak som fraviker fra gjeldende retningslinjer.

• i) Om det er gitt r̊ad og informasjon til pasient og p̊arørende, og hovedinnholdet
i dette, jf. pasientrettighetsloven § 3-2. Pasientens eventuelle reservasjon mot å
motta informasjon.
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• j) Om pasienten har samtykket til eller motsatt seg nærmere angitt helsehjelp.
Pasientens alvorlige overbevisning eller vegring mot helsehjelp, jf. pasientret-
tighetsloven § 4-9. Pasientens samtykke eller reservasjon vedrørende informasjons-
behandling. Pasientens øvrige reservasjoner, krav eller forutsetninger.

• k) Om det er gjort gjeldende rettigheter som innsyn i journal og krav om ret-
ting og sletting, utfallet av dette, ved avslag at pasienten er gjort kjent med
klageadgangen, og eventuell klage i slik sak.

• l) Utveksling av informasjon med annet helsepersonell, for eksempel henvisninger,
epikriser, innleggelsesbegjæringer, resultater fra rekvirerte undersøkelser, attestkopier
m.m.

• m) Pasientens faste lege. Det helsepersonell som har begjært innleggelse eller har
henvist pasienten.

• n) Individuell plan etter spesialisthelsetjenesteloven § 2-5, psykisk helsevernloven
§ 4-1 eller kommunehelsetjenesteloven § 6-2a.

• o) Sykmeldinger og attester.

• p) Uttalelser om pasienten, for eksempel sakkyndige uttalelser.

• q) Om det er gitt opplysninger til politi, barneverntjenesten, helse- og omsorgst-
jenesten, sosialtjenesten mv., og om samtykke er innhentet fra pasienten eller den
som har kompetanse til å avgi samtykke i saken. Det skal angis hvilke opplysninger
som er gitt.

• r) Tvangsinnleggelser, annen bruk av tvang, det faktiske og rettslige grunnlaget for
slik tvang og eventuelle kontrollkommisjonsvedtak, jf. lov om psykisk helsevern.

• s) En faglig begrunnelse1 i de tilfellene legen har reservert seg mot apotekets
generiske bytterett.2

• t) Opplysninger om hvorvidt pasient med psykisk sykdom, rusmiddelavhengighet
eller alvorlig somatisk sykdom eller skade har mindre̊arige barn.

• u) Opplysninger om foreldrene som har konsekvens for barnets behandlingssitu-
asjon, herunder nødvendige opplysninger om foreldrenes helsetilstand.
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B
Results

B.1 Regular Expressions and IDF

Token IDF Sentence IDF Recall Precision Fallout F-measure
0.50 2.00 0.85 0.14 0.65 0.25
1.00 2.00 0.84 0.15 0.59 0.26
1.50 2.00 0.83 0.19 0.46 0.30
2.00 2.00 0.78 0.24 0.31 0.37
2.50 2.00 0.68 0.28 0.22 0.40
0.50 4.00 0.66 0.14 0.54 0.22
1.00 4.00 0.66 0.15 0.49 0.24
1.50 4.00 0.66 0.18 0.39 0.28
2.00 4.00 0.62 0.23 0.23 0.33
2.50 4.00 0.55 0.27 0.19 0.36

Table B.1: The statistical component’s results on the entire reference standard

Token IDF Sentence IDF Recall Precision Fallout F-measure
0.50 2.00 0.95 0.15 0.70 0.26
1.00 2.00 0.94 0.16 0.65 0.27
1.50 2.00 0.92 0.18 0.53 0.31
2.00 2.00 0.87 0.23 0.37 0.37
2.50 2.00 0.77 0.27 0.27 0.40
0.50 4.00 0.74 0.14 0.58 0.24
1.00 4.00 0.74 0.15 0.54 0.25
1.50 4.00 0.73 0.18 0.44 0.28
2.00 4.00 0.70 0.22 0.31 0.34
2.50 4.00 0.63 0.26 0.24 0.36

Table B.2: The statistical component’s results on discharge summaries
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Token IDF Sentence IDF Recall Precision Fallout F-measure
0.50 2.00 0.63 0.12 0.48 0.21
1.00 2.00 0.63 0.14 0.40 0.23
1.50 2.00 0.61 0.19 0.28 0.29
2.00 2.00 0.56 0.26 0.16 0.36
2.50 2.00 0.45 0.33 0.10 0.38
0.50 4.00 0.43 0.11 0.37 0.17
1.00 4.00 0.43 0.13 0.31 0.20
1.50 4.00 0.43 0.17 0.22 0.25
2.00 4.00 0.40 0.24 0.13 0.30
2.50 4.00 0.31 0.28 0.09 0.29

Table B.3: The statistical component’s results on nursing notes

Token IDF Sentence IDF Recall Precision Fallout F-measure
0.50 2.00 0.71 0.15 0.68 0.25
1.00 2.00 0.71 0.16 0.63 0.26
1.50 2.00 0.70 0.20 0.47 0.31
2.00 2.00 0.67 0.26 0.33 0.37
2.50 2.00 0.60 0.33 0.20 0.43
0.50 3.00 0.70 0.15 0.67 0.25
1.00 3.00 0.70 0.16 0.62 0.26
1.50 3.00 0.70 0.20 0.47 0.31
2.00 3.00 0.67 0.26 0.33 0.37
2.50 3.00 0.60 0.33 0.20 0.43
0.50 4.00 0.63 0.14 0.64 0.23
1.00 4.00 0.63 0.15 0.59 0.24
1.50 4.00 0.63 0.19 0.45 0.29
2.00 4.00 0.60 0.24 0.31 0.35
2.50 4.00 0.54 0.32 0.19 0.40

Table B.4: The statistical component’s results on record notes
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B.2 Pattern Matching and IDF

I:L I:U I:S P SP Recall Precision Fallout F-measure
1.00 4.00 0.80 Exact 0.80 0.87 0.41 0.16 0.55
1.00 4.00 3.00 LD3 0.80 0.75 0.41 0.14 0.53
1.50 4.00 3.00 LD3 0.80 0.75 0.44 0.12 0.55
1.50 4.00 2.00 LD3 0.80 0.78 0.43 0.13 0.56
1.50 4.00 1.70 LD3 0.80 0.83 0.43 0.14 0.57
1.50 5.00 1.70 LD3 0.80 0.83 0.44 0.14 0.57
1.50 5.00 1.70 LD3 0.60 0.84 0.41 0.16 0.55
1.50 5.00 1.70 LD3 1.00 0.83 0.44 0.14 0.58
1.50 5.00 1.60 LD3 1.00 0.85 0.43 0.14 0.57
1.00 5.00 1.70 LD3 1.00 0.84 0.41 0.15 0.55
1.70 5.00 1.70 LD3 1.00 0.83 0.45 0.13 0.58
2.00 5.00 1.70 LD3 1.00 0.83 0.49 0.11 0.62
2.50 5.00 1.70 LD3 1.00 0.82 0.52 0.10 0.64
3.00 5.00 1.70 LD3 1.00 0.81 0.55 0.08 0.66
5.00 5.00 1.70 LD3 1.00 0.77 0.68 0.05 0.72
4.00 5.00 1.70 LD3 1.00 0.79 0.61 0.06 0.69
3.50 5.00 1.70 LD3 1.00 0.81 0.58 0.08 0.67
4.40 5.00 1.70 LD3 1.00 0.78 0.65 0.05 0.71

Table B.5: Results on all notes
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I:L I:U I:S P SP Recall Precision Fallout F-measure
1.00 4.00 0.80 Exact 0.80 0.87 0.38 0.18 0.53
1.00 4.00 3.00 LD3 0.80 0.83 0.41 0.15 0.55
1.50 4.00 3.00 LD3 0.80 0.83 0.44 0.13 0.58
1.50 4.00 2.00 LD3 0.80 0.86 0.44 0.14 0.58
1.50 4.00 1.70 LD3 0.80 0.86 0.42 0.15 0.56
1.50 5.00 1.70 LD3 0.80 0.86 0.42 0.15 0.57
1.50 5.00 1.70 LD3 0.60 0.87 0.40 0.17 0.55
1.50 5.00 1.70 LD3 1.00 0.86 0.43 0.15 0.57
1.50 5.00 1.60 LD3 1.00 0.86 0.41 0.16 0.56
1.00 5.00 1.70 LD3 1.00 0.87 0.40 0.17 0.55
1.70 5.00 1.70 LD3 1.00 0.85 0.43 0.14 0.57
2.00 5.00 1.70 LD3 1.00 0.85 0.49 0.11 0.62
2.50 5.00 1.70 LD3 1.00 0.84 0.51 0.10 0.64
3.00 5.00 1.70 LD3 1.00 0.84 0.54 0.09 0.66
5.00 5.00 1.70 LD3 1.00 0.78 0.68 0.05 0.72
4.00 5.00 1.70 LD3 1.00 0.81 0.60 0.07 0.69
3.50 5.00 1.70 LD3 1.00 0.83 0.56 0.08 0.67
4.40 5.00 1.70 LD3 1.00 0.78 0.65 0.05 0.71

Table B.6: Results on discharge summaries

I:L I:U I:S P SP Recall Precision Fallout F-measure
1.00 4.00 0.80 Exact 0.80 0.83 0.42 0.12 0.56
1.00 4.00 3.00 LD3 0.80 0.52 0.36 0.10 0.42
1.50 4.00 3.00 LD3 0.80 0.52 0.39 0.09 0.44
1.50 4.00 2.00 LD3 0.80 0.60 0.38 0.10 0.46
1.50 4.00 1.70 LD3 0.80 0.67 0.40 0.11 0.50
1.50 5.00 1.70 LD3 0.80 0.67 0.40 0.10 0.50
1.50 5.00 1.70 LD3 0.60 0.67 0.37 0.12 0.48
1.50 5.00 1.70 LD3 1.00 0.67 0.41 0.10 0.51
1.50 5.00 1.60 LD3 1.00 0.72 0.42 0.10 0.53
1.00 5.00 1.70 LD3 1.00 0.67 0.37 0.12 0.48
1.70 5.00 1.70 LD3 1.00 0.67 0.42 0.10 0.52
2.00 5.00 1.70 LD3 1.00 0.66 0.44 0.09 0.53
2.50 5.00 1.70 LD3 1.00 0.65 0.48 0.07 0.55
3.00 5.00 1.70 LD3 1.00 0.64 0.52 0.06 0.57
5.00 5.00 1.70 LD3 1.00 0.63 0.60 0.04 0.61
4.00 5.00 1.70 LD3 1.00 0.63 0.56 0.05 0.60
3.50 5.00 1.70 LD3 1.00 0.63 0.54 0.06 0.58
4.40 5.00 1.70 LD3 1.00 0.63 0.58 0.05 0.60

Table B.7: Results on nursing notes
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I:L I:U I:S P SP Recall Precision Fallout F-measure
1.00 4.00 0.80 Exact 0.80 0.97 0.54 0.14 0.70
1.00 4.00 3.00 LD3 0.80 0.69 0.45 0.14 0.54
1.50 4.00 3.00 LD3 0.80 0.69 0.46 0.14 0.55
1.50 4.00 2.00 LD3 0.80 0.71 0.46 0.14 0.56
1.50 4.00 1.70 LD3 0.80 0.96 0.53 0.14 0.68
1.50 5.00 1.70 LD3 0.80 0.96 0.53 0.14 0.69
1.50 5.00 1.70 LD3 0.60 0.96 0.47 0.18 0.63
1.50 5.00 1.70 LD3 1.00 0.96 0.54 0.14 0.69
1.50 5.00 1.60 LD3 1.00 0.97 0.54 0.14 0.70
1.00 5.00 1.70 LD3 1.00 0.96 0.53 0.14 0.68
1.70 5.00 1.70 LD3 1.00 0.96 0.56 0.13 0.70
2.00 5.00 1.70 LD3 1.00 0.95 0.57 0.12 0.72
2.50 5.00 1.70 LD3 1.00 0.94 0.61 0.10 0.74
3.00 5.00 1.70 LD3 1.00 0.94 0.66 0.08 0.77
5.00 5.00 1.70 LD3 1.00 0.92 0.79 0.04 0.85
4.00 5.00 1.70 LD3 1.00 0.93 0.72 0.06 0.81
3.50 5.00 1.70 LD3 1.00 0.93 0.69 0.07 0.79
4.40 5.00 1.70 LD3 1.00 0.92 0.75 0.05 0.83

Table B.8: Results on record notes
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C
Unicode Whitespace Table

Code Name of the Character
U+0020 SPACE
U+00A0 NO-BREAK SPACE
U+1680 OGHAM SPACE MARK
U+180E MONGOLIAN VOWEL SEPARATOR
U+2000 EN QUAD
U+2001 EM QUAD
U+2002 EN SPACE
U+2003 EM SPACE
U+2004 THREE-PER-EM SPACE
U+2005 FOUR-PER-EM SPACE
U+2006 SIX-PER-EM SPACE
U+2007 FIGURE SPACE
U+2008 PUNCTUATION SPACE
U+2009 THIN SPACE
U+200A HAIR SPACE
U+200B ZERO WIDTH SPACE
U+202F NARROW NO-BREAK SPACE
U+205F MEDIUM MATHEMATICAL SPACE
U+3000 IDEOGRAPHIC SPACE
U+FEFF ZERO WIDTH NO-BREAK SPACE

Table C.1: Unicode space characters
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D
Input-Output Example

Figure D.1: The output produced by our de-identification application on the fictitious
clinical note presented in the introduction 1.1
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