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Abstract

Background In later years, the health care work in hospitals has become increasingly

fragmented, in a sense where different people and professions are required for the

treatment of every single patient. As a consequence, personnel should be assisted to

greater awareness of what is happening, so that they can better plan where to put in

their efforts. Making information about ongoing activities more accessible to its users

is hence important, but this will in turn require increased distribution of sensitive data

inside the hospital. The concept of flexible de-identification has been proposed as a

solution for the privacy issues raised by this, but then again new issues emerge when it

comes to how useful the de-identified data are to its authorized end users, in practice.

Methods A series of six rapid field tests was executed along with a literature review

on de-identification. The purpose was to explore some ideas to how de-identification

could be implemented for information screens located in public and semi-public hos-

pital environments, such as hallways, where personnel are likely to see them. The

appropriateness of several techniques for de-identification was hence evaluated for

being used in real-time visualizations, in contrast to previous known applications of

the concept. This input was in turn used to design a high-fidelity prototype for use in a

series of four experiments in a usability laboratory. The experiments involved role-play

sessions, where nurses from a university hospital used the prototype in a simulation of

realistic ward work. In a focused interview directly afterwards, they each assessed the

usefulness of having a system available in such locations, considering that the informa-

tion was de-identified. Moreover, the nurses evaluated six alternative approaches to

de-identification of the sensitive information, and ranked them with respect to which,

if any, would be best suited for use in their regular work environment.
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Results The experiments indicate that users appreciate being notified via large screens

when new information is available, but disagree on what is the preferred level of de-

identification. Some would emphasize the legislative requirements and privacy issues

raised, while others would put their own utility needs first. As a response to this, an

interactive prototype was designed to demonstrate how users can be given interactive

control over how identifiable the displayed information is. This idea of giving users

flexible control over what is seen on a screen, depending on how they assess the con-

text for access, is grounded in a framework for evaluation that considers the quality

requirements of identification utility, legislation and usability.

Conclusion Useful applications of non-interactive de-identification to screens in pub-

lic environments, are effectively disqualified by the legislative requirements regulating

how personal health information can be disclosed. The de-identification can how-

ever be useful for enabling an intermediate security level, which can be accessed as

long as there is a authorized user present. Appropriate techniques for achieving such

de-identification, are found to be suppression of variables, coding, masking and gener-

alization. With this overall approach, users may gradually authorize themselves until

the required utility is reached, and hence be able to access useful information in public

places. The information depth available must also be accordingly limited, so that the

increased risk of abuse is mitigated. The result is possibly a security mechanism that is

both legal to implement, it serves the utility needs of personnel, and it is more usable

in practice than existing time-demanding login routines. Finally, these ideas have been

included in the design of an interactive prototype, which still remains to see tested in

practice.
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“If you think encryption solves your

security problems then you don’t

understand encryption and you don’t

understand security.”

Roger Needham

PROFESSOR OF COMPUTER SYSTEMS,

UNIVERSITY OF CAMBRIDGEChapter 1

Introduction

1.1 Background and motivation

Medical work that takes place in modern hospitals today, is well-known to often hap-

pen in a fast pace and may even appear chaotic (Sandberg, Ganous & Steiner, 2003).

Personell are frequently on the move between locations, or switching between parallel

tasks and interactions with people and systems. Interruptions, e.g. in door openings,

the hallway and on the way from one task to another, moreover cause instant changes

in the priorities of personnel (Bardram, 2005). While health care processes at the

same time become more distributed and involve increasingly more specialized people

in the care of every single patient, it is equally important to support the collaboration

between them. Providing such support through ICT may however be difficult due to

the degree of unpredictability involved (Lillebo, Seim & Faxvaag, 2010; Melby & Tou-

ssaint, 2009). A common observation from the peri-operative domain (before, during

and after surgery) is nevertheless how operation personnel may “peep into the coor-

dination room, check the status, drawing their own conclusion with regard to their

own work, and silently carry on” (Bardram, Hansen & Soegaard, 2006b). An impor-

tant approach to coping with the problems described above, is hence to increase the

personnel’s awareness of currently ongoing activities, so that they are better able to

self-coordinate their own efforts. Creating such awareness systems will however de-

pend on providing status information to these workers, and to provide it right where

they are without causing even more interruptions.

An example of such as system is the Cetrea Surgical system, a peri-operative com-

1



2 Introduction

Figure 1.1: Cetrea Surgical screens installed in the hallway outside operation

theatres.

munication and coordination system (PoCCS) that connects the emergency reception,

patient wards, operation rooms, operation coordinators, and the sterile supplies de-

partment through one graphical user interface (Bardram, Hansen & Soegaard, 2006a).

Via large touch-enabled screens the clinicians may communicate progress information

about patients, chat, and adjust their future operation plans. When the author par-

ticipated in a risk assessment session during a pilot installation launch of the system,

an issue was however identified in that the screen’s placement on the wall in the op-

eration corridor (see figure 1.1), was crucial in order for all intended actors to utilize

it easily. On the other hand, the screen could at the same time be seen and its con-

tents read by everyone having physical access to the area, which included both nurses,

physicians, surgeons and coordinators, as well as cleaners, security guards and even

patients being transported in and out of surgery.

Whiteboards, in both “old-fashioned” and digital versions, are also well-known im-

plementations for providing status update information to personnel. Due to their size

and visibility, the information becomes very available to those who need it, while their
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usefulness also depend on being situated in places where clinicians often come by

(Bardram et al., 2006b). The purpose of public boards and displays is hence to make

information more publicly available, yet the sensitivity of the information displayed

would normally vouch for a more private approach (O’Neill, Woodgate & Kostakos,

2004). The contradiction that must be solved here is then how to make private in-

formation publicly available, without revealing any sensitive information to outsiders

like patients, visitors or other hospital workers who have no reason for accessing it.

The traditional paradigm of personal computing may therefore prove a bad match

to such hospital work in many aspects, including security-wise (Rogers & Rodden,

2002). Large screens like those in figure 1.1 are not used in a private sphere like a

normal PC. As commented above, everyone that pass by could catch a glimpse of the

information being displayed, given that a single user has provided the credentials re-

quired to access sensitive data. Nevertheless, it is the user who has been authorized

by the system, who is responsible for preventing unauthorized redistribution of the

accessed information. In public and semi-public environments like this it may un-

fortunately be impossible for the user to actually be in such control of the displayed

information, e.g. if curious visitors or cleaners happen to stop by. Therefore, this

problem becomes an important design issue to solve for such systems.

Another issue is that the nomadic work, faced by e.g. clinicians whose area of

action comprise several departments, is badly supported in electronic patient record

(EPR) systems that tie up every user session to a single computer. In practice this

requires users to spend much time only logging on and off when they change between

tasks and locations, as observed by e.g. Fuglseth (2008). For the case of coordination

systems in particular, users cannot be expected to spend much extra effort on becoming

and staying informed. Many systems in use in hospitals today nevertheless require

the users to deal with relatively time-demanding routines before getting access. In

addition, users cannot simply return to computer work which was left aside just a few

moments earlier, but must often start all over again when interruption occurs, unless

the computer is being locked and others cannot use it in the meantime (Heckle &

Lutters, 2011).

Other challenges are in addition added by the users’ needs of sometimes working

individually, yet suddenly change to collaborative work in a group when necessary, and

then perhaps changing back again. In itself, this is a significant design issue for CSCW

research (Ishii, 1990). When the group also consists of users having different system

privileges and restrictions on their access rights, it becomes difficult to provide a cor-
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rectly balanced view of the information, so that both the usefulness of the information

is preserved, as well as the privacy of the patients involved (Faxvaag, Røstad, Tøndel,

Seim & Toussaint, 2009). Sometimes the access rights of system users may not even

be reflected by their needs for information in the real world, adding to the problem’s

complexity (Heckle & Lutters, 2011). A key challenge is therefore to establish group

access control mechanisms in systems that are designed for supporting the creation of

awareness on current activities in a hospital (Iachello & Hong, 2007).

1.2 Co-Operation Support Through Transparency

The Cetrea Surgical system was, as briefly introduced above, pilot tested at Trondheim

University Hospital from January to June 2011 as part of a research project called Co-

Operation Support Through Transparency (COSTT). The project has been funded by

the Research Council of Norway’s VERDIKT (“Core Competence and Value Creation

in ICT”) program, and run by the Norwegian Research Centre for Electronic Patient

Records (NSEP). COSTT is a multi disciplinary research community at the Norwegian

University of Science and Technology (NTNU) in Trondheim, and the pilot with Cetrea

Surgical was used for facilitating a range of qualitative studies in the project.

The COSTT project’s main goal is to support health care personnel in self-coordi-

nating their work. Instead of an increased focus on controlling the flow of work and

planning “perfectly” in advance, the involved actors should be provided an overview

over process progress and status and thus become better fit to both plan and re-adjust

their efforts. This is expressed through two of the project’s overall objectives: (1)

“To enable flexible, ’just-in-time’ coordination of work in a highly collaborative and

dynamic work environment” and (2) “To achieve this by creating a shared work space

that gives all the actors involved in the collaboration real-time insight into the work

process, e.g. its progress and possible deviations from the expected course.”. The

system targeted in COSTT is not intended to be another full-powered EPR system for

manually entering large amounts of data. Instead, it will gather events created by e.g.

sensors and data entries in other systems, and enrich those with a context, i.e. relations

to patients, locations and personnel, which in turn makes the events interpretable. The

information will be most suited for use in real time, despite that one could imagine

statistical data being produced from this as well (Bardram & Hansen, 2010).

Eventually, the interpreted information will need to be presented in some kind of
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visualization and made available to the hospital workers for them to make use of it.

This is also in line with the idea behind Cetrea Surgical, which is to “get information

stored in clinical booking and scheduling systems ’back on the wall’ by designing a

large interactive display technology [...]” (Bardram et al., 2006b). During the first

week of pilot testing, it was however uncovered that it was hard for ward nurses to

know when someone tried to reach them via the chat function, since due to privacy

issues at the ward, the particular screen had to be placed alone inside a small room so

that checking the screens for new progress information had to be actively pursued by

the nurses there. A nurse said eagerly: “We should rather have had this screen hanging

outside on the wall, so that we could more easily see whether something happens that

requires our attention!”.

1.2.1 Introducing de-identification in COSTT

In previous work related to the COSTT project, a concept of “flexible de-identification”

is proposed by Faxvaag et al. (2009) to mitigate the threats to privacy when imple-

menting a system that will expose clinical data on large wall-mounted screens. The

question asked is how sensitive data can be removed from a visualization, when the

remaining data still must convey meaning for those who are authorized to access it.

The authors examplify a justified scenario where the visualization still serves its pur-

pose without disclosing full identification of the patients and personnel involved in the

visualized cases. Then, a number of approaches on how to implement the required se-

curity measures are suggested (quote):

1. To reduce the level of granularity by de-coupling actor and role (e.g.,

replacing name of actor with name of role that the actor enacts)

2. To de-identify by abstracting (e.g., replacing ’patient with a tumour

in ileum’ with ’patient with neoplastic disease’),

3. To de-identify by replacing direct identifiers with pseudonyms, and

4. By logging of individuals’ as well as teams’ use of information visual-

izations.

These approaches are still left for exploration in the context of a real-time system,

both in terms of how well they can serve the users’ needs for utility, and how well they

protect the privacy of those who are exposed. The suggested approaches above will

hence form the main entry point for this study.
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1.3 Theoretical framework

Figure 1.2: De-identified data set (to the left), intersected with a publicly available

identified data set.

De-identification is normally associated with a “scrubbing” process that is applied

to data sets which contain sensitive patient information. Such processing is normally

mandatory, and takes place before the data are disclosed to a third party, e.g. from a

hospital to a medical research group. In those cases, it is also usually an explicit objec-

tive to avoid the re-identification of any individuals in the disclosed data, by removing

or altering any information that can be used to trace sensitive information back to

its origin. Later, in chapter 2, it is however discussed how such re-identification still

can be done in many cases, using data linking attacks where common fields, i.e. the

intersection of the de-identified data set and another data set in which individuals are

identified, are matched and reducing the subset of individuals to one individual, which

has then become re-identified. This is also briefly illustrated in figure 1.2, where the

de-identified data set (left circle) contains medical information such as diagnosis for

patients, as well as their postal code, birth year and sex. At the same time, all of these

three last variables are found in publicly available databases in Norway today, such

as online searchable phone catalogs (right circle), where the variables are attached to

an identity with name, address and phone number. If the subset of sensitive records

having a particular combination of these three variables is narrowed down to one, and

the attacker knows that a certain individual is contained in the set, then these three
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variables alone will certainly provide access to the sensitive record in question.

In this project however, de-identification will rather be explored with a goal facili-

tating re-identification, but only for those users who are actually authorized to access

the identified information. The theoretical foundation which may enable such a con-

tradiction, is based on the linking of data sets — however, as opposed to the previously

mentioned attacks, the identified data set that must be correctly associated in order

to re-identify the de-identified individuals, is not publicly available. Instead, it will

possibly reside in the memory of those who are indeed authorized to access the mean-

ing of the de-identified data set, i.e. nurses, physicians and others who need such

information in order to provide care.

Figure 1.3: Aggressively de-identified information about a hospital event (to the left),

intersected with knowledge held by its authorized users (the identified data set).

The essence of this theory is illustrated in figure 1.3 where the de-identified data

set (left circle) now contains three example variables that could each be important

for a typical status event message that being useful for coordination purposes, while

leaving out the “who” variable to make it (possibly) de-identified. The identified “data

set” (right circle), residing in the memory of those who may also have knowledge

about the clinical state of the patient, will correspondingly contain some information

about diagnosis and treatment. Although no-one can foretell the future with certainty,

these persons might also be able to know or infer some events that can possibly happen

to the patient in question. Therefore are the “where”, “what” and “when” variables
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also contained in this data set, making an intersection equal to figure 1.2 and hence

enabling the linking “attack”.

A relevant example could be that a patient, who is currently undergoing an opera-

tion, most likely will be transferred to the post-operative unit in a foreseeable scope of

time, unless something unexpected happens. The nurse who will make plans for get-

ting the patient back, may benefit from knowing that things go according to plan, and

further infer when to expect a message that the patient is ready for being taken back

to the ward. At the same time, a nurse from another ward, or another patient, would

probably not have such information about this particular patient, and could therefore

not draw the same conclusions.

The main question nevertheless remains what level of information detail is re-

quired for personal health information (PHI) to still be meaningful to those who are

authorized to access it.

1.4 Problem description

The sections above have outlined several challenges involved in digital support for

collaborative work in hospitals. In order to focus the work to be done in this thesis, a

more condensed problem description defines on a high level what should be investi-

gated further:

How can both the information utility for users be maintained and

the privacy for patients be protected, when potentially sensitive personal

health information (PHI) is used for supporting collaboration in a hospital

setting, and hence being increasingly distributed in public and semi-public

environments?

1.4.1 Research questions

As already introduced above, the use of de-identification could potentially replace pos-

sibly less appropriate access control mechanisms used today. It is however unknown

to which extent de-identification may fulfill the utility needs of users, since essential

information is removed for acheiving sufficient protection. The problem description

above is hence broken down to two research questions, which each will be answered

in chapter 5:
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RQ1 Which methods are the most appropriate for de-identification in real-time ori-

ented visualizations containing patient health information?

RQ2 How do de-identified visualizations perform compared to what medical person-

nel need and what current practices are?

The research questions each address the implementation of de-identification in

real-time visualizations, both with respect to how usable they are in practice, and

also how well they protect the privacy of patient. The first will evaluate both already

known techniques and uses of de-identification, as well as new design ideas that may

arise along with the project. The goal is to limit the number of possible approaches,

so that it becomes feasible to investigate the remaining ones more thoroughly. Then,

the second question will serve to evaluate these candidate designs against the reality

of needs raised in a hospital today. This second evaluation will hence take particular

interest in how such implementations are evaluated by their potential users, calling

for user involvement to be done.

1.4.2 Additional considerations

For the work in this thesis, it is important to make a distinction between access con-

trol, and what can be called disclosure control. While the former deals with users’

access rights to the information, the latter is concerned with the occurence itself of

information disclosure, which represents a slightly broader scope. Wanted disclosure

can indeed happen and be controlled through the use of access control. Unwanted dis-

closure on the other hand, includes security breaches in organizational infrastructure,

computer systems and devices, as well as disloyal employees, but does not require a

fault in the access control mechanism to occur. Unwanted disclosure can also happen

through initially wanted (or authorized) disclosure, since information that should not

be disclosed can become mixed with or embedded within information that is inten-

tionally disclosed (Ohno-Machado, Silveira & Vinterbo, 2004).

Disclosure control hence aims at controlling information that is released outside

protected channels also, where de-identification can be introduced as a potentially

useful tool. Since access control provides protection against direct disclosures, but at

the same time does not address disclosure that is a product of inferences drawn from

the released data set, disclosure control is a topic outside traditional work on access

control (Sweeney, 2001). This distinction is also present in a misuse case diagram for
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the envisioned COSTT system in figure 1.4, where some preliminary de-identification

technique suggestions are included as well.

Figure 1.4: High level misuse case diagram for the targeted COSTT system.

For the question of what level of information detail can still protect the privacy of

patients, the answer will most likely depend on what protection is required in different

locations and contexts. The hospital has several kinds of places where information

screens could potentially be placed, including ward hallways, waiting rooms and other

areas being open to the public in general. Other locations are rather semi-public due

to access control restrictions, being limited to an uncontrolled variety of subsequently

authorized actors. Such areas are for instance operation rooms and corridors, normally

accessed by e.g. surgeons, anesthesiologists and operation nurses working there, but

also cleaners and security personnel. Although these areas are commonly protected

with physical access control mechanisms such as door locks, hospital personnel can tell

many stories about people being where they are not supposed to be, both intentionally

and unintentionally. Areas protected by doors requiring ID-card and PIN-code are

hence not impregnable fortresses, but exposed to e.g. people following someone else

through.

Another challenge could also be to decide which thresholds can be used to deter-

mine when the information is de-identified or not, so that an implementation would
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be in accordance to the law. For all systems that manage PHI it is very important

to properly protect the privacy of patients, and if the targeted COSTT system is not

able to meet the criteria set by national legislation and privacy authorities, it may be

rejected by these, independently of how well it works functionally-wise.

1.5 Ethics

When experimenting with placing sensitive patient health information (PHI) in public

areas, the privacy oriented crowd might feel immediate concerns rising. As long as

there is no formal evidence for a de-identification method that ot protects all informa-

tion displayed at all times in every context possible, there will exist a risk for system-

atically sharing sensitive person data with the world. Taking a step down would be

to only pursue screens placed behind a desk or in a restricted meeting room, which

would surely mitigate that risk effectively. Experimenting with public exposure is how-

ever chosen to test how useful de-identification can be as a method in itself, for use

in real-time coordination of patient treatment. Therefore, all other access control re-

strictions must be kept out of the picture while exploring this matter. Then finally,

if de-identification proves not to be sufficiently powerful by itself, one must consider

additional or alternative measures to protecting the sensitive information properly.

On the other hand, when introducing de-identification and hence making patient

identification ambiguous, severe objections from a patient safety point of view may

arise. If clinicians are to impose actions on a wrong patient because of a system that

is designed to make this a both possible and plausible scenario, then the topic should

very well be left unexplored. Having this in mind, it is still interesting to explore a

potentially useful dimension within the field of information security in CSCW. It will

however not be recommended to proceed with any solution in ways that might lead

to fatal side effects.

It is also important to note that although this project deals extensively with sen-

sitive personal health information, no real such information is ever encountered. All

patient cases that were used in the experiments and in this report are made up, in-

cluding the patient list in appendix H.

When initiating the qualitative study, a permission was granted by the privacy com-

missioning authorities at Norwegian Social Science Data Services (NSD), so that we

could talk to health workers in the hospital. The Regional Committee for Medical Re-
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search Ethics (REK) had already approved of the COSTT project as a whole, including

the types of experiments that are described in chapters 3 and 4.

All participants in the experiments have been anonymized in both the final report

and papers. Those who participated in the lab experiment signed an informed consent

form, and were also given an information sheet stating what data was gathered, and

how it would be used — see appendix G.

1.6 Structure

This first chapter has already introduced the project and its challenges, while chapter

2 will continue with an overview of available relevant literature that contributes to the

study. Chapter 3 then describes how the research was framed, before motivating and

describing in detail the methods that were used for data collection. The execution of

and results from the design research work is then described in chapter 4, before results

from the experiments are analyzed in chapter 5, framed within the research questions.

A discussion of these results, how they were obtained and how they relate to previous

findings, is subsequently found in chapter 6, along with a prototype that is suggested

for further work in the field. Finally, the thesis is concluded in chapter 7.

1.7 A note on collaboration

The whole period of experiments work, which is described in detail in chapter 4,

was done in mutual collaboration with PhD candidate Børge Lillebo. He was at the

time working at the Norwegian University of Science and Technology (NTNU) on his

doctoral thesis in Medical Technology, and additionally holds a doctoral degree for

physicians (M.D.), with previous experience as an intern and resident at surgical de-

partments in three different hospitals.

Lillebo’s research challenges addressed visualizations for improved coordination

among personnel in a medical context, and almost at the same time as my work started

out, he initiated a study on real-time visualizations of information about patient care

activities. Since his visualizations would require an edge towards information secu-

rity, and in addition I needed a system like the one he pursued to design, for testing

purposes, we were able to merge our goals, and hence our prototypes, interviews and

experiments, into a common effort.
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Refer to appendix D for a more detailed specification of which are his contributions

towards my work.
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“In science read the newest works,

in literature read the oldest.”

Edward G. Bulwer-Lytton

BRITISH POLITICIAN AND POET

Chapter 2

Literature review

This chapter presents research and other relevant literature that consider de-identifi-

cation and related ideas for protecting patient health information (PHI). A range of

different techniques for de-identification are introduced, and each is briefly assessed

towards appropriateness for the intended use in this thesis. While de-identification is

the main topic, its targeted application also builds on an understanding of also addi-

tional topics addressed, and a closer look at how sensitive information could be taken

into shared spaces in practice. This chapter also considers legislative requirements

that are considered relevant for sharing PHI in the targeted contexts.

2.1 Privacy

The purpose of exploring de-identification is not make life harder for hospital work-

ers, forcing them to spend energy interpreting “vaguely” expressed messages. On the

contrary, few people in the world will have a more internalized perception of what this

research is trying to protect, namely what is known as privacy. Ever since Hippocrates

invented the art of medicine, the confidentiality of patients’ health information has

been a principle of respect that scholars must learn and practitioners must exhibit in

order to maintain the trust of the people who confide all sorts of conditions to them

(Moskop, Marco, Larkin, Geiderman & Derse, 2005). Today’s medical oaths echo this

principle, for instance the World Medical Association’s Declaration of Geneva which

contains the statement “I will respect the secrets which are confided in me, even after

the patient has died.” (Reich, 1995).

15
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Privacy is a concept that needs to be understood before designing solutions for it,

especially when the systems are to be placed in public spaces where users often co-

exist in a commong space with people they do not want to interact with (Little, Briggs

& Coventry, 2005). Here we have two aspects to privacy that should be considered,

where the first of physical privacy concerns the spatial properties of where interaction

takes place, e.g. if a screen is turned away from the public, and the second of psycho-

logical privacy that describes every individual’s need to control access to oneself. One

of the first models of privacy however suggests four types of privacy: solitude (being

free from observation by others), intimacy (small group seclusion), anonymity (free-

dom from surveillance in public places) and reserve (limited disclosure of information

to others) (Westin, 1967). The last type has the function of protecting communica-

tion, which limits the sharing of information to only trusted others. Westin’s model

has been further developed by Pedersen (1999), who re-defines the anonymity type to

“being seen but not identified or identifiable by others” — an interesting definition in

the context of exploring of de-identification.

Within the field of computer science, the term of privacy is often related to pro-

tection of data against various risks or during transmission (Little et al., 2005), or

a statement of what data is being collected during an online session (“privacy poli-

cies”). However, in some cases another perspective is entered, such as the “ability of

an individual (or organization) to decide whether, when, and to whom personal (or

organizational) information is released” (Saltzer & Schroeder, 1975). This approach

suggests both a certain amount of flexibility in the privacy mechanisms, and that pri-

vacy is related with an active relation from the information holder to the information

itself. This will all still be heavily dependent upon the context in which it occurs

(O’Neill et al., 2004).

“Public” and “private” are either not absolute and static measures (Boyle & Green-

berg, 2000), but as for the case with privacy, their meaning will depend on the context.

Such meaning may also change over time, in conjunction with changes in the society

elsewhere. When new technology is introduced, patterns of both use and social norms

may change in addition, making what is considered “acceptable” behavior subject to

these changes, too (Bellotti & Sellen, 1993). This however makes developers of new

technology responsible for both preserving and changing policies for privacy, since

technology is not neutral when this topic is considered. Rather, it can have large im-

pact on the extent to which people have control over their personal data.
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2.2 Legislation

In Norway, rules and regulations on the duty of secrecy and how colleagues are al-

lowed to share PHI, are mainly found in the act relating to the Processing of Personal

Data (Norwegian statute, 2000). In addition, for handling personal health data in

particular, the act on Personal Health Data Filing Systems and Processing of Personal

Health Data (Norwegian statute, 2001) is essential. This second statute also imple-

ments the EU personal data protection directive for the health domain, and altogether,

these laws provide a number of useful definitions for the work to follow. Those which

are considered most relevant, have been quoted below:

Personal data “Any information and assessments that may be linked to a natural per-

son.”

Sensitive personal data “Information relating to [...] health [...].”

Personal health data “Any information subject to the duty of secrecy [...] and other

information and assessments regarding health matters or that are significant for

health matters, that may be linked to a natural person.”

Processing of personal health data “Any use of personal health data for a specific

purpose, such as collection, recording, alignment, storage and disclosure or a

combination of such uses.”

Data subject “The person to whom personal health data may be linked.”

Consent “Any freely given, specific and informed declaration by the data subject to

the effect that he or she agrees to the processing of personal health data relating

to him or her.”

De-identified personal health data “Personal health data from which the name, per-

sonal identity number and other characteristics serving to identify a person have

been removed, so that the data can no longer be linked to a natural person, and

where the identity can only be traced through alignment with the same data that

were previously removed.”

Anonymous data “Data from which the name, personal identity number and other

characteristics serving to identify a person have been removed, so that the data

can no longer be linked to a natural person.”
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Pseudonymous health data “Personal health data in which the identity has been en-

crypted or otherwise concealed, but nonetheless individualized so that it is pos-

sible to follow each person through the health system without his identity being

revealed.”

As deduced from the first two definitions, personal health information (PHI) is

regarded as sensitive whenever it can be connected to a specific physical individual.

However, if the health information is no longer possible to connect with a specific in-

dividual, it will also not be regarded as sensitive anymore, and the need to regulate

access and disclosure becomes superflous (Andresen, 2010). In the list of definitions,

there are already mentioned three useful approaches to such de-identification, i.e.

anonymization, de-identification and pseudonymisation. However, only the first of

these qualifies to be exempted from privacy regulations. The table in figure 2.1 more-

over reflects how these approaches are ordered from more to less strain on the privacy

of patients, from the left to the right, in the bottom row. Finally, the middle row

represents the granularity of identification, illustrating that fully identified data and

pseudonymized data will have the same accuracy.

Figure 2.1: Outline of levels of patient identification (Andresen, 2009).

For the case of anonymity, the definition mentions name and personal identity

number as identifying information that must be removed in order to protect the indi-

vidual from ever becoming re-identified through the disclosed data. In addition, all

other characteristics that hint towards such re-identification shall be treated in the

same way, however not giving any criteria to help evaluating what a sufficient thresh-

old of anonymity will have to be in practice. Andresen (2010) comments that it is

hard to give general answers to what is sufficient for anonymity, but that the person or

organization responsible for disclosing anonymized health data must take great cau-

tion when doing so. In practice this requires any hints that may reveal the patient’s

identity to be removed, and deliberate action may be required to sacrifice their ac-

curacy as well, e.g. by generalizing values such as ages into age groups (Andresen,
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2009). This is because anonymized data may be published and known for all future,

and hence do not require additional data protection. Anonymization is hence only

useful in situations where re-identification of the patient is never needed.

While the purpose of de-identification is also to prevent re-identification of indi-

viduals, it is a concept open to doing precisely this as well. For such re-identification

to be allowed, the definition however requires a dependency towards re-supplying the

data which has been removed in the de-identification process. This threshold implies

that it should not be possible to gain access to individual identities by guessing, yet

there is still no general rule for what will be an acceptable level of de-identification.

In preporatory works for the EU Data Protection Directive (1995), which provides a

common minimum standard to be implemented in the members’ national laws, it is

stated to require “an unreasonable amount of time and manpower” to consider an

individual being unidentifiable in a data set. In Canada, there are statutory tests for

degrees of identifiability, ranging from “reasonably forseeable” to “readily ascertain-

able” or “obvious” (El Emam & Kosseim, 2009). These thresholds however do not

depend on being applied from a particular perspective, e.g. a motivated intruder vs.

an average layperson, nor do they reference expressly the level of resources, time or

effort needed for re-identification.

For situations where protected access to identities in a data set is a necessity, the

last option of pseudonymization can be applied. The motivation for enabling such

access is to enable linking of information to individuals, for instance if a hospital wants

to know whether four given operations have been done to four different patients, or if

the same patient was involved all four times (Andresen, 2009). Pseudonymization is

based on encryption of all identifying information, protecting the individual’s identity

against anybody except those with access to the pseudonym’s meaning, still referring

to that unique individual. This level of uniqueness is not guaranteed nor desired with

both de-identification and anonymization. Pseudonymous data will however have the

same legal status as de-identified data, as shown in figure 2.1.

2.2.1 HIPAA requirements to de-identification

The Safe Harbor policy found in paragraph 164.514 of the Administrative Simplifica-

tion Regulations promulgated under the Health Insurance Portability and Accountabil-

ity Act (HIPAA) in the USA (1996), provides two options for data sets that shall satisfy

a legal characteristic of being de-identified.
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The first possibility is that the data is purged of a specified list containing 18 cate-

gories of potential identifiers that are related to either the patient or relatives, house-

hold members and employers, and any additional information that could make it pos-

sible to re-identify the individual in question. This would include personal names,

addresses and telephone numbers, yet the final category is commonly interpreted

to comprise clinicians who were working with the patient, as well as the names of

hospitals, clinics and wards (Uzuner, Luo & Szolovits, 2007). When this process of

de-identification is completed, a public-use data set is generated with no restrictions

attached to its use. This is however criticised by Sweeney (2001) for incorrectly be-

lieving that de-identified data equals anonymous members of the data set, an issue

taken further in section 2.6 below.

A second possibility allows an individual with knowledge and expertise on de-

identification, for instance an expert statistician, to determine that the information

contained in the data set is subject to very small risk of being used, ’alone or in com-

bination with other reasonably available information, by an anticipated recipient to

identify an individual who is a subject of the information’. This alternative approach

may however allow more ’gray’ room than the first approach, and should be chosen

when the level of risk towards the recipient is clear (El Emam & Kosseim, 2009).

2.3 Secondary uses of patient health information (PHI)

Patient health information is primarily required and intended for the treatment of

patients, such as information that is held for each patient in an EPR system, and used

for e.g. giving the right medicine or amputating the right leg (or the left). These pieces

of information may however also have relevance and value outside the immediate

process of providing care. Such relevance may lead to so-called secondary uses that

serve a variety of functions, yet somewhat remote from the patients’ expectations to

what their personal information is being used to.

The occurencies of secondary uses found in literature, has that in common that it

happens outside the health care organization. This may not be very surprising either,

since that what often happens inside a hospital is the primary use of the information.

As a consequence, what is found of research involving de-identification is normally

targeted at these kinds of uses as well. Using PHI for coordination purposes, may

nevertheless be defined as secondary use when for example a nurse’s awareness of
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progress in a particular ongoing surgery will allow him/her to plan other activities

ahead, before returning to care for that particular patient. While this simple scenario

represents the targeted context of use better than the background for existing liter-

ature which considers de-identification, a brief presentation of other secondary uses

is still provided below, for the purpose of informing the discussion of legal aspects to

de-identification.

Providing data for both academic and commercial research on public health and

the effects of various treatment methods is a well-known example of secondary use,

mentioned by e.g. Andresen (2009), Behlen & Johnson (1999) and Appari & Johnson

(2010). De-identification works as a crucial enabler of making clinical data available

to for instance epidemiological investigations, and collection of data on drug inter-

actions and side-effects (Wellner, Huyck, Mardis, Aberdeen, Morgan, Peshkin, Yeh,

Hitzeman & Hirschman, 2007). In fact, researchers within the field of automated

de-identification do need to access large quantities of medical records for testing and

further developing such tools themselves (Yeniterzi et al., 2006). Other purposes of

use may include decision support on a national level and reimbursement settlements

(Andresen, 2009), and policy making (El Emam, 2008). It is however likely that de-

cision support on a local basis commonly occurs too, based on data the organization

already possesses.

The most comprehensive type of secondary use is however so-called registers, al-

though essentially being enablers of many other secondary uses. A register is not

only a database, but also comprise an operating organization, responsibilities and du-

ties for others to report to the register, and restrictions for use defined by a legal

authority (Andresen, 2009). All information disclosed for secondary use is normally

de-identified in a way that makes re-identification impossible, however for some reg-

isters it may be important for its function to be able to associate de-identified data

from different data sets with one another. An example may be The Norwegian Pre-

scription Database (’Reseptregisteret’, in Norwegian), from which various stakeholders

demanded statistics based on prescriptions and dispatch from pharmacies to individ-

ual patients, although not intending to re-identify any of the particular patients and

physicians. Andresen (2009) further describes how all pharmacies report prescription

data electronically every month to a central data collecting point, which in turn sends

the data to a trusted third party. By using pseudonyms, the identities of both patients

and physicians are encrypted, so that when the register owner, the Norwegian Insti-

tute of Public Health, receives the data, it can be linked to existing statistics, however
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not re-identified without the encryption keys that are held by the trusted party. The

pseudonyms both ensure that the register can fulfill its assigned purpose, while the

privacy of patients and physicians is protected. Another example, is if participants in

a clinical study are undergoing genetic tests and it may become necessary to inform

the patient or their physician if these additional tests reveal a risk to the participants

or their families (El Emam & Fineberg, 2009).

Andresen (2009) subsequently describes the political debate around the introduc-

tion of pseudonymous registers in Norway, especially when the Ministry of Health in

2006 suggested making the Abortion Register a pseudonymous register, but in 2007

was decided by the Government to be a de-identified register instead. The Data In-

spectorate had argued that people knowing about this register might be influenced in

their decisions on whether to have an abortion or not, and so the register would not

only reflect but possibly affect the health care activities. Andresen comments that the

confidentiality of a pseudonymous register is based on trust in today’s society, while

the possibility of reversing pseudonyms might arise some time in the future if privacy

values are not held intact.

Appari & Johnson (2010) nevertheless argue that little research has examined the

patients’ perception of their health records being shared. An exception is Campbell,

Thomson, Slater, Coward, Wyatt, & Sweeney (2007) who found that about 28% to

35% of the 166 UK respondents considered themselves netural to their PHI being used

anonymized by physicians for other purposes –– including both age, sex, ethnicity, rea-

son for treatment, medical history, personal habits impacting health, type of treatment

obtained and side effects of treatment. Only about 1 in 8 of the survey’s respondents

expected to be asked for permission if their physicians used PHI for a wide variety of

purposes, which included sharing how the treatment is working with other physicians

in the hospital and writing research articles about diseases and treatments.

2.4 Hiding information from outsiders

A problem that commonly arise when several individuals are viewing the same com-

puter screen, is that potentially private information, such as personal health informa-

tion (PHI), may be disclosed to someone who is not authorized to see it. This may

happen both when many people are using the same computer, when projecting the

data on a larger screen, and if someone happens to see someone else’s screen over



Hiding information from outsiders 23

their shoulder. Whenever the possibility of sensitive patient health information (PHI)

disclosure is present, the users today often have few options available when it comes

to controlling exactly what information to show on the screen. Either the system and

hence PHI is open and visible for everyone being close enough to read, or it has to

be closed down or minimized in order to conceal it from unauthorized insight. Some

professionals who work in crowded areas such as the metro, however use physical

filters on their laptop screens or cellular phones in order to limit the angle of insight

(Iachello & Hong, 2007; Gass et al., 2007).

Privacy-augmented displays is on the other hand a concept for alterations of screen

contents that do not require any additional physical equipment, and also distinguishes

private data from public very clearly. This includes an idea of automatic blinders,

being an approach where black squares are placed over particular private areas of a

graphical user interface such as a web browser (Tarasewich et al., 2005). The au-

tomatic blinders, which in theory can find sensitive data such as personal financial

details from a banking web site and hide them by covering these areas, can be con-

trolled by the user with special mouse gestures. For instance, if the pointer is hovered

on top of a blinder, the blinder can disappear and reveal the data behind it — and

when the pointer is removed, the blinder re-appears where it was.

The technique involving blinders is also applied by Huang, Chu, Lien, Hsiao & Kao

(2008), however an interesting addition is made with a generic button for hiding per-

son identifying information (PII) being displayed, that is implemented for widespread

technologies such as HTML for web, PDF documents and XML. The component is sug-

gested for protecting patients who collect their own copies of personal health records,

by equipping them with a tool for protecting themselves against spilling sensitive in-

formation after it has been acquired. It does not require any additional hardware, and

can provide privacy preservation for people during reading.

A similar approach is to use the power of pixels to code information (Grimes &

Tarasewich, 2005), so that only the user who has defined the coding can understand

the meaning of it. For the example of financial use, a coding technique for numbers

could simply be to assign a color and shape to each number, so that e.g. a green

circle and two red circles could represent $100, however another user would use a

black square and two blue circles to tell the same thing. Experimental results suggest

that these techniques actually seem quite usable in everyday tasks. Obviously, such

personalization would strengthen the coding approach to privacy, which is normally

considered weak in practice, when codes are normally shared within a group. On the
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other hand, a group would not benefit as much from the visualization if only one of the

users can read it, as a maximum. It could even lead to dangerous misunderstandings

if one user reads one thing, while another reads something else.

Another way to code the data is to depict data in a graphical and artful way, very

much like optical cryptography, however being easier to read by the recipient who

knows what pattern to look for (Stasko, McColgin, Miller, Plaue & Pousman, 2005).

Stock quotes could for instance be hidden in a cloud hovering over a landscape, al-

though this technique would probably be less secure than the personalized approach

above.

Coding also occurs in plain text, and is very common among professionals in health

care. Whiteboards are used in hospitals for both reference to patients, as well as

asynchronous messaging between colleagues, and normally contain a lot of encoded

information. An example is information such as “v*A*3 Vgh Prn 09:00#12” that refers

to a particular type of medication, where the next dose (dose number 12) should be

given at 09:00 (Bjørn & Hertzum, 2010). It can however be discussed how secure

this kind of coding is towards outsiders, as health care professionals do happen to be

patients themselves sometimes, and could possibly decode the message with ease.

Single Display Groupware (SDG) is a research topic challenging the standard mo-

del of one user working on one computer, by allowing each individual user personal

access to a system although the screen is available to the whole group (Shoemaker

& Inkpen, 2001). The main idea is that if a user can supply a private input to the

system, the system will return a private output specifically for that person, and at the

same time that there is a public output presented to all users who can see the screen.

The authors claim that mixed shared/public displays could provide opportunities for

enhanced collaboration, supporting both shared data and individual exploration of

the data. The implementation however requires the users to wear special 3D glasses

that make only every other video frame visible to each of them, but the accompanied

user study provided little negative feedback. Later, the original concept has been com-

mercialized by Sony, and was introduced in 2011 at the E3 expo, however advertised

as the PlayStation TV replacing the traditional split-screen approach to multiplayer

games on a shared screen (Macrae, 2011).

A very simple strategy for limiting the possibility of unintended PHI disclosure

would be to limit the size of the screen. A study involving 60 participants concluded

that the users’ perceptions of privacy were strengthened by reducing the screen size

where personal data was displayed, for screen sizes of 12”, 15” and 17” (Little, Briggs
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& Coventry, 2005). Moreover, all screens were tested with partitions on the sides,

which increased the perceived privacy additionally. At the same time, the perceived

clarity of the displayed information was not determined by the screen size, because

font and contrast was adjusted to make the information stand out anyway. Hence, the

authors conclude that the 12” screen is best suited for private transactions in a public

environment, although they recognize that not too much information can be presented

there at once. This may also pose a downside for application in collaborative work,

where people both should be able to collaborate on shared information, as well as

being able to get a beneficial overview.

Finally, another approach could be to put restrictions to the information that is

displayed, and still communicate something useful to the recipients who are able to

make any use of it in such limited form. This way of limiting a data set by removing

individually identifiable information, has already been introduced as the concept of

de-identification. As described in chapter 1, this thesis aims at exploring whether such

de-identification may be useful to users in the context of health care, more precisely

in hospitals. The next sections will therefore look further into the concept of de-

identification, its current uses and possible issues.

2.5 De-identification

The exact term of “de-identification” is probably younger than the concept in partic-

ular itself. When Behlen & Johnson (1999) first enclose the term in quotes, it is in

conjunction with a short presentation of techniques which are used for the then-called

purpose of “scrubbing” patient data, which again has been referred to as disclosure

control of microdata since the topic appeared in the field of statistics sometime in the

1970’s. The background for such “scrubbing”, is identified as a recurring idea of re-

moving personal identifying information (PII) from a database, so that the “clean”

database can be made legally available for research. At the same time, there will

not be disclosed any sensitive information, since no part of the disclosed information

would (ideally) be possible to link back to the individual it concerns. The data could

also be used for purposes other than research, which are outlined in section 2.3. The

term de-identification is not only used within the context of health care either — see

for instance Tarasewich et al. (2005) — although this is mainly where its applications

are found.
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De-identification is an approach targeted at realizing the benefits of sharing data,

while privacy concerns are minimized. Exactly how the privacy of individuals is pro-

tected, can vary, but in general it is common to simply remove information for ensuring

protection. An example could be to delete all patient names from a list of currently

hospitalized patients and their diagnoses, so that only the diagnoses are kept on the

list. Information removal must however be balanced against the wish or need to sup-

ply information that can still be useful to the recipient, i.e. keeping as much exact

relevant information as possible (Ohno-Machado, Silveira & Vinterbo, 2004). Behlen

& Johnson (1999) nevertheless argue that complete scrubbing is not feasible while

still maintaining the usefulness of data, when applied to a whole database of patient

records. Even if it was, the authors say it would not be ethically appropriate, due to

the risk of individuals being re-identified. Behlen & Johnson and also Andresen (2009)

therefore argue that de-identified data sets always must be protected with access con-

trol and other conventional information security measures at the point of query, in

order to both provide sufficient protection and maximize utility.

Later, this assertion has been challenged, and today much patient data is made

available to research through the use of de-identification (Benitez & Malin, 2010).

This is accomplished by using more formal methods of verifying the protection of data

such as k-anonymity (Sweeney, 2002), which is explained briefly in section 2.6 below.

On the other hand, when considering how the de-identification should be done, it is

beneficial to divide the data into two categories, each of whose presence will affect

which techniques to use in the process (Benitez & Malin, 2010; El Emam & Fineberg,

2009).

First are the identifying variables, such as a personal name, social security number

— and also telephone numbers, full address and email addresses — that can all be

used to directly identify an individual. If the data set contains such variables, these

should be suppressed (i.e. removed), which is the most common approach to de-

identification in practice. This can either be solved by removing these specific variables

from all records in the data set, or by removing the full records in which the directly

identifiable information is contained (Sweeney, 2001). Alternatively, the contents of

these variables must be either pseudonymized (Andresen, 2009), coded or randomized

(El Emam & Fineberg, 2009). The technique of pseudonymization is also known as

reversible coding, and can be used for cases when it may be necessary to retain the

unique identities in the dataset, without disclosing them. When used in practice,

pseudonyms act as direct identifiers of the individuals (Kobsa & Schreck, 2003), yet
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their association to particular individuals is hidden.

Second are the quasi-identifiers, which are variables that indirectly can be used to

identify an individual, for instance ethnicity, sex, postal code or other location infor-

mation, diagnosis information, socio-economic information, and dates such as date of

birth, death, admission, discharge, or specimen collection (El Emam, 2008; El Emam

& Fineberg, 2009; El Emam, 2010). Such variables can be publicly known, but are not

always very obvious either. An example is that of profession, which in combination

with sex could very well identify a female judge within a whole region. Profession-

specific insurance company, graduation date, and eventual mammogram tests, are all

additional examples that may be used to infer quasi-identifiers, respectively profession,

age and sex (El Emam, 2008). The quasi-identifiers can yet be treated in a number of

ways, applying one or several techniques for de-identification which are included in

list below.

A distinction can also be made between de-identification of PHI in a structured

format, for instance fields in a database (El Emam & Fineberg, 2009), versus un-

structured free text records such as clinical notes, discharge summaries and radiology

reports. While the identifying variables can be easily defined in structured data, it is

more challenging to de-identify text that may contain hidden PII through acronyms

and references used by the author (Gardner & Xiong, 2008), yet there is obviously

much information found in free text records that can be of great value for several pur-

poses, just like structured data. For coordination purposes, one can also imagine pieces

of unstructured data to be useful if sufficiently protected. Therefore, it may also be rel-

evant to look at automated de-identification of free text, yet Meystre, Friedlin, South,

Shen & Samore (2010) only found 18 out of 200 publications on de-identification

being relevant in this area. The remaining 182 publications were either focused on

manual de-identification (e.g. El Emam (2008)), de-identification of structured data

(e.g. McQuaid, Zheng, Melville & Green (2009)), or de-identification of images (e.g.

Gross et al. (2006)). Although the architectures and methods for detecting potential

PHI vary for the automated de-identification approaches, what lies beyond the sheer

detection of PHI is not very relevant in this study, since what is detected will simply

be removed (Uzuner, Luo & Szolovits, 2007; Friedlin & McDonald, 2008; Yeniterzi,

Aberdeen, Bayer, Wellner, Hirschman & Malin, 2006).

Being aware that there are key differences between existing de-identification appli-

cations, and the application of de-identification required in the COSTT, the section be-

low aims at presenting an overview of what are known techniques for de-identification
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in general. This is done in order to give them all a fair chance in this new area of ap-

plication.

2.5.1 Techniques for de-identification

Since the terminology used in literature is not always consistent for de-identification

techniques, some of them are grouped together in the list below. The grouped terms

are closely related and could therefore be considered together. It is also possible that

others will make use of other terms, that still refer to the these and very similar tech-

niques.

Variable suppression Removal of entire columns from the data set, e.g. removal of

the patient name and SSN for all records. This is the by far most commonly

used approach, and mentioned by many sources including Ohno-Machado et

al. (2004), Friedlin & McDonald (2008) and Sweeney (2001). The obvious

downside is that it impacts the data set’s utility value whenever a variable is

suppressed.

Record suppression Removal of complete records from the data set. The technique is

very effective for preserving privacy, but leaves no utility left whatsoever, for the

information that was cotained in suppressed records (El Emam, 2008; Sweeney,

2001).

Coding, masking This technique involves data to be coded with making its represen-

tation less accessible without knowing the codes (Bjørn & Hertzum, 2010). The

codes can either be reversible, or irreversible (El Emam & Fineberg, 2009), with

pseudonymization as the most common concept of reversible coding. Coding of-

ten occurs as textual representation, but another possbility is also to use colors

and shapes (Tarasewich et al., 2005).

Generalization, aggregation The accuracy of variables are intentionally sacrificed in

order to make them less unique in the population Sweeney (2001). The tech-

nique can for instance be applied to ages, postal code areas and similar, only

disclosing which age interval group the individual belongs to, e.g. 10-20 for

the 14-year-old, or “above 80” for the 107-year-old (El Emam, 2008; Behlen &

Johnson, 1999; Wang et al., 2004; Fung et al., 2005). It can also be applied to

less numeric attributes, such as by replacing a diagnosis of “tumour in ileum”
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with “neoplastic disease” (Faxvaag et al., 2009). The aggregation technique can

also be used for abstracted facts as such, but rather for disclosing generalities

about a population, than about individuals.

Randomization, permutation, swapping, substitution While aiming at preserving

as much detail as possible, the data elements are replaced with alternative

fake substitutes that are randomly selected (Behlen & Johnson, 1999; Sweeney,

2001). The substitution techniques vary in sophistication, but some can for in-

stance take geographical distribution of names into account (El Emam & Fineberg,

2009). The resulting data set should hence appear realistic, and not distort the

statistical outcome of the data set (Szarvas et al., 2007; Gardner & Xiong, 2008).

Obfuscation, noise-introduction Deliberate action is here taken to make the dis-

closed data wrong, or artificial data is added to change the overall composi-

tion of the data set, making it harder to know what is true or not (El Emam &

Fineberg, 2009; Behlen & Johnson, 1999; Xiao & Tao, 2006).

Sub-sampling This technique selects only a random subset of records from the origi-

nal data set, so that it cannot be known whether or not a particular record is to

be found in the final set (Behlen & Johnson, 1999).

Pixelation, blurring These are techniques for de-identification of graphical elements,

including images and live video. The more sophisticated k-Same(-select) algo-

rithm can also blend facial features from several persons into a new de-identified

face (Gross et al., 2006).

Heuristics An approach based on removing uniqueness or rareness within a popula-

tion, using a range of heuristics — some more formal than others. The acid test

used is whether or not record linking attacks can be done using public registries

(El Emam, 2008; El Emam & Fineberg, 2009), such as that briefly described in

chapter 1.

Analytics A manual process where at first all quasi-identifiers in the data set are de-

termined. Then, a threshold for risk of disclosure is determined, before the

quasi-identifiers are evaluated towards this risk limit. If the risk is at an ac-

ceptable level, the disclosure can happen. If not, there must be applied other

de-identification techniques until the risk falls below the threshold (El Emam &

Fineberg, 2009).
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2.5.2 Selection of appropriate techniques

Based on the goals for this thesis, it can already be revealed that some of the tech-

niques are not appropriate for further consideration. Nevertheless, it is useful to de-

fine some requirements to be used in the evaluation, and judge them all by these. In

the paragraphs to follow, these requirements will be introduced one at a time, while

eliminating the techniques that do not fit in. The surviving alternatives will on the

other hand be included in the project’s next stages.

Since Norwegian legislation already has defined three categories of de-identification

approaches, it should be a criteria that the selected techniques will fit inside one of

these. While anonymization relies on variable suppression alone, and pseudonymiza-

tion relies on reversible coding, de-identification can however make use of the rest

of the alternatives presented. One particular exception is however the analytics tech-

nique, which can rather be directly applied as the overall approach to de-identification

in this thesis. Another is the heuristics technique, a closely related analysis process,

that uses formal evidence to achieving uniqueness

The next requirement is that the technique can be used to represent one specific

individual, so that this person can in theory be uniquely re-identified from a given

population, or to represent a whole population. Although both sub-sampling and

record suppression would remove an arbitrary number of records, the requirement is

not to preserve all original data, but rather to facilitate accurate use of what is left.

Sub-sampling will however be based on random removal, so that one can not know

which records are missing, and is hence not appropriate for such structured use.

The above requirement also implies the next criteria, which is that patient data

must not be distorted in a way that points it directly towards the wrong individuals. Al-

though de-identification is used for intentionally creating ambiguousness, it is impor-

tant to not have introduced false facts when authorized re-identification is achieved.

This requirement will hence eliminate both permutation/swapping/substitution, ob-

fuscation/noise introduction and randomization. Substitution could on the other hand

also be used to hide e.g. rare conditions without revealing that it is rare, and therefore

it could still be a plausible alternative to record suppression in these cases.

Making this initial selection, reveals that the following techniques will also be in-

cluded in the next stages: Variable suppression, record suppression, coding/masking

and generalization/aggregation, as well as the pixelation/blurring alternative.
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2.6 Risks for re-identification

Since it is decided to use the analytics approach to de-identification as a general ap-

proach, it is worth knowing something about the strength of de-identification, so that

risk can be properly assessed. Consider the linking attack illustrated in figure 1.2,

along with a number of individuals who are each instantiated with their own set of

variables. If all these variables are considered as independent facts about the individ-

ual, and two of them are linked together, this linkage will identify a subpopulation

which is found in the intersection of these variables. For each additional fact that is

linked towards this subpopulation, the intersection will become smaller, until finally it

only contains a single individual, which has now become precisely identified. Behlen

& Johnson (1999) demonstrated that the combination of birth data and residence ZIP

code, would uniquely identify one of the authors among 135 000 patients that were

registered at a particular hospital.

The re-identification that occurred here, which may also be known in literature

as an identity disclosure, is based on the attacker being able to make a likely match

between a de-identified record and a corresponding record in a dataset where the

identity is known (Benitez & Malin, 2010). Obviously, the removal of identifying vari-

ables and disclosure of only a very small number of quasi-identifiers will preserve

the anonymity of individuals in a given data set. Unfortunately, the removal of all

identifying variables alone will probably not provide sufficient protection (El Emam,

2010). This very same point is demonstrated by Sweeney (2001), who successfully

re-identified medical information for the governor of Massachusetts, by linking a set

of publicly available hospital discharge records that were believed to be de-identified,

with the voter list for his residential area. Sweeney found that six people in the records

had the governor’s particular birth date, only three of them were men, and from these

there was only match for the governor’s five-digit zip code. Moreover, a number of

cases where re-identification has been successfully accomplished from publicly avail-

able data is described by El Emam & Dankar (2008).

What made such re-identification possible, and indeed revealed the reason for a

mysterious hospital stay of the governor’s, was the linking of two data sets, in both of

which the attacker could believe that the particular person would be. By combining

the available facts, it may be possible to identify a sufficiently small subpopulation to

infer the existence of an individual there, and hence put his privacy at risk (Ohno-

Machado et al., 2004). It can however be argued that not only those who are uniquely



32 Literature review

identifiable are at danger of privacy loss. Re-identification can happen just as long

as there is a certain level of individuality in the data set. An attacker who is able to

isolate the only two males born in 1935 from a given ZIP code area, will for instance

be correct 50% of the time with a random assignment procedure (Benitez & Malin,

2010).

The risk involved in such re-identification of public data sets which have been

legally de-identified, has been more formally assessed by Golle (2006), who checked

the uniqueness of simple demographics in the US population. According to this com-

prehensive study, 63% of the population can be uniquely identified by their combina-

tion of full date of birth, sex and ZIP code. According to Sweeney (2001), 18% of

the US population could be likewise identified if the population’s county of residence

was given instead of the ZIP code. Removing the 18 attributes that are named in the

HIPAA Safe Harbor policy and will render a data set legally de-identified, is however

estimated by the US National Committee on Vital and Health Statistics (NCVHS) to

result in a 0.04 percent chance of re-identification in the US (El Emam & Fineberg,

2009).

Another risk is found through the discovery of information about individuals with-

out the need for identifying their specific record in a data set, so-called attribute-

disclosure (El Emam & Fineberg, 2009). An example to illustrate this, can be that if all

females in the age between 50-55 in the data set are diagnosed with breast cancer, then

it will not matter how large the subpopulation of this age interval is, as long as you

can know that a female of the same age is found in the complete data set — her breast

cancer diagnosis will be revealed anyway. Moreover, an individual’s membership in a

particular database can alone be sensitive information, even if the released data does

not contain any medical information, and could cause identity-disclosure as well (El

Emam, 2010). For instance, a database of HIV treatment receivers will have such sen-

sitivity, yet the challenge remains to actually verify an individual’s membership here.

Nevertheless, the more a patient stands out with respect to history of treatment, or

changes in personal profile due to much moving around, a simple list of such dates

and changes could reveal the patient’s identity. In general, the more encounters, the

more unique the pattern becomes, and the risk of re-identification increases (El Emam

& Fineberg, 2009). Finally, patients who are suffering very rare conditions, such as

progeria which is associated with unnaturally fast aging, would very likely identify

this individual patient even if coupled with very little additional information (Gardner

& Xiong, 2008).
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The above mentioned examples of re-identification can always be assumed to hap-

pen if the attacker is in possession of some background information on the individuals

(El Emam, 2010). Another issue is found when knowledge about the database, beyond

its contents, is added to the equation — so-called meta-knowledge (Ohno-Machado et

al., 2004). If the attacker knows what measures were taken to protect the data set, for

example that no entire records were suppressed, or that it was incurred an absolute

minimum of information loss in order to meet legislative requirements, this could add

certainty to the findings of an attacker.

2.6.1 Managing risk

An important aspect of the risk assessment is exactly who the information should be

protected from. If the purpose is making a publicly available, searchable database,

the risk of re-identification would naturally be considered very high. For research

purposes, it is however usual for the trusted recipient to sign a data-sharing agreement

and consent to audits (El Emam, 2008), which will lower the risk. The sensitivity

of the data may also vary, and highly sensitive information such as HIV treatment

should always be protected by aggressive de-identification, compared to data whose

disclosure would be less harmful. Also, if a consent is given from the patients that

considers secondary uses, then appropriate usage of data in relation to a such consent

may additionally lower the risk of invading the patients’s privacy. The risk may finally

also be affected both negatively and positively by the size of the disclosed data set, as

a larger set would allow more redundancy and hence anonymity for each unique tuple

(Sweeney, 2002), while a smaller set would perhaps include fewer “special” cases that

stand out from the others.

Threats to re-identification can therefore be divided into three categories (El Emam,

2010). For many cases, a commonly disinterested general public may first not seem

to be a significant threat. It is nevertheless necessary to assess this risk of motivated

intruders who try to re-identify a particular patient or patients, and are also in pos-

session of additional background knowledge on these (El Emam, 2008). Victims for

such activity may thus very likely be neighbors and famous persons, or relatives of the

attacker. Second, there is the risk of journalists attempting to re-identify individuals in

a data-set, but who are not certain whether or not the person sought for is actually in-

cluded in the set. Finally, there is a risk for the kind of attackers who try to re-identify

as many people as possible, for instance if a pharmaceutical company who manufac-
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tures medicine for diabetes patients tried to identify diabetes patients from a data set,

in order to target their marketing directly at those who are successfully re-identified.

While the potential threats are obviously real, the options for mitigating them are

quite general and thus fewer in number. When de-identification is done manually by

a data custodian or privacy officer on the health care organization’s behalf, it is of-

ten based on the use of de-identification policies, since the data custodian would not

necessarily be able to assess properly the risks involved in releasing a given data set,

without assistance from an expert (El Emam & Kosseim, 2009) — moreover many such

policies are applied without any awareness of the risk for re-identification (Benitez &

Malin, 2010). Whenever the the prepared data set can be compared with demographic

data, statistical methods can be used for quantifying the threats to re-identification

(Appari & Johnson, 2010), but such relevant data for comparison are not always avail-

able.

As a response to this, a new principle was required for protecting data, that does

not require access to externally available data as such. Sweeney (2001) and Sweeney

(2002) presented such a privacy principle to be used in the process of de-identification,

that is called k-anonymity. The principle is that in a disclosed data set, there should

be at least k tuples (individuals) having the exactly same instantiation of all disclosed

variables, so that for k > 1 not one individual can be precisely identified after publica-

tion. Thus, the principle is used for judging whether a set of data provides sufficient

protection for it to be published. The k-anonymity principle is considered superior

to naïve de-identification approaches where certain identifiers, like the HIPAA Safe

Harbour policy allows, are simply removed (Agrawal & Johnson, 2006). While k-

anonymity, effectively mitigates the risk of such linking attacks, it has been proved to

still be prone to e.g. attribute disclosure, and thus subsequent enhancements have

been suggested, e.g. by Truta & Vinay (2006) and Kifer & Gehrke (2006), to maintain

confidentiality of patients in the cases not covered.

However, the data owners must always satisfy the two objectives well-known to be

in opposition, namely the privacy of individuals and the utility value of released data

— also referred to as disclosure risk and information loss (Appari & Johnson, 2010).

Evidence suggest that applying the HIPAA-required removal of 18 specific variables

will result in significant information loss (El Emam & Fineberg, 2009). When a set

of data contains several quasi-identifiers, and an expert should find out how to make

the risk as little as possible as well as minimize information loss, it may not be a

straightforward task to choose which fields should be included in the de-identification
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process, in which order they should be processed, and by which technique they should

be dealt with in order to surpass the required minimum level of k. Furthermore, El

Emam (2008) argues that de-identification is a risk-management exercise, in which

the objective is not necessarily remove the risk of re-identification entirely, but rather

to choose a risk level that the custodian is willing to take for a particular disclosure.

What could possibly be a help in making these decisions, is a a narrative and graph-

ical tool prototyped by McQuaid et al. (2009) for visualizing risk when preparing a

data set for disclosure, and hence for finding the most privacy-preserving “scrubbing”

of the data. This is technology for supporting a manual process which today is not effi-

cient enough to release the potential value held by being able to analyzing more health

data, yet it could possibly allow the data custodian to see what exact de-identification

procedure from a number of candidates that preserves the most usable data, while still

fulfilling the requirements to privacy protection.

2.7 Summary

This chapter has provided a review of how sensitive data such as PHI could be man-

aged, both in theory and in practice. Techniques of known de-identification techniques

have moreover been presented and briefly assessed towards their appropriateness for

use in real-time visualizations in a hospital. Although this initial collection of ap-

propriate candidates has resulted in several alternatives to proceed with, the leading

selection framework is defined by Norwegian legislation. This has already defined

three main approaches that can be used, namely anonymization, de-identification and

pseudonymisation.

For a technique to qualify for further use, it must hence fit within one of these cat-

egories, and also be used to represent individuals or populations without obstructing

the correctness of the data. The selected techniques are therefore variable suppres-

sion, record suppression, coding/masking and generalization/aggregation, as well

as the pixelation/blurring alternative. In addition, the further development of de-

identification solutions should both assess the risk for unwanted information disclo-

sure, and then apply the most appropriate techniques for protecting privacy in each

particular implementation.
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“The most difficult part of

requirements gathering is not the act

of recording what the user wants, it is

the exploratory development activity

of helping users figure out what they

want.”

Steve McConnell

FORMER EDITOR IN CHIEF OF

IEEE SOFTWARE

Chapter 3

Methodology

This chapter presents the methodological foundation for the research done through-

out this thesis, along with the process model that was used to organize its activities. A

design research strategy was chosen for framing the project as a whole, which encour-

ages use of both qualitative and quantitative data collection methods. The methods

used in this project are all qualitative however, and include a literature review, rapid

field tests, role playing in a usability lab and focused interviews. These decisions are

all motivated in the sections below, and the research activities are further described

from a theoretical point of view.

3.1 Research approach

The problem of how de-identification should be designed in order to support utility,

is naturally a design problem. Trying to assess the utility value of particular visu-

alizations, as stated by the problem description in chapter 1, indicates that we are

also talking about research work in the category of design science. For this reason,

the design science research process (DSRP) model, as described by Peffers, Tuunanen,

Rothenberger & Chatterjee (2006), was chosen as a framework for assisting the re-

search process as a whole. Its academic approach, in combination with allowing the

research to be focused on the users and a problem that needs to be solved for them,

also contribute towards its appropriateness for the project.

The DSRP model, as shown in figure 3.1, is a generic tool made not only for guid-

37
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Figure 3.1: The design science research process (DSRP) model (Peffers et al., 2006)

ing researchers in the process of research itself, but also for suggesting output from

different stages of design science research. It describes six main stages of a research

process, stages which have already been previously described by other process mod-

els with some, or all, of these steps included. These other attempts however lacked

a standardized terminology, as well as proper distinction of exactly where common

activities usually (should) take place. The DSRP model further expresses four possible

entry points for research, i.e. the model’s first four stages, and defines what kind of

research approach will be appropriate when starting out at each of these entry points.

An instantiation of the DSRP model for the work on this thesis, is presented in

figure 3.2. As seen from the model, the project enters at the very first stage, which

makes the approach problem centered. The project’s problem description has in turn

suggested a candidate for solving the problem that is identified in the first box, which

is the yet unexplored appliance of de-identification in real-time hospital systems. The

importance of finding such a solution is grounded in the need for preserving both util-

ity and privacy. In the second box, the objectives are thoroughly described, and these

together comprise the superior requirements for a working implementation, both in

terms of purpose and context. The design and testing activities performed in the third

and fourth box are discussed in the next sections, and this is the part where data are

collected and hence users are involved. The main difference between the testing of

prototypes in the design and development stage and the demonstration stage is that in

the latter of the two, the prototype is contextualized and thus demonstrated in a rele-

vant setting, instead of just being a sketch designed to stimulate the creativity of users.
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In the fifth stage, after collecting the data, the analysis takes place and an evaluation

of the remaining candidate approaches is made. Instead of simply drawing some con-

clusions there and communicating these as the project’s final stage, the process iterates

back to the design and development stage in order to refine the prototype according

to the test results. The improved prototype should then again be demonstrated and

evaluated, before the results are ready for presentation to an academic audience. In

addition to this thesis, the research has at the time of writing resulted in two1 papers

submitted and accepted for academic conferences, which are found in the attachments

A and B.

3.1.1 Data collection

Deriving information from the real world can be done either qualitatively or quanti-

tatively. The COSTT project which this work is done as a part of, is designed as an

ethnographic study, which mainly includes qualitative, but also may utilize quantita-

tive data collection methods. The research questions raised in chapter 1 might, due

to the prospected assessment of appropriateness (RQ1) and performance (RQ2), also

here indicate a qualitative design, which is also the chosen approach for the work on

this thesis. While quantitative data can make it easier to analyze the interrelations

between variables and responses, e.g. age and computer skills, the main strength with

qualitative data is that it can provide more depth to what lies beyond the informant’s

response (Tjora, 2010). Exactly how the data collection would happen, was however

not entirely specified before starting this part of the work. Both the research ques-

tions and suggested methods were hence more or less tentative and refined during the

project’s start-up period. An early idea was nevertheless to design some kind of exper-

iments, to test to what extent de-identified views are considered usable by clinicians.

While qualitative research may be just as valid, or invalid, as quantitative research,

some rules are good to follow in order to establish trustworthy work. Robson (2002,

p. 166) therefore suggests eight characteristics of “good” qualitative research design,

several of which have been pursued as central values in this project. The project hence

starts with a single idea that the researcher seeks to understand, an idea that has

already been outlined in the problem description section of chapter 1. Then, the use

of multiple data collection techniques is encouraged, i.e. what is later referred to as

triangulation, while each approach is being summarized and details are properly given

1A third paper which is based on parallell related work, has also been included in attachment C.
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on how the data were collected.

Triangulation as such is a concept held forward by Robson (2002) as a valuable

strategy for dealing with threats to validity, and it is being widely used in many

research disciplines. Possible threats to validity may include incompleteness in the

recording of data, failure in interpretation of the collected data, and not least biases

introduced by respondents and the researcher. Focus should therefore be placed on

the participants’ views, while the researcher acts merely as an instrument of data

collection. The involvement of multiple sources of data collection methods and/or

observers, altogether enables triangulation as a strategy for mitigating such threats as

those mentioned here. This project has attempted to adhere to this strategy, utilizing

both field tests and lab experiments in order to build a richer and more precise un-

derstanding of the potential users, with respect to both what they say while being in

their normal work environments, and also when they participate in a controlled lab

experiment. These particular data collection methods have also been done in collab-

oration with another scientist (see appendix D for details), which has provided both

duplicate field notes and valuable discussions on how the feedback and results are to

be interpreted later on.

3.2 Selection of data collection methods

As a natural starting point, known techniques for de-identification of sensitive data

would be revealed in a literature review on the general topic of de-identification. This

was also a continuation of initial reconnaissance being done before finally choosing a

topic and problem area to write about. Since the use of de-identification in this thesis

was found to differentiate quite clearly from its normal application, some techniques

would naturally be more appropriate than others. The remaining alternatives however

set some premises for which approaches could be used to proceed the data collection,

and should be considered along with implications of the research questions asked.

The next phase was therefore found to require involvement of potential users, both

in order to get a preliminary assessment of the presumably relevant de-identification

techniques, but even more importantly to search for new and previously undiscovered

approaches that could be utilized in this new context of use. In order to give the users

an impression of how the techniques could look like and hopefully trigger their own

creativity, it was decided to create some simple paper prototypes. These prototypes
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could then be brought into short interviews with health personnel, in order to get

concrete feedback from many professionals, but without taking up too much of their

precious time. In addition to reviewing the sketches, there would ideally be room

for checking which de-identification techniques are already in use in hospitals today,

e.g. on analogue whiteboards. The data collection method chosen here was therefore

decided to be rapid field testing, and is described in more detail later in this chapter.

The rapid field test results successfully refined the list of possible approaches to de-

identification on large screens. Another prototype with higher fidelity was then built

to become a vehicle for testing these remaining techniques. Assessing their individual

qualities would however require a more thorough introduction to how a de-identified

screen would work in practice, and hence the idea of an experiment in a usability lab

was launched. By introducing “real” patients in the new prototype, and framing the

experiment with a realistic scenario and corresponding role-play in which new data

appeared that had to be interpreted, it could be possible to test to what extent the de-

identified data were adding to the test person’s understanding of the situation. It was

also decided to do a focused interview with each test person directly after the role-play

was finished, very much like a de-briefing is normally found after usability tests. In

addition, this would be suitable for thoroughly assessing several other alternatives, so

that the test would not be limited to the prototyped approach only .

After analyzing the results from the lab tests, it was clear that none of the ap-

proaches presented there were optimal. It is undoubtedly important to listen to the

users, and therefore another iteration was initiated, in which the goal was to build a

more interactive prototype with new functionality as proposed from the results analy-

sis. Due to time constraints, the demonstration and evaluation of the improved proto-

type could not be done as an equivalent lab experiment. This part has therefore been

replaced with a discussion of the results, yet still in light of the improved prototype,

which is all found in chapter 6.

3.3 Literature review

Already before a topic for the thesis was finally decided, some pieces of relevant lit-

erature was reviewed for developing an idea of what parts that may have been miss-

ing in research, and to develop the theoretical framework that the design research

work could be based on. The concept of flexible de-identification had already been
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introduced by Faxvaag et al. (2009), on the background described in chapter 1, but

the paper contained few references to other research on its term of origin, i.e. de-

identification.

After settling on the topic, the second and main stage of reviewing the literature

was initiated. In order to gain insight into known methods and contexts for usage

of de-identification as a method for protecting information in general, a search was

initiated towards existing research relevant to the chosen topic. Although much of

this work could be done early in the project, many of the relevant references were

relatively recent of age, bearing witness of some activity in the field, and thus it was

necessary to pay attention to also new research being published after the main review

phase was ended, all the way towards the thesis being finally submitted.

The objectives of doing the literature review have been picked out in accordance

to Oates (2006, p. 72), who names ten objectives for a successful literature study.

The most important ones for this study has been to provide an overview of known de-

identification techniques, place the prospected work in the context of these previous

contributions, point out gaps that have not yet been properly covered — such as de-

identification in real-time visualizations — and finally identify research methods that

will be used for adding new knowledge to the field.

3.3.1 Resources

Due to the high availability of research found on the Internet, searches were first

performed in the online libraries IEEE Xplore, ScienceDirect, ACM — digital library,

SpringerLink and PubMed. Google Scholar was also utilized for finding publications

that were not accessible through these libraries.

For the searches in online databases, the following key terms were used:

{ “de-identification”, “deidentification”, “re-identification”, “health care pri-

vacy” }

Moreover, all issues of the journal IEEE Security and Privacy were examined for rel-

evant articles, as well as all issues of the Journal of the American Medical Informatics

Association (JAMIA) back to 2004.

Apart from what was found in the keyword searches, some particular conferences

were used as a source for papers, due to their nature of being up-to-date, more than
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any journal could be. Although the topic is not one that relies heavily upon ground-

breaking technology, it apparently has received more focus in later years than before.

The conferences that were browsed through for relevant contributions, include the

Symposium on Usable Privacy and Security (SOUPS), and ICST Conference on Electronic

Healthcare for the 21st century (eHealth).

Books have seemingly not addressed very much the relatively narrow topic which

the literature review is concerned with. This may be because it is probably not a taught

topic anywhere, and there is seldom a need for a theoretical introduction to a process

of de-identification, which is specified for those who use it in practice. The topic is

also relatively new.

In addition to the searches in journals and conference proceedings, most of which

are refereed, it was also performed a search on the above mentioned keywords in

the Google Patents beta service. This was done in order to explore further practical

implementations of de-identification, and for which uses they were aimed at. It is

possible that not all of the patent applications found has been published as research

results later on, and could then add to the list of known methods and applications.

3.3.2 Review process

During the search for literature, publications were chosen to follow up on from their

relevance in either title, abstract or keywords. Relevance was based on either their use

of the term de-identification, whether they discussed issues with security and usabil-

ity, or if they in other aspects had direct relevance to the problem domain of creating

process transparency in hospital work. Some of the articles were read more in depth

before making a decision on their relevancy, yet the introduction and conclusion sec-

tions would often reveal whether they considered anything of interest or not.

After building a collection of potentially relevant literature, copies were obtained

either from the online libraries mentioned above, or sometimes via the author’s uni-

versity’s web pages, as PDF-files. The copies were then imported into the Mendeley

Desktop software, which allows bibliographic information and other meta data to be

attached to each document, along with the researcher’s personal annotations and com-

ments.

An assessment was at the same time done on the quality of what was found, but

as a general rule, all papers from academic conferences and all articles from academic

journals were included in the review as long as they concerned the topic in question.
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Arguing that some conferences or journals have lower quality, this choice was made

due to the purpose of the review, which was merely intended as a starting point for a

practical assessment of possible approaches to de-identification. The worst thing that

could happen would be to include an idea that might not be possible to set into life.

Moreover, as we later will see, the interviews brought forward new ideas too, which

were welcomed into the continued design process. This also expresses clearly the main

“topic specific” goal of the literature review, which has affected what were considered

relevant from those sources of information.

In the cases where new de-identification techniques were discovered after the main

review phase was initially concluded, these new approaches could be included in the

continued prototype development described in chapter 4. Where applicable, these

contributions have also been discussed in the literature review chapter along with the

other related work.

3.4 Design and testing

The initial selection of appropriate de-identification techniques was based on a few

obvious and high-level requirements, and without involving any potential users. When

it subsequently was aimed at evaluating performance and utility value, there had to be

established some more precise requirements for the design work that these evaluations

would be based on. An ultimate goal would be to present PHI that is not meaningful

to unauthorized outsiders, but at the same time is sufficient for providing authorized

users with information of utility value comparable to that of a fully identified data set.

The elicitaiton of such requirements is commonly known as requirements engineering,

not being a certain phase or stage in the software engineering process, but rather a

concept comprising activities for doing so:

Requirements engineering is the branch of software engineering concer-

ned with the real-world goals for, functions of, and constraints on soft-

ware systems. It is also concerned with the relationship of these factors to

precise specifications of software behavior [...]. (Zave, 1995, p. 315)

However, the purpose of doing requirements engineering in this project was not

to produce a formal requirements document upon which a complete software is to

be developed. Instead, the requirements should add to the understanding of how de-

identification may be used for real-time hospital systems. Whatever de-identification
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approach that works best is still highly dependent on both the system and the con-

text in which the system operates, and in order to test the performance of a system’s

de-identification “feature”, it would hence be fruitful to provide a correspondingly re-

alistic application. An already useful visualization could be carefully de-identified for

its purpose, and then be used to find out how the information is interpreted by the

test users. Creating prototypes is hence a useful strategy when trying to provide such

a realistic frame for gathering the requirements. Not only are they good for empiri-

cally testing design ideas and hypotheses against reality, but also for establishing an

interactive process with the potential end users of a system.

3.4.1 Prototyping

Prototypes have the advantage of being more flexible to ambitious ideas and rapid

adjustments than working software, as they do not have to be operative at all. A

prototype’s lifespan does not have to exceed the test it is made for, and it must not be

neither complete nor detailed, pretty, or scalable. Therefore, it can be easily thrown

away if it appears to be a dead end, or perhaps it may be gradually modified until

finally becoming a working system in the end. The main idea is nevertheless that the

prototypes should not affect the decisions made further because they are too valuable

to throw away, which is an important point made by Lauesen (2005), p. 44: “The

more effort developers have spent making a prototype, the less they are willing to

replace it”.

The value of a prototype will hence increase when it grows closer to a working

product, and so prototypes are divided into low-fidelity (lo-fi) and high-fidelity (hi-fi)

categories. The lo-fi prototypes are very cheap and suitable for testing several di-

verse pathways early in the process, while hi-fi prototyping becomes more justifiable

when the end product is better known and attention is paid to details. This is also

adopted for testing the de-identification approaches, where at the first stage the orig-

inal problem required many de-identification techniques to be visualized, and thus

several designs existed in parallel that were rather thrown away than refined any fur-

ther. Through the development of several throw-away prototypes at first, a broader

understanding of the original problem could be gained (Oates, 2006), which would

be of value at later stages when new suggestions might arise from the participants’

feedback. These prototypes were therefore simple models of how information could

be organized on the screen, drawn using design software such as Adobe Photoshop
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and InkScape. Then, when the data collection moved on from the field and into a us-

ability lab, the prototyping was instead concerned with only a single prototype. This

hi-fi-version was then developed further throughout the rest of the project, as it would

both support interactivity and also be generic enough to suit the remaining tests well.

In prototype theory, one also separates between horizontal and vertical designs

(Preece et al., 2002). The concept of horizontal prototypes is aimed at showing as

much breadth of the targeted system as possible, i.e. including a majority of functions

and views. The vertical prototypes are more depth-oriented on one particular concept

or function, aiming at acquiring a deeper understanding of how it is understood by

users. Since the de-identification functionality of the prototypes does not require very

much interaction, at least initially, the prototypes were mainly designed vertically in

this respect.

3.4.2 Rapid field tests

The need for qualitatively testing several candidate designs, raised certain feasibility

requirements when choosing a methodology. Aiming to get a first assessment of these

prototypes and their appropriateness in the prospected context, it would thus be bene-

ficial to avoid spending very much time on recruiting test persons. In addition it would

be a good idea to not waste more than strictly necessary of the test persons’ time, since

they are already busy with providing care to patients who need them more. It would

also be need for additional recruitment to a less open-ended test later on, so that the

greater effort should be put in when the collected data will have greater depth.

Rapid field testing, a simplified version of a field testing method described by

Shneiderman (1997), was hence chosen as the technique for qualitative data collection

at this stage. The technique is based on what is more commonly known as hallway

usability testing, and could in many ways also be considered as an equivalent to it.

Hallway testing is a methodology known to be mainly used in the industry, appropri-

ate for quick assessment of a product at different stages. It has seemingly not been

widely used in academic research work, but examples from academic use are found in

publications by Danao (2010) and Ismail, Osman & Wahab (2009).

The Wikipedia article2 for usability testing (2011) has nevertheless described hall-

way testing as follows:

2There was unfortunately not found a more reliable source to the term, but in correlation with other

sources found on the Internet, it appears to reflect the method’s essence.
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Hallway testing (or Hall Intercept Testing) is a general methodology of

usability testing. Rather than using an in-house, trained group of testers,

just five to six random people, indicative of a cross-section of end users,

are brought in to test the product, or service. The name of the technique

refers to the fact that the testers should be random people who pass by in

the hallway.

The origin of the hallway test methodology appears to be unknown, however from

the description and references above it seems to build on a publication where the

ideal number of test users is estimated to being five, on the basis of a cost-benefit

analysis (Nielsen & Landauer, 1993). This trade-off approach has clearly appeal to the

industry, where usability testing has traditionally often been seen as a cost and thus

been omitted, while Nielsen in later years has built up a famous business on usability

services for the same industry.

However, in order to fit this project’s purposes the original method was tweaked

slightly, to a crossing of prototype assessment and interviews, where quick recruitment

and short time consumption is central, such as described above. Moreover, the main

purpose of the testing is not to discover design flaws, but get serious feedback on

candidate ideas and how they could work. In that sense, the field tests could also be

looked upon as unstructured interviews, catalyzed by a prototype shown to the infor-

mants upon which they reflect. The rapid field tests were hence used for quick access

to informants, and getting quick responses on which ideas could be worth pursuing

from a user’s point of view. In practice, this involved first approaching random hospital

workers, and then asking them for instant thoughts on a mock up or prototype. Nor-

mally, this method would restrict the time spent on each person to just a few minutes,

and they should each only be asked about one prototype. However, if the participant

had the time and was eager to talk, it was in addition involved an additional prototype

during the session.

3.4.3 Usability lab experiment

Researching a field where the distance between improved utility and brutal failure

is short, disqualifies the researcher in making crucial assumptions about the users.

Instead, the users should be included in the process of making the software product

usable. This involves testing certain product aspects with respect to what is defined as

“usability”, e.g. in the international standard ISO 9241-11 (1998):
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The extent to which a product can be used by specified users to achieve

specified goals with effectiveness, efficiency and satisfaction in a specified

context of use.

Usability experiments are a common way to test design solutions in software engi-

neering, which is broadly described by e.g. Preece et al. (2002) and Lauesen (2005).

The alternative designs that were still being considered at this stage, hence relied on

further quality input from users in order to be properly assessed. The most realis-

tic way to test the success or failure of de-identification would for instance be to set

up a large screen in the hospital corridor, integrate it with software already being in

place, and de-identify the events that are raised from the system. This could in turn

allow something useful to be derived from is use, such as a success rate for correct as-

sumptions. Alternatively, the Cetrea Surgical software could have been utilized further

during the COSTT pilot study, by giving it a public view that contained de-identified

information. It could then be observed to find cases when there was no need for the

user to proceed with logging in.

Two significant matters however spoke against setting up a field test like this, one

being that still having several alternative designs would make it hard to test them all,

without confusing users who normally depend on a system in their work. The other

would be the major ethical downside to using real patient data for a test where it is

too soon to guarantee that the de-identification is sufficient, and thus risking illegal

disclosure of sensitive data. At the same time, it can be questioned whether much value

would be added from a field test compared to a lab experiment at this stage (Devik,

2009). A full-scale field study should rather be used for investigating how a product is

actually being used (Preece et al., 2002), and that would be more appropriate when

a mature implementation is ready for verification. Causing minimal intrusion in the

hospital environment could hence be a guiding value when doing research on clinical

systems, a topic also discussed in the paper in appendix B.

Doing a controlled lab-experiment would instead be better suited for testing the

prototype. An initial idea was to use metrics normally found in regular usability test-

ing, in order to present the data in a quantitative fashion. This would involve tasks

which the test users would have to accomplish on their own, and then for instance

count the number of errors made, or the time taken to accomplish each task. Exam-

ples of such tasks could be providing the user with a sheet of patient cases, and then

show them the prototype with the de-identified events, and ask them to associate each
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event with a patient. The main reasons for not doing the experiment like this, was

largely that either it would not be feasible to recruit a sufficient number of profes-

sionals as test persons, and that using non-professionals for the test would wreck the

opportunity for talking qualitatively about the application and how de-identification

could work for them in practice, afterwards. In addition, it would be easy to collect

the raw data using high-quality video recordings, which would not be feasible in the

field.

The interview guide used can be reviewed in appendix F, however it is only pro-

vided in its original Norwegian edition.

Role-play

Sometimes it is easier to show than to explain. Using role-plays for staging the lab

experiment data collection was hence motivated from the need of contextualizing the

system for the test users, more than what the rapid field tests could do. Role-plays

tend to feel very natural, at least for participants who are either playing themselves or

a role familiar to them (Seland, 2010). The role-play was for this reason used in the

experiment, while at the same being based on a realistic scenario that could simulate

a regular work situation.

In further comparison with a real field test, the role-play provides greater control

over the situation, and one can even “freeze” a particular moment and play it over

again if desired. When used in very early stages of user centered software develop-

ment, the participants can even sketch improvised prototypes during the play, but pro-

totypes can also be developed beforehand, as was done for this experiment. Instead,

all relevant views of the prototype were printed on paper so that the test persons could

draw on them during the interview session afterwards.

Focused interview

The concept of focused interviews is described by Tjora (2010), being highly encour-

aged in cases when the traditional in-depth interview would be done, only because

that is the “normal” thing to do in qualitative research. When instead a probe or an

artifact, such as the prototype used in the lab experiment, could be introduced to the

informant at an early stage, this could facilitate a shorter but rather more focused talk

about a particular issue or topic. It will for example not be necessary to spend much

time on a warm-up session which has no particular meaning, except for getting to the
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point. This way, the length of an interview could be reduced from the “normal” hour-

long session, to a mere 20-30 minutes, depending on the number of questions. Since

the interview was to be done as an extended de-briefing session from what is normally

used in usability-testing, it was important to limit the total duration of the role-play

and interview altogether.

What is important when executing focused interviews, is that instead of using the

interview itself to narrow down the topic discussed, the topic should be narrowed

down much more before the interview starts. As a consequence, it may not be as

easy to introduce alternative themes during the focused interview, and the interview

guide should hence be well-focused and naturally structured so that it will be easy

to follow by the informant. In relation to the role-play session, this was however no

big issue to accomplish, since the informant had already been thoroughly introduced

to both the problem domain and a possible solution then. Assessing the alternative

solutions presented would not introduce any new topics, but rather elaborate on what

was already experienced up front.

3.5 Analysis

Although a prototype of an application’s de-identified view was created for use in

the lab experiment, this was not used alone for finding the optimal alternative for

the tested system. Rather, it was used for the continued requirements engineering

towards a more generally applicable approach to de-identification in real-time hospital

visualizations.

Having collected data mainly as video recordings from the lab experiments, these

raw data nevertheless had to be prepared before initiating the analysis. First it was

necessary to transcribe all of the recordings, and this was done using a simple template

created with ordinary word processing software. Screenshots from the different views

of the prototype were also inserted in the text, to keep track of exactly what the words

were spoken in relation to. Bold font markings were moreover used to highlight the

words of the test leader(s).

The analysis then proceeded with reading through all the transcripts and mark-

ing out all segments that were directly relevant the research questions. These in-

cluded comments on de-identification, the idea of having screens available public and

semi-public environments, and the assessments of the de-identification approaches
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presented. A qualitative framework was then designed for the further analysis, in

which quotes are categorized, so that main patterns and themes could be identified.

An idea of quantifying the participants’ preferences towards de-identification tech-

niques was abandoned, partially due to the low number of participants, and also be-

cause there was a qualitative depth behind the ratings that was more interesting to

investigate further. After analyzing the results from the experiment, there was how-

ever qualitative data available for launching the refined design of a more interactive

prototype, compared to the statical version used in the lab experiment.

3.6 Summary

This chapter has described the methodology that was relevant to this thesis, including

the research process model that the project has followed throughout. After a literature

review that revealed possible techniques for de-identification, it was chosen to proceed

with prototyping and rapid field tests, which would be a combination well suited for

quick assessments of the feasibility of several de-identification techniques. While these

tests caused little impact on the participating health care workers, they also provided

a limited depth of feedback. Instead, the breadth of insight gained was used to elicit

a high-fidelity prototype for use in controlled lab experiements, also without causing

the massive impact on a hospital environment. Now, a role-play session was also used

to properly contextualize the prototype to them. Then directly afterward, the partic-

ipants could provide their in-depth feedback through focused interviews. Finally, the

raw data contained in video recordings would be categorized in the results analysis,

revealing a need for further refinement of the prototype. Due to time constraints, this

prototype has only been designed, and not tested.



“If you don’t run experiments before

you start designing a new system,

your entire system will be an

experiment!”

Mike Williams

CO-INVENTOR OF THE ERLANG

PROGRAMMING LANGUAGEChapter 4

Experiments

This chapter describes how the design research moved beyond the literature study,

by exploring the relevant de-identification approaches found in chapter 2, and also

searching for new techniques that might be interesting towards the targeted context

of use. Initial user requirements for accessing such a system through a de-identified

interface are established through a series of rapid field tests, and the input gathered

is analyzed and used for building a relevant prototype where the remaining candidate

approaches can be tested. This high-fidelity prototype is finally tested through a se-

ries of usability lab experiments, where users first participate in a role-play and then

provide their in-depth assessments through a focused interview.

4.1 Rapid field tests

In order to gain a broader understanding of the information needs of health care

personnel, and especially their existing approaches to identifying patients, a series of

six rapid field tests were arranged during November-December 2010. The tests were

conducted at Trondheim University Hospital, and the test persons represented a range

of professions and functions at the hospital — more details on this are provided in

sections below.

Early paper-based prototypes were used to investigate whether the clinicians be-

lieved they would be able to tell patients’ identities apart with the different identifica-

tion approaches, and to see how these were related to current practices. The identifi-
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cation approach with the “highest” level of identification used initials and birth year of

the patients, but the main focus was put on “less” identified approaches that aimed to

identify the patients by e.g. their locations or relationships to health care personnel,

possibly in combination with relevant health care activities. The tests were hence also

used for assessing the feasibility of some new ideas to information disclosure through

de-identification.

4.1.1 The paper prototypes

A total of four1 different prototypes were explored in the field tests, all being graph-

ical user interfaces for an application targeted at supporting hospital workers in self-

coordinating their work. The prototypes included one prototype designed by the au-

thor, which is seen in figure 4.1, in addition to three prototypes designed by Ph.D.

candidate Lillebo. The prototypes were designed to contain message examples related

to the treatment progress of patients, e.g. “CT images taken”, “Blood test results ready:

Sodium, Potassium” and “Patient has been scheduled for surgery”. The contents of the

messages were either expressed using clear text, graphical elements, or a combination

of both text and graphics.

The prototypes mainly differentiated on how information was organized and how

the patients were identified. Two of the prototypes were also modified slightly in-

between interviews, due to the feedback given. Although the prototype shown in

figure 4.2 may appear more than a “slight” modification of the prototype in in figure

4.1, it is in fact only focused down to one of the many components in the original ver-

sion. The headings with clinician initials represent a simple inversion of the approach

where all patients are listed with reference to their responsible clinician, and instead

it lists all patients relevant to each particular clinician. Finally, it was discovered and

added an internally used coding technique that could make distinguishing the patients

more feasible.

Some status messages were also added to prototypes during the process, but the

refinement of such messages in particular is rather subject to Ph.D. candidate Lillebo’s

research, and as a consequence, the prototypes designed by Lillebo are not included in

this thesis. More on the information needs of healthcare workers in the perioperative

domain can however be found in one of his articles (Lillebo, Seim & Faxvaag, 2011).

1This number is lower than the number given in the HFEHI 2011 paper (appendix B), because de-

identification was not applicable to not all of the tested prototypes. See appendix D for further details.
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The prototyping process started with an easily understandable approach to de-

identification, since it was unknown to what extent clinicians are used to this concept.

Two of the prototypes therefore included direct identifiers to support re-identification,

having masked these identifiers in different ways. The main approach was here to

disclose only the initials and either the birth year or age of the patients, which would

at least be more secure than using full identity disclosure. Some new approaches were

also explored in these prototypes, which are listed below, and were not found earlier

in the literature review. Since the prototyping took place also after the field testing

had begun, the two first of these approaches were both inspired by feedback given:

Treatment The treatment plan and history of a patient could be used by clinicians

to re-identify patients they know, as also suggested in chapter 1. This could for

instance be tested for patients undergoing an operation, and are hence expected

to be transferred first recovery and then back to the ward. Revealing details on

diagnosis and medical condition, such as what the patient is operated for, will

however increase the damage potential in case the protection is broken.

Responsibility Relating the patient to a responsible clinician makes it possible for

each particular clinician to quickly identify all patients that are relevant to them.

Then, it will become easier for the clinician to distinguish between each patient

case, since the data set population is narrowed down to a minimum. A risk

involved is however that the population becomes too small, so that outsiders

who can figure out relationships between clinician and patients could be able to

guess patient identities more correctly.

Location Clinicians who operate in a limited area, e.g. a ward, may be aware of

the current location of patients. Room locations are possibly stable identifiers,

and should therefore be investigated further. The downside is that the room

locations may be more easily sorted out by outsiders, especially by those who

already have visitor access to the patient.

Non-presence While displaying current events is a straightforward approach to giving

status information, it could also be possible to provide meaningful information

by not displaying certain things. The fact that zero patients from a ward are

undergoing surgery, would for instance implicate that patient Jack Jones is not

undergoing surgery either. The possible utility value found in such approaches

should be explored furher.
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Not all prototypes were developed at the same time, but first two of the prototypes

were made, and then one and finally one more, as more insight was gained. The

prototype designed by the author was designed as the last one of the four, exploring

some of these new ideas for de-identification techniques. More information on the

design is therefore provided in the next section.

Description of the author’s prototype

The prototype in figure 4.1 was made capable of demonstrating several approaches to

de-identification at the same time. On the very top of the left column (“Blodprøver”),

above the headline, a number is for instance given on the total number of blood tests

analyzed at the hospital within the last 24 hours, as well as a trend indicator telling

something about response time for all tests. This represents a technique where infor-

mation is accumulated from a set, i.e. using the accumulation technique from section

2.5.1. The same approach is used in the topmost section of the center column, how-

ever from much more limited patient sets. Whenever an inpatient is discharged, the

number of available beds would increment, and vice-versa when new patients arrive.

This information can however not be used to re-identify individuals, but may still have

a utility value.

Below the accumulative information to the left, updates are given on blood tests

for a limited part of the hospital, e.g. a ward. The approach used is based on com-

binations of ordered blood tests, as well as the responsible physician (identified with

initials) and the time for dispatching the blood to the laboratory. The idea was that

physicians could recognize their own blood sample combinations supported by time.

This is because different blood test indicators are known to be important for checking

different medical conditions, and thus they are important to follow for being ready.

Moreover, nurses could perhaps know which physician had ordered which blood tests,

and therefore also infer which samples are ready for checking. The connection be-

tween patient and sample combination is hence established when the clinician adds

their knowledge of which medical conditions require which specific tests. The match-

ing can thus be done from sample combination to medical condition, and then add

this, along with time and responsible clinician, to a particular patient — combining

the approaches of both responsibility and treatment. This suggestion however relies

on a certain minimum of variety in blood sample combinations, and that tests are

being dispatched separately for each patient at different times.
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In the green grid located in the bottom center, the hospital’s operation theaters are

represented each in one block. In the operation theater called OP1, there is currently

an ongoing operation, started at 12:50, where the operator is identified as “PT”. The

anaesthesia nurses and operation nurses being present, are also identified by their

initials. The important thing here, compared to the blood tests, are that in addition

to the responsible people, the operation theater name can give a precise identification

of the patient, provided that the user knows where the patient is located. Another

hint is given in the provided operation type, which for OP1 is an appendicitis removal.

This can both say something about the expected length of the surgery to someone

who are not interested in the patient’s identity, or if the user knows only the surgery

type and not the room, this could be the key to re-identification — i.e. combining

the approaches of both location, treatment and responsibility. There is also given

an indication of what the next operation is going to be, but here it is demonstrated

how a medical description may be generalized like Faxvaag et al. (2009) suggested,

by providing a more abstract type (“mage”, i.e. gastric) instead of a precise surgery

description (e.g. appendicitis, but also many other operations).

Finally, in the right column, the patients are identified in very much the same way

as for blood tests, however the link between description of radiology examination and

medical condition may be a lot stronger than that from blood sample combination

to medical condition. Additionally, there is normally a time scheduled for all imaging

examinations, which can be both useful for re-identification of results as they arrive, as

well as for planning ahead. Another concept introduced by this column, is the “non-

presence” of results, which means that they are ready: If the clinician for instance

knows that the CT of a patient’s thorax (chest) is scheduled at 10:30, and that there is

no entry visible for CT thorax at 12 o’clock, then the results are ready — otherwise it

would still be present in the “awaiting results” area. The advantage here is that there

is no retrospective display of patients’ treatment history, and hence it would be very

hard to abuse due to the very limited time frame results are visible in.

In figure 4.2, the two most interesting information boxes were presented in a

less distracting layout, having the pending results grouped below a physician (ini-

tials TROL) and nurse (HAPE), and more clinicians could be added. In addition to the

information already given about the imaging results in figure 4.1, there is also added a

colored dot next to the time of two of them, indicating the degree of emergency which

is already supplied by the referring physician today: Red means “As soon as possible”,

while orange means “within 6 hours”. These dots represent a coding technique which
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Figure 4.2: A more focused version of the prototype in figure 4.1

is currently used at the hospital where the tests were done.

Description of the other prototypes

Although not included with graphical representations in this thesis, the prototypes de-

signed by Ph.D. candidate Lillebo were used for demonstrating some de-identification

approaches not found in the author’s prototype. Since they each contribute towards

the results referred to in section 4.1.3, it is useful to have described them briefly with

textual means, compared to not having any reference available.

The first prototype would integrate message streams from four different sources,

and list each of them in their own box. One box would show a list of the last radiology

examinations, and another would show a list of journal notes written in the EPR. The

third would list all ongoing operations, and then finally the last containing blood test

results. In this prototype, the patients would be identified with their initials and either

birth year (or age) — as they both were tested towards the preference of the users.

This version was shown to a total of three informants in the rapid field tests.

The second prototype was built around the physical layout of wards in a depart-

ment, containing blocks of squares, each representing a patient (room). This repre-

sents the location approach described previously, as well as being a coding technique.
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The idea was also that the user could zoom in on the ward of interest, but this was not

implemented in the prototype. This prototype was shown to two participants during

testing.

The third prototype had organized the messages vertically below a heading con-

taining identifying information on the patient they concerned. There were a total of

eight patients included, having each their own column that were arranged horizontally

in a landscape layout. The heading was designed to possibly contain a variety of iden-

tifiers, so that it could either be de-identified or fully identified depending on the user’s

preference. A tested approach here was to use room numbers, being an approach to

pseudonymization. This prototype was also evaluated by two participants.

Participants

The participating clinicians included one senior physician and two ward nurses from

the Department of Gastrointestinal Surgery, one junior physician and one nurse from

the Department of Emergency, one ward nurse from the Department of Breast and

Endocrine Surgery, and one charge nurse from a ward at the Department of Ortho-

pedic Surgery. Their ages ranged from 25 to 55, and all had been in their current

positions for some while. Their identities were not collected, but for the sake of their

true anonymity, both the ward nurses and the charge nurse will be referenced to as

nurses when being quoted in this thesis, while both the junior physician and the senior

physician will be referred to only as “physician”.

All informants were randomly recruited in their respective departments during

working hours. The recruitment process was integrated with the testing, and it was

hence necessary to walk a bit around in the surgical departments and see if anyone

showed up with some time available for the test — right there and then. Since Ph.D.

candidate Lillebo is an anesthesiologist and has been working in the hospital’s emer-

gency department, he could wear his regular working clothes and ID-card during test-

ing. While they already expected him to understand, the informants did not have to

explain the, for them, basic stuff, for instance what the different systems they use are

used for. This may also have contributed towards minimizing the field testing’s impact

on their primary duties.
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4.1.2 Test design

When informants were found and agreed to participate, the test was initiated. After

introducing himself and the author as a master student, Ph.D. candidate Lillebo would

briefly describe the COSTT project and the idea behind the application he was de-

signing, while one of the prototypes already would have been given to the informants

from the start. They would then be asked to comment on the different prototypes that

were presented to them, however only one or two prototypes were presented to each

informant, and only one at a time.

A total of six different approaches to (de-)identification of patients were explored

in the tests, which are found in the overview in table 4.1 below. The informants

were each asked about which of the suggested messages would be useful in their

work, and whether something that could potentially be useful had been missed out on.

Then, it was investigated whether the patients’ identities could be told apart with the

different identification methods suggested, and how these related to current practices

and communication of patient information today. The security and privacy relevant

output that was generated from the rapid field tests can thus be mainly divided into

three categories:

1. Could the prototype’s approach to patient identification be usable to the infor-

mant?

2. How are patients being identified, de-identified and re-identified by clinicians in

a hospital today?

3. What data are disclosed (on whiteboards, in conversations, etc.) in areas where

outsiders may still gain unauthorized access to the information?

When the idea behind the prototype had been communicated, and an interactive

talk about its layout was established, it was possible to follow up on the comments

with questions that regarded privacy and methods for identification. The test was

normally ended when both parties had emptied their desires to explore the prototype,

however the tests never lasted more than 30 minutes. In one case the clinician was

needed elsewhere and the session was ended quickly. This did however not occur

before the review of a second prototype had already started.

The interviews were recorded with handwritten field notes, and written out di-

rectly afterwards, both by the author and Ph.D. candidate Lillebo. As a quality assur-

ance, the transcriptions from both were then finally compared and agreed on.
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4.1.3 Results

The following results of the interviews are also summarized in table 4.1. In general,

clinicians were positive to the idea of integrating status updates from several systems.

Most were still reluctant to the immediate thought of placing any patient information

more publicly available than workstations or personal devices. Though the approach

where patients are simply identified by initials and birth year stood out as the most

convenient option, the main impression is that health care personnel have varying

needs for patient identification, depending on their role and the context where identi-

fication should happen.

Combinations of person identifiers that are independent of the context, e.g. name,

birth date, social security number (SSN) or even a picture, were all suggested both

as preferred means of identification, and the most reliable identificators. At this stage

however, our prototype contained only the patients’ initials and birth year (or age):

Physician: “When I see initials and age here, it’s looking all right. [...] We

only handle a handful of patients at a time, so duplicates have never been

an issue.”

Although using initials and age proves sufficient in some situations, a nurses ex-

plains that they often require more precise identifiers for their patients. The nurses

are used to having precise identification available for all their patients, and carry and

use patient lists actively that both contain room number, full name, birth date and

hospitalization date for each of the patients they have responsibility for.

Nurse: “We often have patients here [at the ward] with the same last name

and birth year. We use full names and at least part of the birth date.”

This will however apply mainly to situations where it is crucial for patient safety to

be certain of the patient’s identity, e.g. when giving medicine or preparing for surgery.

On whiteboards that are at least partly shielded from public insight, it is common to

use initials and birth year. Such whiteboards also seem widely accepted for the general

reminders of who is who, and keeping track of where they are.

The second approach was to use patient rooms as a key to identities. The prototype

had events placed over a map with square boxes representing the rooms in a ward.

The idea was that if clinicians have a particular desire to follow up on a patient, they

will be able to tell exactly where the patient is located. The interviewed clinicians
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were however all negative to the idea, which would require them to remember patient

locations in general. They argued that their attention already has to be focused on

more important things, and did not trust their own memory when faced with a location

indicator on a screen:

Physician: “I wouldn’t dare trusting just a box!”

Similarly, using room numbers as the only identifier was neither considered an

option either. In addition to the personnel’s memory limitations, patients often change

rooms during their stay, while new patients arrive. When this happens, updates to the

room list may lag significantly behind, risking in the meantime that status updates are

associated with the wrong patient. Room numbers are however commonly disclosed

in combination with other identifiers, e.g. on room list whiteboards.

On the other hand, it was discovered that clinicians commonly used patients’ di-

agnosis or treatment history as de-identification in conversations between colleagues,

both in combination with sex or even alone. It was said that remembering the di-

agnosis and history of treatment is easier than remembering both the name and pre-

cise birth year. An advantage that consequently appears when clinicians talk together

about patients in public spaces, is that they can always start on an abstract level and

go further and further into details, until adequate identification is achieved. This in-

teraction could represent a real-world approach to flexible re-identification:

Nurse: “When discussing patients in the hallways here, we try to refer to

them by using their diagnosis.”

Physician: “It is often easier to remember ’he with ileum, who needs an-

other surgery in three days’.”

Ultimately, these results were used to generate a prototype of an application that

could be used for testing the remaining techniques more in-depth.

4.2 Usability lab experiment

The combined results from testing in the field had provided enough feedback to build

a prototype of an application which would take advantage of taking its messages to

more public areas. The prototype can include a variety of such important event update
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messages, and has the flexibility to be presented in both a fully identified and also in a

de-identified manner. During January 2011 this prototype was tested in an experiment

in the usability lab at the Norwegian Research Centre for Electronic Patient Records

(NSEP), involving four nurses from Trondheim University hospital as test persons.

The experiment was set up as a role-play following a realistic scenario, aiming to

simulate a setting that the test persons are used to, and thus being familiar for nurses

working at that specific hospital. After getting to know how a single de-identification

alternative would work in practice, they could each give feedback to five additional

alternatives in a focused interview afterwards. The experiment provided many qualita-

tive considerations for each of the presented alternatives, in addition to a final ranking

of the highest valued ones.

4.2.1 The prototype

For the purpose of rapid field tests, there was no need for realism in the event messages

that were included in the prototypes. For the lab experiments this realism was how-

ever a vital ingredient, and the prototype was thus populated with a realistic chain

of events, all corresponding to the scenario and patient list being used for the role-

play — a detailed description of the scenario is found in appendix E, while the patient

list is attached in appendix H. The messages were also carefully chosen to show the

participants users a variety of possibilities, and to support them in becoming quickly

confident with the system. At the same time, the scenario developed towards the end

with several new events arriving at the same time, making the updates more challeng-

ing to handle.

In order to test the relationship between de-identified disclosure of information

and full disclosure, two different screen views of the same application were also cre-

ated — the desktop prototype where all details are revealed (figure 4.3), and the hall-

way prototype where all messages had been de-identified (figure 4.4). A typical sce-

nario would thus be the hallway prototype indicating “X-ray description available”,

while the desktop prototype specified this as “Radiologist’s X-ray description available

for patient Odd Hansen”. While the desktop prototype also provided more functional-

ity than the simple list of event messages, it was designed by Ph.D. candidate Lillebo

and hence only an excerpt containing this particular list is included in the thesis for

reference. A complete view of the desktop prototype can nevertheless be found in the

paper in appendix B.
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Figure 4.3: Excerpt of the desktop prototype developed by Ph.D. candidate Lillebo

(available in Norwegian only). Used with permission.
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Apart from the colored graphical icons, the hallway prototype was still more or

less designed by the author, as it had to be directed horizontally instead of vertically,

and therefore express more clearly to the users in which direction it should be read.

Moreover, space and readability did become an issue here, as opposed to the desktop

view, since the text labels would be hard to distinguish and read if they were all placed

on the same side of the icon, or alternatively in a vertical direction. A gradient fade in

from the left was chosen to bring out the new events arriving from the right where a

dotted line represents the current time, and on the future side of the line a new event

is hinted in gray with a quotation mark. For readability and extra space, the text labels

are positioned above every second event icon, and below for the rest. A large clock

indicating the current time is also included, for increasing the test users’ awareness of

time passing by during the role-play.

De-identification alternatives

The usability lab experiment would naturally play the most crucial part in exploring

de-identification for the targeted domain. It was therefore accordingly important to

carefully select de-identification techniques for the test, in contrast to with the rather

preliminary rapid field tests. In the light of these field tests, it would hence be impor-

tant to evaluate the collection of possible approaches found in the literature, as well

as those suggested earlier in this chapter. This evaluation of techniques is described in

the following paragraphs.

Variable suppression could in this context rather be considered a question of which

variables to include in the visualization, since the organization would already possess

the complete data set. This would also be the most important part of making the

contradiction described in chapter 1 possible, namely to disclose information while

not disclosing it to those who are not authorized recipients. Since the information

requirements for the application in general had been estalished, it was therefore a

matter of deciding which of these variables to include.

Record suppression would on the other hand not be well suited for use in the

prototype. Since usability requirements make it important to have conformity between

the timeline of events in both the identified and the de-identified prototype, it would

be problematic to completely remove individual events from only one of them. It

would hence be better to use additional variable suppresion, so that the utility value

of these particular records are protected.



Usability lab experiment 69

Figure 4.5: Overview of the de-identification candidates presented in the interviews.

Modified for presentation (only one event from each category is included).
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Coding and masking would also be important techniques, especially the masking

approach used for names and birth dates in the field tests. A possible use of coding in

the prototype could for instance be pseudonymization, which is reversible. The event

icons themselves can also be considered as coding, yet not adding considerably strong

protection. Irreversible coding would on the other hand not be useful for coordination

purposes.

The generalization and aggregation techniques were both briefly tested in the rapid

field tests, while their applications did not yield much feedback. For generalization

this could however be since its usage appeared rather covertly, e.g. in the list of

radiology examinations where it was said which main type of examination was done,

but not specifically what body parts or organs were examined. Hence, this technique

will also be useful for not being too specific in the radiology event messages, so that

outsiders can guess which events concern the patient they know. While generalization

for patient ages also could be possible, it is not taken any further for this application.

The reason is that the rapid field tests revealed the clinicians’ clear preferences towards

using either birth year or full birth date, and resistance against expressions that would

appear in a confusing manner.

Finally, the pixelation and blurring techniques may not seem entirely suitable for

use in the prototyped application. Although one of the field test informants suggested

using pictures for identification of patients, there are no images available to de-identify

here. It would moreover be pointless to scramble any of the other graphics, since

clinicians would not be better fit than other to interpret the hidden meaning.

These considerations have altogether resulted in a collection of six different alter-

native approaches. While one is pseudonymized and one appear to be anonymized, the

remaining three represent different levels of information granularity in a de-identified

approach, aiming at its legal definition. It can still be argued, however, that these

alternatives are indeed de-identified, since two of them even include direct identi-

fiers — although being masked. All alternatives do nevertheless utilize the treatment

approach, as suggested above the rapid field tests section. In addition, the responsi-

bility approach is represented in alternative III, along with what is left of the location

approach to use — the operation theater where a patient undergoes surgery. The non-

presence approach was on the other hand not found to be useful in this application,

and quite possibly not in general either.

It was nevertheless early decided to only use one de-identification alternative con-

sistently through the role-play (alternative II, see description below), in order to make
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the prototype easier for the users to understand and follow. Therefore, it was nec-

essary to de-identify the initial timeline with the other five alternatives as well. A

large paper sheet was hence created where all six alternatives were laid out, i.e. six

different versions of the view in figure 4.4, so that the test persons could compare

the alternatives altogether. The overview containing all six alternatives can be seen in

figure 4.5.

Alternative I is considered anonymized, which is beyond de-identified, as it contains

no information except for the type of event (the icon) and the time it was gener-

ated. It is included for a minimal representation of what an indisputable inter-

pretation of the law may allow.

Alternative II can possibly be considered as de-identified, as it simply adds a descrip-

tion of the event to give more info about what is new. The idea is that users who

expect something to happen for patients and know their history of treatment,

in general may be able to know who the patient is when that expected event is

happening, or when a foreseeable next step is taken in treatment. This event

description line is also included in all alternatives below.

Alternative III still only adds more information, and still nothing that can be used to

identify a person in general, but instead more related to the patient’s history of

treatment. The detail that is added is either the name of the clinician who has

ordered the imaging diagnostics, the clinician who has taken the blood tests,

the clinician who wrote an EPR note or a comment, or the location where the

operation takes place.

Alternative IV has identified patients with their initials and birth year. This is by no

means a bulletproof method for neither identification nor de-identification, but

clinicians are used to this from whiteboards etc., and was the preferred approach

from the rapid field tests.

Alternative V adds the patient’s first name, as well as the first letter of the last name

and the full date of birth, while revealing the first name will also reveal the

patient’s sex. The alternative is given for providing a close to unambiguous

identification alternative of the patient, while not displaying last names that

could be revealing for e.g. famous persons.

Alternative VI has a rather cryptic-looking approach, because the four character code

does not represent anything other than a random code. The code is nevertheless
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suggested to be included on the patient list, so that it will be brought along

anywhere by the clinicians. Then, a code lookup can be done whenever required,

by those who can access it and thus are authorized recipients of the information.

4.2.2 Experiment design

It had been a bit challenging to interview people about de-identification in the rapid

field tests, because the informants were not given a chance to properly imagine the

de-identified event messages in action — they were just plain messages without any

patients to associate them with. In the usability lab, it was however possible to simu-

late a realistic scenario in which the de-identified screen could become useful, and the

layout of the lab made it possible for the test persons to get a good understanding of

how the system can be used in practice during their regular work day.

Since the experiment did not involve any sequences where the actual usability of

the application’s interface was tested with specific tasks, the prototype did not have to

implement any interactive functionality. What was mainly left could compare to a very

simplified “Wizard of Oz”-setup, where the screen views only consisted of a sequence

of images that are to be manually skipped forward in, as time goes by in the scenario.

The sequences did not pose other changes to the user interface than the addition of

new events to the timeline, and there was also nothing the test user could do to change

the line of events.

The role-play scenario was driven forward by having these updates appearing in

the prototypes due to skipping in the sequence. The stage was however first set with

an important routine that every nurse at the local hospital is well familiar with. The

handover (termed “rapporten” by the Norwegian professionals), is a meeting which

takes place three times every day at each ward, i.e. whenever a team of nurses replaces

another. The nurses going off duty will brief the ones who replace them, on each of

the patients for whom they will have responsibility. At this stage the test person was

given a patient list (“pasientoversikten”), which is a real document brought to these

meetings (see appendix H for the fictive document we handed out to support this

routine). The list describes the patients who are being handed over, and the incoming

nurse will take notes here regarding each patient during the meeting, as witnessed by

Munkvold, Ellingsen & Monteiro (2007). An artifact similar to the patient list is also

described in Bardram (2005).

In our experiment there were eight patients on the list, providing a full bed cluster.
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A bed cluster is a subset of a ward, being a group of up to eight patients, that a single

ward nurse in reality will be responsible for during the night shift. During the other

shifts the nurses will however have responsibility for a smaller group of patients than

this. This exact group size was nevertheless chosen since it both represents a real-

world grouping, as well as possibly being could be a suitable population to both infer

and protect identities from.

Participants

The patient cases used in the scenario were all inpatients for gastric surgery, since this

is the largest surgical department at the hospital having two large wards. The role

play was thus designed for ward nurses to play, and so the four test users were all

ward nurses with experience from work in the department for gastrological surgery,

although one was at the time working in the emergency department.

Choosing nurses to participate in the experiment was still not only motivated by

their familiarity with the scenario used. By making use of their professional experi-

ence, it was possible to check their professional understanding of the information that

was provided through the two views, and how this would enable them to act in a

real situation. This explains why they were not recruited to test the usability of any

interactive functionality yet, but rather make it possible to gather more in-depth data

on how this kind of application could work in the field. The same test could there-

fore not have been accomplished with non-professionals, although many people very

well could say something about the relationship between identified and de-identified

messages in general.

Location and equipment

In order to record data from the experiment, a usability laboratory was made available

to the experiment by NSEP. The test set-up was early aimed at taking advantage of the

laboratory’s size and flexibility, which geared the experiment design towards simulat-

ing a real ward like the ones being familiar to our test persons. Figure 4.6 shows how

we could start the session by sitting around the table, before moving over to the work-

station computer at the desk (marked in blue). The desk is faced with the hallway in

front, to which the rooms in the bed cluster are attached. Having a patient room on

each side, so that the role play could involve moving in front of the desk area, added

realism to the pretended ward work, instead of only having a single room on the one
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side. This way, the test persons could properly grasp the point of having the hallway

prototype (marked with green) placed where it was, as they could effortlessly check it

while passing through in the corridor.

Figure 4.6: Map showing the approximate layout of the usability lab, as it was used

in the experiments.

The lab was already equipped with three video cameras (marked in orange), two

of which were movable at all times by the lab technician, and a sensitive microphone

that could capture speech from anywhere in the room. All this recording equipment

was controlled from a separate control room by a lab engineer, and the video output

was recorded on a computer there, see figure 4.7. The video mix also contained a

live screen capture stream from the workstation computer used in the experiment,

where the test users’ mouse movements could be seen. This way, it would be easier

to know what they pointed at when speaking, and hence improving the quality of the

transcriptions written down later.

Preparations

Two pilot tests were run before the recorded results were gathered. Initially, a fellow

researcher with high expertise in the human computer interaction (HCI) field, served

as test user for the first pilot. He has also worked with health informatics issues, and

had some insight into both the handover meeting and the daily doings of a ward nurse.

The first pilot test was run without recording video and audio, and primarily aimed

at quality-assuring the methodological side to the experiment, first with the role-play,

and then with the focused interview afterwards. It could hence just barely be called
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Figure 4.7: Equipment in the control room for the usability lab. The large screen

shows a mix of the camera input and the active screen contents viewed by the user.

a real pilot. Some adjustments were still made based on this session, including an

increase from three to four rounds of status updates when passing by in the corridor.

This was done in order to not cut off the test users from the system before they got

a good feeling of mastery, and thus would be satisfied when the experiment then

proceeded to the interview stage. Additionally, the transition between the handover

and the first interaction with the workstation had to be improved, from giving the user

a task immediately, to giving the user some time to get to know the user interface first.

The second pilot test was executed with a test user who had previously worked

as a nurse, but at the time was working as a researcher within the field of health

informatics. She was familiar with the context of the nurse handover, and knew how

she would have organized her own working day in the scenario we presented to her.
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Figure 4.8: The hallway prototype in action on the large screen.

The test became a realistic check on the final test set-up, as is was in every aspect equal

to what the recorded results are based on. This test also had better a flow in transitions

between its different stages now. A full video and audio recording was performed so

that also the lab engineer was prepared to follow the subsequent experiment runs

properly.

Procedure

To begin with, the test persons were welcomed and offered some fruit and coffee

along with a letter describing the experiment, as well as signing an informed, written

consent to their participation. An introduction to ourselves and the project followed,

with an explanation of what kind of data would be gathered and how the session

would be recorded. The participant was also informed about the possibility to end the

experiment at any time. The layout of the test lab and important equipment was then

presented, and the test person was given instructions on how to “think aloud” during

the role-play phase of the experiment. The application prototype that were subject to

the test was briefly introduced, with a note on its limitations as being a non-functional

prototype. Finally, if the participant had no further questions, the role-play would be
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initiated with the fictive handover meeting leading in on the night shift.

After the handover was completed, and appropriate notes had been taken by the

test person, the nurse was guided over to the desktop workstation, which displayed

the initial screen from the desktop prototype. After exploring the interface for some

while, the test person was instructed to pretend, due to the fact that the patient rooms

were empty, to be visiting patient rooms and carrying out regular ward work, and

that time meanwhile went by. When returning from the patient room, the test person

was told to take a look at the hallway prototype when passing it in the corridor, and

tell whether or not something new had happened lately. When doing this for the first

time, no such new events had occurred since the desktop prototype was used. It was

however necessary to allow the test persons some time here to familiarize themselves

with the new layout of the update messages, as this was now different compared to

the desktop prototype, although the messages were entirely the same.

More pretended ward work was then done for another 10 minutes of pretended

time, in reality a few seconds, before returning to the hallway prototype. The screen

now indicated that new patient events had occurred, and from now on this was also the

case every time when passing by the screen. The participants were at this stage asked

whether something new had happened, and if they could tell who it had happened to.

After the first round this was however not always necessary, as the participants com-

pleted both tasks without being prompted for it. After four such information updates

separated by simulated ward work, approximately 1.5 hours of simulated time, the

role-play was ended. In reality, 20 minutes of role-play plus ten minutes of introduc-

tion, had passed at this point.

Through the subsequent interview the nurses were then asked to validate their in-

formation needs and imagine how the prototype could influence their work, while ex-

ploring whether the hallway prototype in particular would be understood and valued

in real work. The feasibility of each given de-identification alternative was assessed

and the most valued candidates ranked from the users’ individual perspective.

The experiment was finally ended within one hour after the test person’s arrival.

4.2.3 Results

As already mentioned, the de-identification alternative used in the experiment was

alternative II (figure 4.3). Until stated otherwise, the participant citations are also

concerned with this alternative in particular.



78 Experiments

Positive Negative

• Surgery events would have been

interpreted correctly [TP2]

• Would have checked all events

no matter the level of detail any-

way [TP1]

• Imaging events etc. would

easily become indistinguishable

[TP1,TP2]

• A lot of “checking” would have

to be done [TP1]

• Would not recognize blood test

results [TP2]

• Users would face a steep learn-

ing curve [TP3]

Table 4.2: Feedback on events de-identified with alternative I

The first observation made, is based on the theory presented in chapter 1, that

giving the users an idea of what is happening, but not explicitly who it is happening

to, requires them to already have an understanding of what might happen in the near

future. After doing the lab experiments, it appears that ward nurses do in fact have

a certain understanding as such, since they were all able to interpret some events

correctly in the test:

Nurse 1: “Yes, now someone has taken an X-Ray scan, it is probably he

who was waiting for that overview, Hansen. And I will go and check the

[radiologist’s] description, because I can see that the description is ready

too. And the remaining of Hansen’s blood tests are also ready...”

Nurse 3: “Yes! Now I see that there has arrived a result for troponine. And

the haemoglobine to him [Hansen].”
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Positive Negative

• Privacy for patients is well pro-

tected [TP1]

• Only one patient would undergo

surgery at each time [TP1]

• You often known what you’re

waiting to happen [TP4]

• Clean layout, not overloaded

with text [TP3]

• Must know the patient to know

what to expect [TP4]

• Comment events always have to

be checked [TP1]

Table 4.3: Feedback on events de-identified with alternative II

Nurse 4: “Mmmm.. I see that he [Hansen] has been scheduled [for surgery]

5 minutes ago.”

In the interview afterwards, the test persons could each elaborate on how they

re-identified the patients concerned in the de-identified messages:

EAG: “Did you then feel confident that you knew which patient it had was

concerned with?”

Nurse 3: “Yes, I probably was. It was mostly the one patient that things

happened to... But then I knew that I was expecting the troponine, and I

knew that I was waiting for the X-Ray description also.”

Nurse 1: “If we’re talking about eight patients, like in our bed clusters,

I would have understood who the event was concerned with. [...] We
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never have two in surgery at the same time, so the only thing would be

the comment events, which would be hard to figure out.”

Nurse 2: “If patients from the whole department showed up, I wouldn’t

have a chance to follow up. But as long as we’re limited to 8 patients...”

Since the scenario was staged, the test persons were also asked to confirm whether

the chain of events presented was realistic compared to a normal day at work. The

response was that this could in theory be true, and the scenario was even more difficult

to the test persons than reality, being introduced to eight new patients at once. On the

other hand, the patient cases were considered a bit too diverse for a normal mix, which

often contains some patients having the same diagnoses:

Nurse 2: “Often we have several with the same problem, but often they do

not arrive at the same time and do not follow the same trajectory, so I think

I could manage with that [alternative II]. Perhaps not on the morning shift,

because then we take all the blood samples early in the morning. And if

it then was only said ’sodium and potassium’ for a patient, I would have

had difficulties with knowing which patient it is, because we test that on

almost all. At least liver and bile samples, and those kinds.”

There were still differences between the different event types used in the prototype.

While radiology messages (black) and operation events (green) would be feasible to

follow with alternative II, it as nurse 2 stated be harder with blood tests (red). These

events are the most difficult to present in a de-identified view, in line with what was

already found in the rapid field tests. It is however pointed out that blood tests from

the daily ward rounds are often routine tests for following trends, and not always

important to be updated quickly on. Hence it could be important enough to know

when these results start popping in, so that one can be prepared to sit down for a

while with them later.

The individual blood test indicators are not always important to follow up either,

but are ordered in groups where only some indicators are interesting. The patient

Odd Hansen in the scenario was important to follow up on, and his symptoms could

possibly indicate a heart attack. This possibility would be settled by the troponine

indicator, and hence the nurses above paid attention to the arrival of this in particular.

It is therefore relevant to the nurses not only to know that blood test results have
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Positive Negative

• “All information is good informa-

tion” [TP3]

• Imaging diagnostics events are

indeed related to the referring

physician [TP3]

• There might be exceptions

where this adds value.. [TP4]

• Uninteresting and hard to define

[TP1,TP3,TP4]

• Many physicians come by, we

don’t always know what they do

[TP3,TP4]

• Same physician may check up on

all of the ward’s patients [TP2]

• Who took the blood tests is not

known the next day [TP4]

Table 4.4: Feedback on events de-identified with alternative III

arrived in general, but also to know which indicators are ready. If not, they would

have to check up on each and every indicator immediately on arrival, since it could be

the important one arriving:

Nurse 1: “If it isn’t very interesting with sodium or CRP, you possibly wait

until the CRP has arrived too, then, before you check it [sodium].”

Journal events (blue) were unfortunately not tested in the scenario. It is however

likely that these would have been hard to contextualize with the de-identified alter-

native II, since journal notes could have been written for anyone. An exception might

still be the arrival note, which is often written by a physician after the patient has

arrived at the ward. Nurses would hence wait for this to be ready, so that they can

read up on the patient’s problem and condition. As for the comment event (yellow)
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Positive Negative

• Initials and birth year helps a lot

[TP1,TP2]

• Identification is acheived [TP4]

• Easy to identify known patients

[TP3]

• The screen could be placed

somewhere less public.. [TP1]

• Event description can be re-

moved if identity is given [TP1]

• Similar to the patient sheet

[TP3]

• Duty of secrecy hard to maintain

when patients see or talk to each

other [TP2,TP4]

• Patients reckognize themselves

[TP3]

• Not sure how legal it would be

[TP3]

• An HIV test would be too sensi-

tive here [TP1,TP3]

• The combination of the knife

and the initials look scary! [TP2]

Table 4.5: Feedback on events de-identified with alternative IV
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Positive Negative

• Would correspond to patient lists

[TP2]

• No, that’s not possible

[TP1,TP2,TP3]

• A violation of the duty of secrecy

[TP4]

Table 4.6: Feedback on events de-identified with alternative V

was however impossible to relate to any context:

Nurse 3: “But when a comment event appeared, I was of course not certain

who it concerned.”

All test persons likeways argued that they in real work would most likely under-

stand what patient the de-identified event concerned, by knowing the context of their

patients. This is especially true if that patient is more important to follow up on, like

Odd Hansen was in our scenario. At the same time, they always knew when something

that was expected to happen, had not yet occured:

BL: “Has anything new happened, compared to what was on the desktop?”

Nurse 3: “Sodium and potassium.. Nope, that was the first entry there,

too.”

Nurse 1: “So, now I’ve spent 10 minutes here, and some blood test results

arrived 14 minutes ago. [...] Then it has not happened anything new.”

As for the other de-identification alternatives, the feedback was mixed. The anony-

mous alternative I (figure 4.2) would for instance reduce the utility value of the screen
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considerably. Although still being capable of indicating whether or not something new

has happened lately, it would be hard to relate just about any message to an individual:

Nurse 2: “I would’ve figured out the operation events, though. And I’d see

when blood tests arrived, but I wouldn’t have a clue which one I would be

expecting, because normally we wait for more than one. And for radiology,

it could be both MRCP, ultrasound, CT and X-Ray overview... So it would

have been more difficult if I received two or three patients during the shift

or earlier the same day, and they all would have some examinations. It

would have been hard.”

For the different de-identification alternatives, it was obvious that increasing the

identifying information displayed will allow more precise identification to be achieved.

It could however be discussed whether the extra information supplied in alternative

III is actually useful to the clinicians. Radiology examinations are only weakly related

to physicians, and blood samples are not especially related to a single clinician either.

At least for the nurses, they do not know everybody who works in all care activities

the patient is subject to:

Nurse 3: “We don’t even know everybody who are there, who take orders

and such [...] There are a lot of physicians, so it is hard to [...] know it

just by looking here.”

The suggested use of pseudonyms in alternative VI (figure 4.7) was criticised for

requiring the users to remember something that is not already kept in their memory.

In addition, one of the nurses pointed out the risk involved in losing a patient list to

an outsider, that would immediately reveal everything. On the other hand, two of the

participants also commented that the codes used would only be a supplement to the

de-identified alternative II, where the description of event was already disclosed. And

if the patient was especially important to follow up on, the code could be memorized

and hence be used for these particular cases.

Nurse 2: “If I’m most worried for Odd Hansen, I could have taken note of

the code and be on alert for when it appears on the hallway screen.”

The participants were all conscious with respect to the duty of secrecy, clearly

rejecting alternative V (figure 4.6). Their personal interpretations of what would ac-

tually be required from a visualization in the hallways was not entirely equal. One
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Positive Negative

• Compared to alternative II it

only adds something (the code)

[TP1,TP3]

• You can remember the code for

particular patients [TP2]

• Precise identification [TP2,TP4]

• The code can always be brought

along on the patient sheet

[TP3,TP4]

• Identity can be verified without

additional checking [TP3]

• Logical codes may be easier to

remember [TP4]

• Easier to ignore irrelevant mes-

sages with access to patient iden-

tities [TP4]

• Codes are hard to remember

[TP1,TP3,TP4]

• Code is not used elsewhere

[TP1]

• Does it really save any time?

[TP2]

Table 4.7: Feedback on events de-identified with alternative VI
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feared that even if the information was presented without a name tag, the patients

could be identified by others, for instance by observing other clinical activities at the

ward. Another was positive to the idea of using initials, as in alternative IV (figure

4.5), but was slightly worried about the association between patients and the rather

expressive icons:

Nurse 2: “I don’t know with respect to patients who pass by and see that

thing with the knife [operation events]. That is maybe the most frighten-

ing [laughs]. ’Now they’re cutting an ’IN’ born in 1944.’ [...] It would

of course help us more, but whether or not I can fulfil my duty of secrecy

when patients perhaps know each other.. That’s when it becomes hard,

’cause then they know the patients’ initials.”

Moreover, one believed that initials could be used in a public space, since the risk

of anyone wanting to re-identify patients was not considered high compared to the

increased utility value they would add to the visualization:

EAG: “Do you think it would be okay if something like this [IV] was dis-

played in the hallway?”

Nurse 1: “[...] I could not imagine that this would be very interesting for

others who are not interested. We already have that whiteboard, and that

contains first names, but its location is maybe slightly hidden after all..?

[...] I would have known immediately who it concerned, [...] that it was

concerned with a patient under my responsibility.”

Finally, the use of initials was also considered safe in itself by a third of the partic-

ipants:

Nurse 3: “I think that it’s impossible for other patients to figure who it is,

so we’re not breaking any duty of secrecy, I don’t think so, no.”

Nevertheless, all four test users declared to be very positive to the tested proto-

types, both the desktop version as well as the de-identified view. A central point of

the feedback was how they imagined themselves saving a lot of time spent logging

repeatedly in and out of a variety of clinical information systems to check for new

information:
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Nurse 3: “I would’ve surely used it a lot, rather than checking DocuLive

[the EPR] and radiology to check, I would have rather used this, and then

enter the DocuLive. [...] it tells whether results are ready or not, and that

is the big issue because we are looking all the time and waiting all the

time, very often. Especially with such emergency patients where time is

crucial, we keep logging in and wait for results.”

Nurse 4: “This would be super to have, so we don’t have to spend time

checking out things that may not be worth checking out.”

TP1 TP2 TP3 TP4

I

II 2 2 2

III 3 *

IV 1 3 1

V

VI * 1 2 1

Table 4.8: Rankings given to the de-identification alternatives.

The highest score is 1, while * means ranked third, but not voted for.

Their current authentication and authorization methods were moreover considered

very ineffective, including an ID-card that must be inserted into the computer, and

usernames and passwords for both the operating system and information systems.

The participants thus appreciated having a screen in the corridor, allowing them to

check for updates while passing by, instead of having to sit down and log in on the

workstation each time:

Nurse 4: “I immediately think that the hallway screen is very nice. [...] the

workstation computers require us to use the card to log on, so it is good

to have this in the hallway for checking whether something new happens

that is worth logging on the workstation for.”

Nurse 1: “[...] if you’re going to the medicine room to get something

or fetch mail from the pipeline, you must take out the card, so I don’t

want the hassle with logging back on before I think that ’now there’s soon
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something I can do’, so then this would have been amazing. [...] And you

know that you don’t have to spend a lot of time interting your card and

waiting for the login, and then logging back in there, and then again.”

Nurse 2: “I might have had to check DocuLive several times already now

only when I could pass by and see it there.”

Another advantage with having a large screen, is that it can be viewed from a

distance. This makes it easier to pick up updates quickly, when other work in the ward

keeps the clinicians from sitting down by the computer:

BL: “Can you imagine approximately how often you would use such a sys-

tem during a regular shift?”

Nurse 1: “Hard to tell exactly, but I guess that if I’d had this screen avail-

able, I would have taken a quick look at it each time I passed by. And if it

is located in the bed cluster, it will be something to pay attention to, and

you’ll always notice when a new symbol or update appears.”

4.3 Summary

Through a series of rapid field tests, using simple throw-away prototypes, it was gained

further insight in visualization alternatives and information needs of the end users.

This was in turn used to build a high-fidelity prototype which was populated with

realistic patient data. The prototype was moreover separated into two views; the

main view intended for interactive use on a desktop computer, and the hallway view

which contained a timeline with possibly de-identified activity updates.

The prototype was then installed in a usability lab, which was set up to simulate

a hospital bed cluster. A scenario was written for a role-play to correspond with the

prototypes, so that the test persons could better contextualize the new prototype, and

thus be more fit for the focused interview directly afterwards. For the role-play, the

hallway view only displayed a fixed level of information granularity, which included

no patient identifying data. Later in the interview however, the four test persons were

each introduced to a set of six different alternatives to de-identification, that could

potentially also be used for the same purpose. The test persons were asked to assess

each of these de-identification alternatives, and then finally suggest a ranking of the
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most appropriate candidates, in their opinion. These overall rankings are summarized

in table 4.8.

In general, the participants were also positive to be given immediate access to

updates from information systems, and being able to be notified through a large screen

in a location where they frequently pass by. It was moreover confirmed that the ward

nurses often have an idea of what is happening next to particular patients, which

resulted in all participants being able to interpret some de-identified events correctly

in the experiment.
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“Humans do not always err. But they

do when the things they use are badly

conceived and designed.”

The Design of Everyday Things

DONALD NORMAN

Chapter 5

Results analysis

In this chapter, all the data collected in the experiments will be analyzed in light of the

findings from the literature review in chapter 2. First, a framework for the following

analysis is however presented, which has also served both as background and title for

the paper attached in appendix A.

5.1 A framework for analyzing the data

De-identification of PHI is definitely associated with a conflict between the privacy of

patients and the utility that the data may have to those who will use it. The secondary

use of de-identified PHI for research purposes is an example where increased richness

of data will increase the value of the data sets, however the rules for exactly what data

may be included in such data sets may effectively reduce the possible purposes of use

the data may have. When de-identification is taken further into a setting where the

data is used in real-time, it also has to present something of particular value to the

users of a specified system in a specific context. There are hence three perspectives

that altogether will define what an acceptable de-identification solution can be.

The first perspective is what the users will need in order to make use of data that

are de-identified. This involves the amount of identifying information that is necessary

for making the information presented meaningful to them, and hence provide utility.

A physician responsible for a particular patient may for instance read that the results

of a patient’s radiology examination is ready for further assessment. When there is no
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Figure 5.1: The best solution is found somewhere inside the triangle.

indication of which patient the results belong to, the message will however have very

limited utility value. Desired indications may have to be as specific as e.g. the patient’s

initials and birth year, or as vague as only a known limitation of which patients may

be subject to the message, e.g. including only patients from bed cluster A in ward 1

at department X, or that the patient’s responsible physician is the one who reads the

message. It is however necessary for the utility value of information to raise above a

certain threshold for the system to be perceived as useful, which makes this perspective

essential. Being able to correctly identify the patient whom a message concerns, is

hence a deciding factor in this respect.

The second perspective may however be in direct conflict with the needs of the

users, as it involves both national and international laws and regulations concerning

how sensitive data may be used. As described in chapter 2, there are for instance 18

data elements expressly specified by the HIPAA that should be removed from a data set

in order for it to be deemed as de-identified. For use with real-time visualizations this

list may however be both stricter than necessary, or it may not take the particular risks

of such uses into account, and other interpretations of the law may decide what is legal

to show and not. The question is also not always in general what particular variables
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are legal to show, but what combinations of elements will maintain the privacy of

patients, facing a calculated risk that is considered smaller than the overall achieved

utility value.

The third perspective has taken into account the cases where the users have to

perform re-identification of some or all of the de-identified data, if it cannot be de-

ducted directly from the disclosed data set. This will generates requirements towards

the usability of such visualizations, since it will affect the time and effort taken in order

to make the system fulfill a user’s needs. The problem hence specifies how well the

users are supported in the re-identification process, as it is likely to be done subject

to time constraints, especially in dynamic work environments like hospitals are. The

system’s utility value may also be destroyed if forcing users to spend a lot of time in

either repeating authentication processes, or repeatedly misinterpreting the disclosed

information, although it serves both the users’ perceived needs for information and

the patients’ lawful rights to privacy.

Striking a balance between these three perspectives is hence a basic feasibility

requirement for a system such as that targeted in COSTT. The possible implementation

of de-identification will subsequently be affected by each of them, although it will

likely have to consider tradeoffs between them all. Such a balance may therefor exist

somewhere within the borders of the triangle in figure 5.1, yet it is not certain whether

any of the tested approaches will be able to fulfill the requirements from all sides. The

real-world requirements can moreover be different for varying systems and contexts,

and the perspectives instantiated differently for another system. What is examined in

this thesis, is however how well de-identification can work for PHI in a public and/or

semi-public hospital environments, where one can assume that unauthorized outsiders

can obtain access to reading the screen’s contents.

5.2 Answers to research questions

5.2.1 Research question 1

“Which methods are the most appropriate for de-identification in real-time

oriented visualizations containing patient health information?”

After starting with a list of possible de-identification techniques in the literature

review, some were excluded from the study due to lack of appropriateness for the
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targeted purpose of use. Another few were abandoned after the rapid field tests,

because the users did not find them feasible to use in practice, but some new ideas

were also included. Finally, six different alternatives were tested in the usability lab

experiment, which in turn could be grouped into three main approaches. These three

main approaches correspond to the three categories found in Norwegian legislation

for protecting information through disclosure control.

Anonymization

The first category, which is represented by alternative I (figure 4.2), was in the lab

experiment clearly pointed out to not suit the needs of users very well. The only thing

it can contribute to, is that one can possibly see whether something has not happened

lately, e.g. that no blood tests results have arrived during the previous two hours, or

that only one imaging diagnostics event has occurred within the same period of time.

This second example may in turn tell that the pictures have possibly been taken as

planned, but that the radiologist’s description is not ready yet.

From a legislative point of view, there are hence reasons to believe that this ap-

proach would be entirely legal to use, even if exposed in a public environment, and

the data set’s population is limited to the persons on a ward — or even a bed cluster.

Since the provided information detail is so limited, it will be impossible from an out-

sider’s perspective to figure out which events may belong to which patient, and even a

patient himself could not be able to track his “own” events. None of the participants in

the lab experiment had second thoughts to implementing this in the specified context

either.

From a usability point of view it is however clear that personnel would have little

benefit from this approach. A visualization that would anyway require them to check

another system for the importance of a message, before then finally turning over to

the system where the information is actually found, would require much unnecessary

workload. The total amount of workload would possibly even be comparable to what

users today are faced with, and would therefore make such a system unnecessary and

useless.

De-identification

The second category is represented by the alternatives II, III, IV and V, yet the last one

is very close to a completely identified alternative and was discarded by all four of
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the lab experiment test persons. For the remaining three however, the test persons

did not agree just as much. In the rapid field tests, alternative IV with initials and

birth year (figure 4.5) was told to be sufficiently precise for identification of patients

that are in the clinician’s responsibility. This was also repeated in the lab experiments,

and hence it was ranked first by two. Alternative II (figure 4.3) was agreed on as

not being optimal, yet it was ranked second by three (but never first), having obvious

weaknesses when many similar events occur within the same scope of time, or when

something that is not expected to happen do indeed trigger a message. Alternative

III (figure 4.4) was hence provided as a more detailed alternative, but apparently the

extra level of detail given about “where” or “by whom” was not considered to be very

useful by the participants. The suggested approaches of clinician responsibility and

location may hence seem to provide little help towards authorized re-identification.

When it comes to how well these alternatives protect the privacy of patients, it

is hard to make a final conclusion. However, the popular alternative IV — and of

course V — would not comply with Norwegian regulations for processing personal

health information, at least if the screen was to be placed without any physical or

computational access control. Two of the test persons had a strong opinion in the

same direction too, yet one chose to rank it third if “it would be considered legal

anyway”. The two remaining candidates were on the other hand open to its usage

in public areas, at least to the author’s power of judgement. The difference between

the two is not considerable, which is also confirmed by the lab experiment results, but

the question posed by legislation is whether or not the information is de-identified,

which is seemingly a binary construct. As discussed by El Emam (2010), it can still

be argued that in reality there exists a continuum of identifiability, where some data

sets can be easier to re-identify than others, which may require much time, effort,

cost and skill for the same to be accomplished. The size of the data set, composition

of patients in a ward, ordering of events, and so forth, can all make re-identification

either harder or easier for attackers to achieve. In addition, one must assess what harm

an unauthorized re-identification would cause, which depends on the information that

is disclosed. An important aspect is still that what is displayed on these screens will

not be searchable files such as traditional data sets disclosed to a third party, but a

visualization that endures only until new messages replace the old ones. Nevertheless,

is seems impossible to draw a final conclusion without knowing more about exactly

where the screen is located, for instance if alternative II would be illegal in a public

hallway, but approved if it was turned away from the by-passing audience behind a
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simple pillar.

Usability-wise, alternative IV was the clearly most popular, since it would require

no further action from the users to achieve a normally sufficient re-identification. The

alternatives II and III were again very much equal, both requiring additional confir-

mation of identities while giving a fair hint of who the message concerned. Another

possibility is that users will accept it at first, but then make a considerable amount of

wrong guesses, causing both frustration and time being wasted. It was nevertheless

pointed out that II looked a bit “cleaner” than III, since the additional info in III was

not perceived to be very useful. Another participant still stated that “all information is

good information”, and ranked alternative III instead of II.

Pseudonymization

Alternative VI (figure 4.7) was a pseudonymized version similar to both IV and V,

where patient names and birth year/date were replaced with pseudonym codes. This

solution would enable an equally precise, or possibly even more precise, re-identification

key, compared to even V . From an information need perspective, such precise identi-

fication of patients would be very beneficial, in terms of removing all ambiguousness

when the code can be matched against a direct identifier possessed by authorized

users.

Pseudonymization will in addition provide a legally valid de-identification, since

de-identified and pseudonymous registers have the same legal status in the terms of

Norwegian legislation. It is yet uncertain whether the event description can still be

disclosed along with such a pseudonym, as this would possibly expose larger parts

of the process if someone connects the dots between several messages concerning the

same patient. Moreover, this is a possible risk in the same category as those mentioned

for de-identification above, making it a question of implementation and context, rather

than something that can be given an answer in general. One of the participants also

commented the risk of losing the patient list, which was suggested to contain the

patient’s pseudonyms for reference, so that an attacker could immediately re-identify

messages regarding all patients contained on the list. The same is a shortcoming of

pseudonyms also pointed out by Riedl et al. (2008).

Still, it will overall be a sub-optimal solution, as the test persons all agree that codes

are hard to remember, and that such codes are not being used anywhere else in the

hospital today. Implementing such an approach would therefore add to their overall
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workload, but having direct access to identifiers without consulting another system

would at the same time most likely overrule this additional workload. As pointed out

in the experiment, it will also be possible to remember the code for particular patients,

whenever they are important to follow up on. Likewise, it will also not be necessary

to spend time checking up on patients that are not of any interest.

5.2.2 Research question 2

“How do de-identified visualizations perform compared to what medical

personnel need and what current practices are?”

During the lab experiments, the four participating nurses got a chance to be famil-

iar with how a de-identified visualization could work in practice. A first observation

was that all of the test users were able to correctly associate at least one new event,

as they all recognized several events appearing for patient Odd Hansen. The scenario

was nevertheless staged and the number of test users was so low, so this will not nec-

essarily be true in general. Not all events could be identified either, such as the nurse’s

comment, which was added to another patient “out of nowhere”. In combination with

feedback given in the rapid field tests and the interviews, it may however be true that

clinicians do know their patients by their trajectory, sometimes even better than by

their names. When an event is expected to happen, the event may hence also be possi-

ble to distinguish from others when it occurs, yet unexpected events do not work very

well within the theory’s scope unless either an unknown amount of extra detail or a

pseudonym is given for reference.

The test users also agreed that they were exposed to an acceptibly realistic scenario

in the experiment, at least for the night shift. The chain of events was considered likely

to occur in reality, making the participants confident that from a selection of eight

patients they would be able to recognize at least some events, if they happened in real

life. How well the re-identification works, could however depend on the context in

which the de-identified events operate. A situation where many similar events would

happen, for instance in the mornings when all blood tests are taken at more or less the

same time, the results would be returned within an equally limited time frame, and

thus “flood” the list of events.

While the participants each gave their personal rankings to which of the de-identifi-

cation alternatives they would prefer to have available in such a setting, the outcome

did not provide a clear answer to which of the alternatives were the best to use in
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practice. A central point of disagreement was related to whether or not alternative

IV (initials/birth year) would be feasible to present on a screen in a hallway, like the

tested scenario suggested. Two of the users ranked this first, arguing that the approach

using initials and birth year is already very much in use today, and hence would suit

both their needs for identification and usability. One of them also considered this

approach close to anonymous, and while the others had concerns about how it would

affect the privacy of patients negatively, only one of them did not vote for it at all.

As already mentioned, all participants however agreed that alternative V (first

name, first letter of last name, and full birth date) was too revealing to be placed

in a close-to public environment such as the hallway where they work. Moreover, al-

ternative I was never ranked either, but there were still some differences in how it was

assessed by the four, with one claiming that she would indeed be happy with that,

compared to having nothing at all. It was also commented that all uncertain but pos-

sibly interesting events would probably be checked on the desktop prototype anyway.

In practice this would very likely add extra unnecessary workload for all events that

are related to patients not concerned by the clinician, or events that prove not to be

interesting after all.

A system where de-identified events are used for hinting whether something has

happened, hence requires someone to interpret if the events are relevant or not. In

case of uncertainty, the user may want to check a fully identified view that can confirm

or refute the assumption that it may be relevant. This could lead to much frustration

if more time is spent on checking identities than time is saved by not having to check

the other systems as frequently as today. Although three of the participants were

more or less happy with alternative II, ranking it second, it was hence never ranked

in first place. Instead, alternative IV with patient initials and birth year was ranked

first by two, but at the same time it was ranked third by one and rejected by the last.

Alternative VI was also ranked first by two, then second by one, and with the last being

somewhat positive herself, yet skeptical due to what others might think of it, she did

not vote for it at all.

There is however not any quantitative weight to find in these rankings, due to the

low number of test persons. Instead, from a qualitative perspective, it can be said that

none of the four test persons agreed entirely in their rankings. Not even two out of the

four did actually vote for the same three alternatives, even with their internal rankings

left aside. Their comments associated with doing the ranking also revealed different

opinions towards the weighting of priority for each of the three quality requirements.
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5.3 Summary

Anonymization, de-identification and pseodonymization have each been assessed on

their qualities towards supporting identifiability needs, complying with legislation and

being usable in practice. None of the three categories provided optimal solutions for

all three, which is also reflected by test persons’ disagreements in their rankings.

While anonymization would be legal to use in public settings, it is neither user

friendly nor useful towards identification. Pseudonymization is, on the other hand,

the most precise means of identification, while being a possibly legal candidate too.

The approach nevertheless faces a considerable downside towards usability. Finally,

de-identification may be okay in all three aspects, but raises challenges towards poten-

tially many “false positives” when re-identification is uncertain, as well as the overall

need to verify identities.

When used to support hospital coordination in a public or semi-public context, a

balance between needs, legislation and usability is for the reasons presented not obvi-

ous. Moreover, this is most likely not feasible at all, using a non-interactive approach

to de-identified visualizations, such as those six that were tested.
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“To design something really well, you

have to get it. You have to really grok

what it’s all about. It takes a

passionate commitment to really

thoroughly understand something,

chew it up, not just quickly swallow

it.”

Steve Jobs

CO-FOUNDER OF APPLE INC.

Chapter 6

Discussion

While the results analysis concluded that de-identification could not provide an op-

timal balance between identification needs, legislative requirements and usability, it

does not necessarily mean de-identification is not at all useful for real-time visualiza-

tions. This chapter will take a look forward to how an interactive implementation

could possibly benefit such systems to a larger degree than the non-interactive ap-

proaches used in the experiments. Supplementing approaches to information disclo-

sure in the same context will also be considered in the light of this study’s outcome.

It will also be discussed methodologically how the resulting data have been obtained,

before finally some ideas for further work are presented.

6.1 Finding a balance

For each of the three requirement perspectives, i.e. utility, needs and legislation, ad-

justments can possibly be made that would enable a viable solution to the design

problem attacked in this thesis. Suggestions to such adjustments are given in the three

sections below, based on both results from the study, as well as other research avail-

able on each topic. These suggestions build on a fundamental insight held forward by

DePaula et al. (2005), on the need to trade-off different factors against each other, in

order to effectively put available resources into use — including both security, usabil-

ity, availability, and so forth.
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6.1.1 Identification needs

From the identification needs perspective, there are basically two strategies available

for providing sufficient identification to the users of a system. The first is to use the

visualization itself to reveal identities along with the messages, which is the approach

that has been investigated in this study. The other is to utilize other devices for making

the re-identification happen.

When exploring the first strategy with several alternatives for identification, there

are identified three techniques which entirely satisfy the identification needs of person-

nel. Using full names and birth dates, will of course be the most precise and also usable

method. This alternative is followed by a slightly less precise, but still very acceptable

approach (from this perspective) with initials and birth date. Finally, pseudonyms

are considered an effective technique for precise identification, but it has a signifi-

cant value-loss towards usability, especially when the pseudonyms are only used in

the organization for this purpose alone. Still, it is the only of the three alternatives

that may be legal to use in general for a static visualization placed in close-to-public

areas of a hospital. There may however be system-specific cases where some messages

can actually be displayed to the public, without requiring the de-identification to be

watertight. An example here is the “comment”-event (yellow) in the lab experiment

prototype, where it is only told that a new comment has been written for a patient,

but with no medical information attached — which could very well be displayed along

with initials and birth year.

Another approach would be to introduce personal mobile devices as a support

system for pulling out interesting information that appears in a non-obtrousive way

on the large screens. This would implicate going back to a one-to-one user-computer

ratio, but being a whole lot more flexible for collaboration than traditional personal

computing. Each user in a group could for instance be allowed to pull up individually

needed information. Moreover, these users can authenticate themselves individually

on the device, and still make the switch between working individually and as a group

(Heckle & Lutters, 2011).

During the lab experiments, one of the participants also came up with a suggestion

based on the ward nurses’ care relationship to the patients. In that particular ward,

the patients are supposed to have one primary nurse each, who will take care of the

events that have been included as messages in the prototyped system. If the messages

could be linked to this particular nurse, it would not be necessary to know anything
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more about the patients they concern than the anonymized view would provide. The

messages could rather be placed in employee-specific feeds, since the nurses would be

interested in all such messages regarding “their” patients anyway. An analogy would

be that each nurse had their own mailbox that could be easily checked for new mail,

where all were being opened regardless of what would actually be acted upon. A

similar idea was also explored in the rapid field tests using the prototype in figure 4.2,

but the messages were too abstract for the concept to turn any heads. It may still prove

challenging to provide such a correct link towards all responsible nurses in a dynamic

environment. In addition, what will happen if nurses becomes occupied for a while,

and hence cannot pay attention to their incoming messages?

6.1.2 Legislation

From the legislative perspective, it may be possible to use access control restrictions

for additional protection of the information, and hence making it possible to provide

more precise identification than could be used in the close-to-public setting like the

ward hallway. This could be acheived by using two main strategies also, one being

physical access control and the other being computational access control.

Physical access control is normally not a watertight concept in hospitals, where

few areas are entirely shut down to explicitly authorized access. Still, there are a

lot of places where sensitive information may be displayed with less risk than in the

examplified hallway setting, including meeting rooms, offices, lunch rooms and be-

hind the ward control desk that may be located in the hallway — only turned away

from the public audience. Depending on the screen’s function, a compromise between

physical protection and amount of sensitive information could therefore be negoti-

ated, such as leaving initials and birth year for patient identification if the screen is

e.g. placed inside a meeting room. The placement of such screens may however have

a significant function when used in CSCW, especially when designing for awareness

and transparency.

Scupelli et al. (2010) has observed how a whiteboard’s usefulness is limited by lack

of information detail when placed in public and semi-public areas. Moreover, it should

be natural to search for the information the screen contains in the near proximity of

where it is located, e.g. making it improper to locate a medication schedule too far

away from the medicine room. Valuable information about patient status could on

the other hand be left unnoticed if it is located off the course of staff’s normal work
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activities. Placing it where nurses and anesthesiologists are likely to pass by at the

same time, can instead make collaboration feel natural and signal that the organiza-

tion sees them as a team. Nevertheless, Scupelli et al. recommends whiteboards to be

positioned in staff-only areas for increasing utility value of the information, although

this problem might be solved differently with interactive displays.

Computational access control is normally associated with the well-known login in-

terfaces greeting the users who need access to almost any system these days. Such

user authentication is an essential mechanism that identifies the user and accordingly

verifies this identity. If the identity is verified, the user may be granted privileges to ac-

cess resources on the computer, according to a descriptions of such access rights, a part

of the process known as authorization. This kind of login routine became important

when multi-user environments were introduced in computing, with usernames and

password as the far most common approach to user authentication. Authentication of

users can be done using three approaches, either alone or in combination, identifying

them by something they know (e.g. a password), have (e.g. a smart card) or are (e.g.

fingerprint, iris pattern or other biometrics) (Bardram, 2005). Each of these are still

in turn associated with certain risks. Passwords are commonly known to be shared in

hospital environments (Vaast, 2007), smart cards can be lost or stolen, and biometric

protection may be not impossible to defeat either. Therefore, they are often used in

combination as two-factor solutions to protection, making penetration more difficult

— at least through the “front door”.

A relevant aspect could still be the amount of information that can be reached

through the system, and the potential damage it may cause if abused. A system like

the EPR in use at hospitals could for instance require both a smart card and a corre-

sponding username and password in order to grant the user access. This is because

such access would give the user privileges to both read and manipulate highly de-

tailed sensitive information, which has also been collected throughout a longer period

of time. For a coordination system, such information depth will not be required, and it

may not be crucial to provide write access to sensitive data either. The lab experiment

participants were all okay with not having direct access to e.g. test results through the

coordination system, but still appreciated how they could know when to take the re-

quired measures and check the EPR for updates. The objective should therefore not be

to reduce risk of re-identification in general to its lowest possible level, but to choose

a total line of risk that is acceptable in terms of what is gained from the system (El

Emam, 2008; Ohno-Machado et al., 2004). It should subsequently be added to the
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equation that the system will neither be searchable to the public crowd nor contain in-

formation that can be seen in a historical perspective, still being aware that all health

information is considered sensitive information by law.

6.1.3 Usability

Due to the above introduced requirement of access control, the usability of the tar-

geted solution is under attack. Since physical access control will be highly dependent

on the overall architecture where the information is placed (Iachello & Hong, 2007),

this aspect is not considered further here. User authentication is on the other hand a

field where much work remains undone, in order to provide generic mechanisms that

are more usable, and not only stronger (Bardram, 2005). This topic cannot simply

be ignored either, as the consequence of inappropriate login mechanisms may cause

circumventions that jeopardize security, and subsequently leads to more vulnerable

systems (Vaast, 2007; Bardram, 2005). Thus, when making trade-offs between secu-

rity and usability, it is a goal to equally weight the objectives of the system against the

needs of its users Heckle & Lutters (2011), although some legislative issues still cannot

be ignored when dealing with sensitive information.

Since the credibility of an authenticated user is proportional to the strength of

the authentication mechanism used, there are limitations to how simple the imple-

mentation of access control can be when providing access to completely identifiable

PHI. Nevertheless, if the risks of information disclosure are mitigated in other ways,

like de-identification is definetely capable of — although not bulletproof — the users’

burdon of authenticating themselves can be lightened equally. When de-identified in-

formation already requires the user to know something quite exclusive to access the

information, adding something that e.g. the users have would make it altogether a

secure two-factor access control solution. One such token could for instance be an

indoor positioning system (IPS) tag that could identify clinicians passing by and hence

allow the de-identified view to be activated even before the user arrives at the screen

— in theory (Heckle & Lutters, 2011). A capability assessment of such positioning

systems in a hospital setting, however argues that the idea of automatically logging on

and off a computer may not be entirely feasible just yet (Landmark, 2009). The idea

of context-aware security systems may still be a useful path to follow in the future,

along with upcoming advances in technology (Covington et al., 2001).

Requiring the users to present something they know, like a password, is often con-
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sidered a golden mean between security strength and usability, however in a hospital

setting this approach is used so much that users spend a whole lot of time entering

passwords already. All four participants in the lab experiment pointed out that the

login routines required for keeping track of important updates like those included in

the prototype, takes up a considerable amount of their time each day. Since the pass-

words cannot easily be brute-force attacked on displays in open areas, it will however

be sufficient to use PIN codes that are shorter (e.g. four digits). Apart from a PIN code

that may already be in use, requiring the users to remember certain keys or codes

to deciphering a de-identified view appears to be a bad idea. Both in the rapid field

tests when testing a prototype that required room locations to be remembered, and in

the lab experiment where pseudonyms were introduced, the users were all negative

to the need for keeping such things in mind, in addition to everything else. Although

the pseudonyms can be brought along on a patient list like suggested, it might still

be just as simple and convenient for the users to spend their time on a simplified au-

thentication process, such as described above. Coding of information with colors or

shapes, like suggested by Tarasewich et al. (2005), has not been tested extensively

in this study, but chances are that the same applies to this concept also in the health

care domain. Some coding thechniques are then again already used on shared white-

boards, for instance the degree of emergency added to the prototype in figure 4.2.

Using these in coordination systems as well, will not be faced with the same issues

as new coding techniques are. On the other hand, coded information (also known as

security by obscurity) is not a very secure approach in itself, and should hence also be

used with caution, like all other sensitive information.

6.2 Towards an interactive prototype

While the static view of the de-identified prototype would have been accepted by the

ward nurses who tested it, the low population limit in the displayed patient group

required for it to be useful enough (maximum eight patients), would require the in-

formation to be more access controlled than a close-to-public area and non-interactive

screen can provide alone. If the physical placement of the screen would reduce the

risk of outsiders reading its contents, it could however be possible to increase this

base level of information detail accordingly. This location-orientated approach is also

part of the recommendation presented in the paper included in appendix C, where

a risk-based evaluation of mechanisms for group access control is presented. Still, it
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Figure 6.1: Lowest level of detail, allowed for public display (anonymized).

will not be sufficient to provide the required utility alone in open areas, and hence the

recommendation involves a combination of several approaches that are referred to in

this section too. Nevertheless, the anonymized view could serve well as a public layer

on top of the more identifiable information, since it in practice could be disclosed to

anyone without significant risk (see figure 6.1).

An important criticism of traditional security systems is their “all or nothing”-

approach (DePaula et al., 2005), since there in theory could be many degrees of secu-

rity available depending on the system and context. The next information level in the

interactive prototype (figure 6.2) should therefore take advantage of especially usable

access control mechanisms, and rather add an additional layer of protection through

the use of de-identification. The conclusion of the paper in appendix C also encour-

ages further research on methods for situation-awareness, in order to provide a login

mechanism that is especially usable in the hospital setting. Although such awareness

will not match the real world situation in all possible cases, it is necessary to have

methods for overriding both too little access granted, as well as too much informa-

tion being disclosed. Using de-identification as an intermediate level would hence
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protect the information if unintentionally disclosed, as well as provide a next level to

which the user can proceed, if authentication becomes more certain. If producing such

awareness is not feasible, the much used personal ID smart card could meanwhile be

suggested, often containing an radio frequency identification (RFID) chip for near field

communication, which could simply be scanned in front of a card reader for access to

be granted to this level.

While many cases are likely to be solved using this kind of de-identified represen-

tation, the lab experiment clearly witnessed that often this will not be sufficient for

precise re-identification. However, if the above described screen is now already made

interactive, there are no reasons not to make such precise identification possible here

too, and hence a third level is introduced with figure 6.3. As suggested in the pa-

per in appendix C, making use of pop-ups and handheld devices could be beneficial

extensions whenever the information is potentially disclosed to others within reading

distance of such limited views. If one of the users are already (weakly) authenticated

by their IPS tag or ID smart card, further access to identified information could thus be

granted to this individual, either alone, or on behalf of the group, if the authentication

is strengthened.

This will unfortunately require the introduction of a new authentication factor,

since the de-identification part is taken out, but this does not necessarily mean a tra-

ditional username and password is required either. Biometrics could for instance solve

this part, yet it is uncertain whether it is indeed as usable as often advertised (Bardram,

2005) — especially if wearing gloves or having the face partially covered, which is not

uncommon in hospitals. Another approach, that would already be familiar to hospital

workers who use their ID smart cards for opening doors, is the PIN code. Compared to

implementations for restricted access to physical areas, this factor in combination with

either the smart card or IPS tag, will not pose any greater threats while displaying in-

formation in support to coordination. The amount of available sensitive information is

still very limited, and none of it can be manipulated at this stage either — as opposed

to when full access to an EPR system is granted.

Although the authorization mechanism may automatically figure out which pa-

tients the authenticated user has access rights to see information on, it is not nec-

essarily appropriate to reveal all these identities immediately when the user has been

sufficiently identified. When using large screens in close-to-public environments, there

is always a chance of somebody passing by, who are not authorized to view the screen’s

restricted contents, e.g. cleaners, patients and visitors. This motivates a restriction as
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Figure 6.2: Information detail on its intermediate level (de-identified).

such, and instead, the slider in figure 6.3 indicates that third security level is reached,

but only the message that the user points his finger at will provide the patient’s iden-

tity in clear text. At this point, it could also be possible to re-introduce the pixela-

tion/blurring techniques for de-identification, that were left unexplored in chapter 4.

When for instance the third security level is reached, the patient names could be im-

mediately added to the messages, indicating their availability, but being blurred so

that they cannot be read. This approach is still not used in the preliminary design,

since such blurred items could unnecessarily clutter the overall interface appearance.

Still, when the users are identified, it not only enables such additional information

to “pop up”, but also requests for even more information to be sent to a personal

handheld device. For the case shown in figure 6.3, the user could simply slide his

finger down to the letter icon1 for having a message sent to e.g. his IP phone or

PDA, containing the results of the chosen blood tests. If there are several concurrently

authorized users, a list of these could appear for selecting the exact user(s) who should

1The icon is distributed under the Creative Commons licence (http://creativecommons.org/licenses/by-

nd/3.0/), with credits to the author VisualPharm (http://www.visualpharm.com/)
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Figure 6.3: Full identification is enabled, but only when requested by the user.

receive the extended information.

A possible component in the interactive prototype’s graphical user inteface (GUI)

is also the slider found in its lower right corner. This slider (with “–” and “+” buttons)

can be used for controlling the level of information detail shown, making it possible to

also decrease this level when the context changes and such action becomes necessary.

When the user is given such power to de-identify or anonymize the information accord-

ing to the current context, it is both possible to work safely when outsiders are present,

and then turn back to a usable, fully identified view when that becomes required and

safe. In addition, the component adds transparency to the security functionality, so

that the user can stay informed on what basis the current level of information detail is

chosen, and which further possibilities exist.

Using a kind of “incremental” authentication, as explained above, will also enable

logging of what information is accessed by whom, focusing on those information re-

quests that require security level 3, and whenever extended information is sent to a

personal device. Tracking all the simple requests for de-identified information would

not only swamp the logs with all patient instances that are being checked every five
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minutes by each individual user — but logging the movements of employees with such

a high frequency of sampling, could lead to privacy loss for the employees themselves.

6.3 Relationship to earlier findings

Iachello & Hong (2007) has pointed out that privacy is a holistic property of inter-

active systems, that need to consider the people who use them. The development

of standard privacy-enhancing interaction technologies is hence named as one of five

“grand challenges” in HCI and privacy. Studies by both Heckle & Lutters (2011) and

Vaast (2007) have moreover revealed that secure systems become vulerable when the

security measures do not match the real world needs of users, emphasizing the impor-

tance of user-centered security design. While Bardram et al. (2006b) focuses on user

authentication methods in this respect, this thesis has mainly taken its approach to the

visualization of information in itself. Whenever the statical approach is not sufficient,

the end-user sould however be given the power to determine what is appropriate con-

sidering the current context, making it critically important to make security features

visible in the user interface (Iachello & Hong, 2007). DePaula et al. (2005) also argues

that users are able to understand and appreciate flexibility in systems that allow them

to understand the consequences of their actions and develop new practices.

Results from the experiments indicate what was also observed by Shoemaker &

Inkpen (2001) and Bellotti & Sellen (1993), that individual users have different pref-

erences towards what information should be kept private, and what can be publicly

disclosed. DePaula et al. (2005) moreover describes the gray-area between “secure”

and “insecure” as a relative matter that cannot be legislated in advance and resolved

simply by a system. A users’s privileges to a resource throughout its lifetime could also

not always be known beforehand (Heckle & Lutters, 2011; Røstad & Edsberg, 2006),

making it challenging to define an appropriate level of granularity for security systems.

In line with these findings, it was already by Shoemaker & Inkpen (2001) suggested

to develop methods of keeping the users informed about what information is private.

This is also viable in the context of COSTT, considering the feasibility challenge of

creating a system that always knows what will be both a secure and appropriate level

of security. In addition, Chung et al. (2004) have suggested design patterns for ubiq-

uitous computing, which would also apply to context-aware screens in public and

semi-public hospital environments. One of the pattern categories is called “developing

successful privacy”, comprising e.g. appropriate privacy feedback, privacy-sensitive ar-
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chitectures, partial identification, physical privacy zones and keeping personal data on

personal devices — all of these being relevant to the suggested interactive prototype.

The use of mobile devices for accessing more detail is also suggested by O’Neill et al.

(2004) and Bardram J. E. (2003).

The interactive prototype’s feature of turning de-identification on and off, is more-

over giving the authorized users control over the visualization’s level of sensitivity. The

proof of concept by Huang et al. (2008) shares the same motivation, introducing sim-

ple “on”/”off”-switch button for runtime privacy control in documents and web-pages

containing sensitive information. Although being a clear reference for the interactive

prototype’s sensitivity zoom control, the approach is nevertheless to display either all

or nothing, which has already been criticised by DePaula et al. (2005). Rather, the

system should match security to task and allow flexible security so that it becomes

secure enough for the users’ immediate needs. The earlier described blinder approach

by Tarasewich et al. (2005) however offers precise control over which specific blinders

to reveal the contents behind, by the use of mouse gestures. Iachello & Hong (2007)

also predicts that the blinding technique may increasingly common in the HCI privacy

landscape, however mentioning semi-public and public displays in particular, as op-

posed to the single-user focus of both earlier applications. The interactive prototype

has hence implemented this concept with allowing the user to point a finger at specific

event icons for revealing identifying information.

With the introduction of interactivity, it also becomes a requirement to authenticate

users. Behlen & Johnson (1999) had already warned against using de-identification

for publicly released data sets, believing that data sets cannot be entirely free from

links to the individuals they concert. While this is not necessarily true, especially

when de-identification is used in an application where searches and automated linking

of information across databases is not possible, the required level of de-identification

certainly impacts the utility value for use in real-time. The subsequent recommenda-

tion of protecting certain identifiers with access control mechanisms at the point of

query, also supported by Andresen (2009), hence becomes a solution that should be

adopted.

Logging in however is in this respect a time bandit, emphasized both by all lab

experiment participants, as well as a study by Fuglseth (2008). 97 users sessions

were here reported to require on average 1 minutes and 11 seconds for logging in,

although most of them lasted between only 2 and 10 minutes. The access control

mechanism should nevertheless be balanced against the risks involved in what users
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are in fact given access to, as opposed to a mathematical guarantee that are likely to be

requested from systems in health care (DePaula et al., 2005). The users do not always

seek e.g. full write access to the complete medical record, but rather just “enough”

information and the easiest way to get to it (Melby & Toussaint, 2009). The concept of

different levels of security depending on the strength of authentication is for instance

used by the Norwegian Tax Administration for public reporting and dialogue via the

portal Altinn. The users can here choose between a total of five security levels at login,

an approach that on the other hand has been criticised for being too complex for most

users to understand (Yoga, 2010). Reducing possible levels of security to three in the

interactive prototype therefore makes sense.

As for the legal issues, the original PoCCS system design by Bardram et al. (2006b)

did not comply with the law. The authors vaguely argue that this is the same practice

as analogue whiteboards today are following around the world, however being aware

that both national and international legislation pose requirements to personal user

authentication for clinical systems. A digital whiteboard implementation by Aronsky,

Jones, Lanaghan & Slovis (2008) in Massachussetts, USA, also uses a practice that is

against the HIPAA privacy requirements by naming patients with full last name and

first letter of the first name. On a screenshot included in the article, the system further

displays the patients’ sex, age and medical record number. The solution here is to

give the patients an opportunity to sign a form rejecting the use of their names on

whiteboards. When this happens, or the patient is considered a security risk (e.g. has

a gun shot wound), a “No info” label replaces the real name. Since both these systems

are only found in semi-public areas however, it can be considered whether any of these

two systems could benefit from a de-identified view as the base level of information

— instead of the anonymization requirement in public areas — and then allow fully

identified patients to be revealed when simple authentication is provided.

6.4 Methodological checks

In chapter 3 it was aimed at establishing a triangulation of data collection methods, in

order to make the final results more confident. The possible threats mentioned include

both incompleteness in the recording of data, and biases introduced by respondents.

These threats have also been identified as real during the study, and correspondingly

been countermeasured with the collection of additional data using other methods.
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6.4.1 Literature review

The literature review laid out an important foundation for the consecutive work, and

making a selection of applicable and possibly applicable data protection techniques

implicated the elimination of others. When doing this elimination, there is always a

possibility that something good is considered bad and left out of future explorations.

Applying de-identification to real-time visualization was however not an idea found

anywhere else, so that envisioning what de-identification methods that would be ap-

propriate was indeed a challenge, in which errors could arise. Literature that consid-

ered alternative approaches to protecting privacy in the targeted context, was there-

fore also included in the study, so that all relevant ideas on the field could be included

in the search for the most appropriate implementation. Moreover, there were still other

approaches to de-identified real-time visualizations that came up during the other re-

search activities, that were not found anywhere in earlier literature, but nevertheless

should be included in the study.

“Current state of research”-articles and literature reviews conducted by other au-

thors were also used in order to find relevant sources that may have been overlooked in

the search, including Appari & Johnson (2010), El Emam & Fineberg (2009), Iachello

& Hong (2007) and Meystre et al. (2010).

6.4.2 Rapid field tests

The field tests were aimed at primarily generating requirements for information needs

of clinicians, and the privacy questions were thus not the first to be asked to the par-

ticipants. Each session was short in duration, focused on getting initial thoughts on

the proposed system from potential users, and there was not much time to explain the

concept of de-identification properly. While respondent bias is normally diminished

in such sessions, the responses could also have been affected by the respondents not

being used to relate to de-identified data sets. Hospital physicians who are on the

contrary used to access the complete EPR of every patient they deal with, and may be

expected to not approve of de-identified data due to concerns for erroneous treatment.

Retrospectively, one can say that the informants who responded very negatively to the

idea of de-identified views on large screens, were speaking too hastily not properly

knowing their potential usefulness. This problem was therefore countered by intro-

ducing a role-play in a lab, which revealed a more positive opinion towards this kind
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of de-identified information screens.

6.4.3 Usability lab experiment

The lab experiment was not intended to be a conventional usability test, although

it was set up in a usability laboratorium. Instead, it was designed to use a realistic

scenario involving a role play in order to properly contextualize the system for the

participants. The responses here on de-identified visualization were quite different

from those when only talking about a de-identified prototype on piece of paper, in

general much more positive, possibly indicating a success in this respect.

The experienced benefit may however be imagined, due to the nature of the role-

play used. First of all, the scenario was carefully crafted so that we would be able

to test all the things we intended to test. In addition, the test person was protected

from being intimidated by the system, by only being given simple tasks first, and

by portioning the events evenly out so that they were intuitive to follow. Moreover,

the context was based on the night shift, which only requires one nurse (our test

person) on duty at each bed cluster, in contrast to day and evening shifts with two

nurses or more. Nevertheless we introduced a total of eight hospitalized patients in

the bed cluster, which would make it full and hence be the “worst case” scenario. In

order to make the scenario easier to follow, there was however mainly one patient

that required special attention by the test nurse throughout the role-play. The events

were still related to a total of three patients, although this could not counter the fact

that re-identification of de-identified messages was easier than with a possible worst

case scenario. Such a scenario could for instance be where the appearing messages

regarded all eight patients, only during a short period of time. Still, the used scenario

was considered quite realistic by all four test persons.

As a quantitive alternative to the qualitative approach used in the lab, it could have

been possible to do six iterations of ward work and checking the hallway prototype

for updates, and then change the de-identification approach for each iteration so that

the user could see them all in action, trying to give a clear guess on what happened to

whom in the last update. For quantitative measures, the de-identification alternatives

would receive scores on how may right and wrong guesses were made using each of

them, and how much time they required from the test person. However, this would re-

quire a lot more test persons for diminishing person bias, and the sequence must have

been shuffled between each test so that possible bias from the sequence itself could be
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removed. Although it would not require real clinicians to serve as test persons, this ap-

proach was believed to become too confusing for the users, and hence excluded early

from the experiment design. Doing a qualitative assessment in a focused interview

was instead the feasible thing to do in this project’s lab experiments, but the small

number of test persons can not be sufficient for suggesting a level of de-identification

that is the most convenient for nurses in general to use. Even if increased with five or

ten participants, the value of the results would not be raised accordingly, since even in

the group of four they all disagreed.

6.5 Evaluation

6.5.1 Generalizability of results

The review of possible de-identification techniques, and subsequent selection of those

which may be applied to visualizations concerned in this thesis, can also be applied

to other similar uses. There are however made some important desicions towards

the intended context of use and information included, which may affect the overall

generalizability of the exact selection. For instance may the use of pixelation and

blurring be more appropriate in a different system, although it has not been totally

rejected in this study either. The initial selection done in chapter 2, along with the

ideas brought forward in chapter 4, could therefore be included altogether when,

before considering contextual constraints for the particular implementation.

The idea of using de-identification for creating an intermediate view of a visual-

ization, may be also applicable to many applications. Since this technique could serve

as an enabler of more usable user authentication, it could potentially be considered

for other multi-user systems that are either used collaboratively, or/and in public and

semi-public areas. The particular implementation of de-identification can however be

done in may ways, including variables totally different from those that are used in this

study’s application.

6.5.2 Lessons learned

When involving real people in both rapid field tests and lab experiments, it became

apparent that data collection methods each had their own qualities exclusive to the

other. While the rapid field tests enabled quick recruitment and a chance to get some
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very intial feedback on design ideas, it was apparent that a more in-depth security topic

of de-identification was not something that they could assess very precisely, just by

looking briefly on a paper sketch. Although the resistance towards e.g. the map where

room locations should have been remembered by the clinician was not at all surprising,

it would have been impossible to understand how e.g. de-identification alternative II

(figure 4.3) could have actually been interpretable in certain situations, after only

discussing it over a sheet of paper for five minutes. Instead, illustrating its use in

practice through a role-play in the usability lab led to rather a positive assessment

overall to this approach, that would have not been found in a more preliminary rapid

field test.

This leads to another lesson, being that potential users should not always be be-

lieved uncritically when telling what they want or need from a future system. This

is not because they intentionally do not tell the truth, but rather because they do not

necessarily know for themselves what they really want or need. An example is that

in the rapid field tests, a couple of prototypes were presented as specifically made for

smart phones. This immediately seduced the informants to believe that receiving all

messages on their own smart phone would be the solution to more or less everything,

(unknowingly) uncritical to all unwanted interruptions this could potentially lead to.

6.5.3 Questions raised

• Under which circumstances may the proposed approaches to de-identification

actually be legal?

• How could generalization be applied in a usable way, enabling additional quasi-

identifiers to be publicly disclosed?

• To which extent does information access workload affect utility value?

• If a written consent is required from the patient for such secondary use; what

will the visualization look like if individual do not want to appear in the system?

6.6 Further work

The suggestions for an interactive prototype altogether form a new design hypothesis

that should be explored further. From the line of reasoning, the author will expect
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the prototype to be considered both useful and usable by future users, depending

on being implemented for an application that can provide more convenient access to

important information than today. In order to evaluate this hypothesis, it will hence be

natural to involve potential users in a new series of experiments, testing the interactive

implementation in practice.

An experiment like this would at this stage be interesting to perform inside a real

hospital setting. Using an existing system that is frequently checked for updates, for

instance the radiology software where the radiologist’s assessments are delivered to

nurses and physicians. At the local hospital, this software already has a view that

contains a list of examinations during the last 24 hours. This list could therefore be

used as a basis for a “Wizard of Oz”-type of interactive test, since it is not feasible to

perform a complete integration for use in a usability test only. If this view is placed

on a screen of its own, it could be initially displayed as an anonymous list of relevant

examinations to the department, for instance. Then, when a user comes by the de-

identified view is activated, and finally if identified information is requested, the screen

could show this for selected items. The different information levels could however be

generated using real functionality, but since there will be no real integration, the data

must be added manually by someone who can follow the list in the real system, e.g.

the author, if permitted.

The purpose of doing such an experiment, would be to investigate whether the

less access-controlled screen has become a valuable asset to the users, or if it was used

all. This could for instance be investigated with a user satisfaction survey among the

users, and the risks with doing such an experiment would not be very considerable,

since the users themselves can choose not to use the system if it is only in the way.
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Sidney Markowitz

SOFTWARE DEVELOPER

Chapter 7

Conclusions

7.1 Displaying sensitive information on large screens

In this study, a collection of techniques have been evaluated towards their appropriate-

ness for use in real-time visualisations in public and semi-public hospital areas. While

some techniques were found in existing literature, some others were added through

a series of rapid field tests. The techniques found most appropriate were suppression

of variables, coding, masking and generalization. These could all be used in the high-

fidelity prototype that facilitated the controlled lab-experiments, and could all be used

to support de-identification in line with national legislative requirements. In addition,

it is important to analyze the prospected system and context for use in particular, be-

fore making desicions on how severe the de-identification process has to be. This will

be an essential consideration to make in order to maximize the utility value of the

disclosed information.

The evaluation of large screens in public environments however suggests that the

information should be rather anonymized in order to align with legislative require-

ments. These requirements are however not explicit to the extent of exactly which

attributes must be removed, in order to achieve sufficient de-identification. Although

de-identification may be implemented from several variations over patient identitifiers

and quasi-identifiers, only complete removal of patient references will in practice lead

to anonymization. Then, there will exist no chance whatsoever to know what has

happened to whom, with any degree of certainty, but displaying such abstract and

anonymous data could unfortunately not provide much utility for personnel. It may

119
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be a way of indicating what has not yet happened, and can thus potentially save some

wasted login time, but if personnel have too little knowledge of what has happened

when the event icon appears on the screen, they might think even more often that

something might have happened that requires their attention — and then much time

is wasted.

The possible solutions to this would be either to physically restrict access to the

screen, or to use access control mechanisms in the systems that allow the user to be

authorized, and hence access less de-identified — possibly even fully identified —

information on the screen. A combination of both physical and computational access

control may also be possible, however it is vital for such a coordination support system

to be more available to the users than existing systems are today. If an access control

based solution is pursued in combination with the use of de-identification, it is hence

important to choose a level of protection that is proportional to the risk of unwanted

disclosure of the information, as well as the damage potential.

7.2 Trading information depth with usable authentica-

tion

Time-demanding login routines for workstation computers take up a lot of health per-

sonnel’s time, especially when the login sessions are short and the purpose may be just

checking whether a test result is ready yet. The authentication burden being placed

on the health care worker is however the same, regardless of what is the user’s pur-

pose for login. While sometimes full access to both reading and editing complete EPR

entries is required, the same authentication process is necessary when only checking

for the arrival of test results. As revealed in the experiments in chapter 4, this often

results in time just being wasted if the information is not yet available in the system.

Although Norwegian legislation does not separate between levels of sensitivity of

such information, there is still an obvious difference between the risk of losing a com-

plete EPR entry, and telling someone that CT images are ready for a patient on the

ward having initials O.H. and birth year 1950 — without disclosing any of the im-

ages or attached comments. Users should therefore be given a way of authenticating

themselves with a weaker authentication method, if preferred, and hence only getting

access to less de-identified information. Using only an identity card with RFID, the

user could for instance be given access to information no more explicit than being
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well protecting against an intruder stealing someone’s ID card. Then, finally, if the

user requires precise identification for the displayed information, the ID card could be

supplemented with entering a PIN code, and hence reveal an identified view. While

the loss of identity card may pose a certain threat to systems that manage PHI, the risk

of disclosing sensitive information is accordingly mitigated as of the de-identification

routine.

7.3 Empowering the authorized user

In the lab experiments, the four participants did not agree on what would be the

preferred level of de-identification for a screen placed in the hallway. Being introduced

to a set of six alternatives, they all based their rankings on personal assessments and

weighting of several parameters, which altogether affected each alternative’s overall

evaluation. As a consequence, the outcome of these experiments did not suggest a

valid ranking of the proposed alternatives, and neither could it be taken into account

for evaluating how useful each alternative was in isolation, as the scenario was very

limited. Instead, the results suggest that the users themselves should be involved

in configuring the application of de-identification, so that they can add their own

preferences to the rendering of a screen in ways that make it useful to them.

Since the clinician who accesses the PHI is also responsible for any re-disclosure of

what is accessed, it would be beneficial to provide the users with a usable mechanism

for controlling what is displayed on the large screen. If for instance a visitor passes

by, it is not user-friendly to require the user to log out entirely from the session, and

hence be forced to start over again. Instead, by providing the users with a simple GUI

component that can control the level of identification used in the visualization by e.g.

“zooming” in and out, it will be simple to take action in less-controlled environments

whenever an outsider would pass by.

In such a component, de-identification can be a very useful tool for creating an

intermediate view between the anonymized and the identified view. Such an interme-

diate view can be dynamically brought forward with ease, whenever the user needs

to protect information. Moreover, it can be used as described above, when user au-

thentication is not certain enough to provide full access. In chapter 6, an interactive

prototype using this approach is illustrated, making the described concept a new de-

sign hypothesis for future work in this area.
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Abstract. Large wall-mounted screens placed at locations where health personnel 

pass by will assist in self-coordination and improve utilisation of both resources 
and staff at hospitals. The sensitivity level of the information visible on these 

screens must be adapted to a close-to-public setting, as passers-by may not have 

the right or need to know anything about patients being treated. We have 
conducted six informal interviews with health personnel in order to map what kind 

of information they use when identifying their patients and their next tasks. We 

have compared their practice and needs to legislative requirements and conclude 
that it is difficult, if not impossible, to fulfil all requirements from all parties. 

Keywords. Personal health information, de-identification, privacy, coordination 

1. Introduction 

The COSTT
2
 project aims at supporting coordination in the peri-operative hospital 

environment by visualising status information regarding current operations and patients 

under treatment on large wall-mounted screens. This will help the personnel predicting 

when their time and effort are needed, and which colleagues are available for advice or 

assistance. As a result, both physical resources and staff can be utilised more 

effectively. Research on similar computerised coordination systems implemented as 

electronic whiteboards are also presented by Bardram et al. [1] and Aronsky et al. [2]. 

In order to maximise coordination support, the screens should be placed at locations 

where the relevant health personnel are likely to see them, e.g. in corridors. This 

however makes them available to everybody present, including patients, their relatives, 

and personnel not directly involved in patient treatment (e.g. cleaners and technicians). 

Such availability has consequences for the privacy of patients and employees.  

In previous work [3] we have introduced the concept of flexible de-identification, 

and described how it is possible to present patient information at various levels of 
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details, both with regards to identifying information and the medical condition. Three 

perspectives have to be taken into account when developing solutions for de-

identification. The first perspective is that clinical personnel require a certain amount of 

identifying information for the medical information presented to be meaningful and 

useful. The second perspective is that laws and regulations restrict the amount of 

patient identifying information that can be presented. The last perspective is usability. 

A system that requires users to log on to multiple systems in order to obtain patient 

information, might fulfil both the information need and requirements set by laws and 

regulations, but is not very usable in a dynamic work environment where clinicians 

work under time pressure. These three perspectives generate different demands, and 

designing the right level of de-identification means balancing these different demands. 

The rest of the paper is organised as follows: Section 2 presents the results of 

unstructured interviews with personnel working in the surgical clinic at a Norwegian 

hospital, and Section 3 outlines the Norwegian legislative requirements. Then, Section 

4 discusses how needs, usability and legislative requirements can be balanced, and 

Section 5 concludes the paper. 

2. Interviews 

In order to improve our understanding of the information needs of health care 

personnel, and specifically their need for identifying information, we conducted six 

unstructured interviews at Trondheim University Hospital, during November-

December 2010. Six different identification approaches were explored (see overview in 

Table 1), where the one with highest identification level used initials and birth year of 

the patient. The less identified approaches aimed to identify the patient by his location 

or his relation to health care personnel, possibly in combination with the test or surgery 

type performed. In the interviews we wanted to gain feedback on whether the less 

identifying approaches still resulted in useful status information for health care workers.  

The participating clinicians included one senior physician and two ward nurses 

from the Department of Gastrointestinal Surgery, one junior physician and one nurse 

from the Department of Emergency, one ward nurse from the Department of Breast and 

Endocrine Surgery, and one charge nurse from a ward at the Department of 

Orthopaedic Surgery. Their ages ranged from 25 to 55, and all had been in their 

position for some while. The informants were recruited randomly during work hours, 

and interviewed straight away in their regular work environment. They were each 

asked to comment on some early-stage paper-based prototypes of information 

visualizations, containing message examples related to the treatment progress of 

patients, e.g. “CT-image description is ready” and “Patient has been scheduled for 

surgery”. We explored in total four different prototypes, but only one or two were 

presented to each informant. Some status messages were added during the process, and 

two of the prototypes were modified slightly in-between interviews, due to feedback 

given. The prototypes mainly differentiated on how information was organised and 

how the patients were identified). We used the prototypes to investigate whether the 

clinicians would be able to tell patients’ identities apart with the different identification 

approaches, and to evaluate how these related to current practices. The feedback was 

recorded with handwritten field notes, and written out directly afterwards. 

The results of the interviews are summarised in Table 1. Generally, clinicians were 

positive to the idea of integrating status updates from several systems. Most were still 



 

 

reluctant to the immediate thought of placing any patient information more publicly 

available than workstations or personal devices. Though the approach where patients 

are identified by initials and birth year stood out as the most convenient option, our 

main impression is that health care personnel have varying needs for patient 

identification, depending on their role and the context where identification should 

happen. We also discovered that clinicians commonly used patients’ diagnosis or 

treatment history as de-identification in conversations between colleagues, (e.g. “he 

with ileus who needs another operation in three days”).  
 

Table 1. De-identification approaches explored in the interviews, based on the paper-based prototypes. 

Approach Example Summary of responses 

Initials and birth year 
of patient 

JD59 Will normally provide fairly good accuracy. Patients having 
the same birth year and initials (or last name) do however 

occur. Clinicians still found this convenient as they are used 

to working with basis in the patients and their name/age 
(various combinations of name and birth date are used today). 
 

Room number/location (Plotted on 

 a map of 

wards) 

Patients move around (this may leave room lists temporarily 

inconsistent) or they can even be placed in the corridors. 

Room numbers are commonly used for reference today, but 
in combination with other identifiers, e.g. name, diagnosis or 

sex. It seems hard to remember the patients’ exact locations. 
 

Initials of responsible 

physician (first two 
letters of both first 

name and last name) 

DAJO Patients are not followed up by only one physician, and 

physicians attend many patients at each ward. Nurses will not 
necessarily know the name of the physician providing care 

for each of their patients at a specific time.  
 

Blood test indicators, 

time and responsible 
nurse 

Hb, Na, INR 

10:41 
(HAPE) 

Blood tests are ordered as standardised batches, so important 

indicators, if any (e.g. INR may decide whether to operate or 
not), do not stand out. Tests for several patients are often 

ordered at the same time, and by the same nurse, too. 
 

Radiology type, level 

of urgency, time and 
referring physician 

CT abdomen 

(red) 11:00 
(DAJO) 

Some results (MR) take days to arrive, and often 20-30 

patients with abdominal pains arrive daily. Hence, a list of 
pending results may become overloaded and hard to interpret. 
 

Operation room 

number, surgery type, 

scheduled time and 

surgeon initials 

OP3: 

Appendicitis 

11:00 (PT) 

Nurses rarely know exactly what room an operation will take 

place in. But as it is uncommon to have several patients from 

the same ward undergoing surgery at the same time, they may 

still be able to deduce which operation to follow. 

3. Legislative Requirements  

In Norway, rules and regulations on the obligation of secrecy, and the criteria for 

sharing or disclosing data, are mainly found in the Personal Health Data Filing System 

Act [5] which implements the EU personal data protection directive [4] for the health 

domain, and in the Health Personnel Act [6] which are national rules of conduct for 

health personnel. The authorisation rule for granting access to health data [5] consists 

mainly of two criteria. The first is a general need-to-know restriction: “Access may 

only be granted insofar as this is necessary for the work of the person concerned” [5]. 

The second criterion is that access must be “in accordance with the rules that apply 

regarding the duty of secrecy” [5]. The general rule on secrecy goes beyond a mere 

duty to “keep silent”. It is a proactive duty on institutions as well as individual health 

personnel to “prevent others from gaining access to or knowledge of information 



 

 

relating to people’s health or medical condition” [6]. There are a few derogations to the 

secrecy rule [6], mainly the need to share information with co-operating health 

personnel, the duty to supply patient administrative systems with key data, and a few 

more rules on sharing information with a patient’s next of kin, and with students, health 

care assistants or data processing expertise. However, there are no general permissions 

for making health data available to other patients, or to other patients’ next of kin.  

There are, in principle, two possible strategies on how to make the envisioned 

wall-mounted displays legitimate under data protection law. The first strategy would be 

to generalise or trivialise the data in ways that put the information content below the 

threshold of “relating to people’s health or medical condition”. An example could be to 

make the displayed data read something like “patient x to be present in room 101 from 

9:30 to 14:00” without revealing what activities would take place there. The second 

strategy would be some sort of de-identification of the patient, in order to avoid that the 

displayed data pertains to a specific part of the definition of “personal health data” [5], 

namely a criterion that it “may be linked to a natural person”.  

Norwegian law contains several useful concepts for de-identification [5].  These 

legal concepts were initially aimed at central health registers, spanning information 

originating from different hospitals, but they could also be relevant for de-identification 

purposes within a single hospital. The definition of “de-identified personal health data” 

has two components. First, any identifying data is removed. Second, any re-

identification shall be dependent on re-supplying the data that was removed. This 

second component implies a high threshold; an acceptable level of de-identification 

may not be pro forma, and re-linking data to the right patient cannot be easily 

accomplished by guessing. An alternative is to aim for “pseudonymous health data”, 

which implies that identifying information is encrypted.  

4. Discussion  

The interviews indicate that status updates for patients under treatment are useful.  

Health care personnel would like to know when test results are ready, how operations 

proceed, etc. Making such information easily available on wall-mounted screens will 

however expose the information to everybody who has physical access, something that 

is not permitted by Norwegian legislation. As mentioned in Section 3, two main 

strategies are available in order to adhere to the legal restrictions: Removing all health-

related information or de-identifying the information. The first strategy may work for 

some events, but using it as a general strategy, will probably render the system useless. 

The second strategy seems more appealing, as it can supply more useful information. 

Finding an appropriate level of de-identification that makes personnel able to identify 

patients yet remains a challenge. 

Results from the interviews reveal that variations over name and birth date are 

commonly used for identification. At a ward with a limited number of patients, this 

close to identifies most patients.  The other de-identification techniques tested in the 

interviews, such as using the room number or the identity of health care personnel, 

turned out not to be usable. Thus we need to work on alternative de-identification 

methods. Existing literature on de-identification of health information [7] is mainly 

concerned with de-identification of large datasets that are to be used for secondary 

purposes (e.g. research). Still we plan to look into how existing techniques such as 



 

 

pseudonymisation can be used for our setting. We will also investigate to what extent 

information will still be useful if all identifiers are removed.  

If it turns out that the level of de-identification required by legislation will render 

the system useless, we are left with no option but to limit access to the information to 

authorised personnel only. This can be ensured by placing the screens at locations 

where only health personnel have access or by access control mechanisms on the 

screens, although this will exceedingly reduce the usability for coordination purposes. 

If such an approach is necessary, it will be important to investigate smart ways of doing 

access control, e.g. by providing more details on a personal handheld device, or by 

mechanisms that automatically detect who is present and present information based on 

the access rights of that group of people. 

Reducing the level of identification will result in an increased risk of erroneous 

interpretation of information. Though this will reduce the benefits of the coordination 

support system, it is important to state that the system will not replace any of the 

medical information systems. These will still use full identification for all medical data, 

and thus there should be no increased risk of treatment errors. 

5. Conclusion 

Public display of health information poses an obvious risk to patient privacy, and thus 

there is a need to determine the appropriate level of identification. As the legislative 

requirements are in conflict with the needs of health personnel, it may be impossible to 

fulfil all the legislative requirements, without sacrificing usability.  
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Abstract  
Coordination of patient care at a surgical ward is a challenge. Complex examinations 
and treatment protocols require multiple hospital actors to stay informed on what 
happens at different stages. In this study we have combined iterative prototyping and 
user tests to evaluate the utility value of distributing such information in real-time. 
Six paper prototypes used in field tests were used to elicit a high-fidelity prototype 
populated with realistic data, for use in a usability laboratory experiment. Here, a 
role-play session was first used to contextualise the prototype for the participants, 
while a focused interview afterwards gathered in-depth feedback on the different 
parts of the prototype design. Results indicate that real-time information on certain 
patient care activities are useful for improving coordination of care. In addition, the 
methodology has provided valuable feedback while causing minimal impact of 
hospital activities. 
 
 

1.  Introduction  
Surgical patients are taken care of by teams of hospital actors. These actors represent 

various clinical and non-clinical specialities1, all of which depend on the work of the others. 
The coordination of these actors' patient care activities is complicated by the fact that the 
actors belong to different organisational entities and work apart – thus impeding their ability 
to monitor the collaborative progress of patient care. Adding to this, patients' illnesses are 
unpredictable and may require rapid changes in care activities and priorities. 

Developments in information and communication technologies (ICT) have demonstrated 
possible solutions to coordination challenges within the health domain [1]. A key feature of 
such technology is the distribution of real-time information of patient care status, enabling the 
alignment of actors' individual care activities. 

In this study, our primary goal was to explore whether real-time visualisation of 
information about patient care activities has the potential to improve coordination of care 
from the perspective of a surgical ward nurse. By combining field studies, iterative 
prototyping and laboratory experiments we tried to falsify our main hypothesis: 'Real-time 
information of patient care activities is useful for coordination of care'. Our secondary goal 
was to use tangible prototypes to validate supplementary hypotheses on what pieces of 
information that should be included in such an information system. We  considered the 

 
1 Operating room (OR) nurses, ward nurses, post-anaesthesia care unit nurses, surgeons, 
anaesthesiologists, anaesthetic nurse, OR technicians, cleaners, secretaries, coordinators, 
radiographers, radiologists and laboratory technicians. 
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prototypes as a catalyst for validating information requirements rather than trying to assess 
the prototypes per se – this being in contrast to conventional usability testing. 

2.  Methods 
First we conducted field studies including both observations and interviews with 

healthcare professionals working in the domain. This part focused on information needs in 
situations where the healthcare professional was trying to decide on what to do next. In 
practice, this involved care events that could support perioperative patient handovers e.g. 
“Patient entered the OR”, “Surgery ended” and “Patient returning to ward”. Further details on 
this can be found in another article [2]. When analysing the data it became clear that some of 
the actors – including the ward nurse – were in need of information about a broader set of 
patient care events than those directly related to perioperative patient handovers. Events 
related to planning and execution of imaging, laboratory analyses and specialist referrals 
were also regarded as valuable candidates for facilitating coordination. Hence we expanded 
our set of care activities and began designing paper prototypes that would illustrate a real-
time patient care activity information system. 

Six different paper prototypes visualising varying information about patient care activities 
were presented to 13 hospital actors in simple field tests. This involved recruiting physicians 
and nurses at work, asking them to give their immediate opinions on to what extent the 
prototype would support their work. All prototypes were not presented to all actors, due to 
the parallel and iterative prototyping process. The feedback from the tests provided further 
insight in information needs, visualisation alternatives and potential effects on the work of the 
end users. From this we chose to invest more time in a prototype that contained information 
about specific events from several patients and patient care activities in a time-oriented way, 
i.e. with the newest event sorted on top – similar to micro blogs on the Internet (e.g. Twitter, 
Facebook). Other alternatives were time-line visualisations, and patient-oriented, room-
oriented and activity-oriented prototypes. 

Based on the feedback from the paper prototyping, we developed two complementary 
high-fidelity prototypes and populated them with realistic patient data. The main prototype 
(figure 1) consisted of three major parts: a multi-patient care event log, a current status 
patient list, and a futuristic “next patient care event” forecast. The other prototype (from now 
on referred to as the “de-identified prototype”) consisted only of a de-identified copy of the 
multi-patient care event log, i.e. without patient names (figure 2). It was intended to be placed 
in an open area where it easily could be seen, such as the ward hallway, and thus provide at-
a-glance coordination support to the nurses. Since both patients and visitors are likely to also 
have access to such open areas, the concept of de-identification was tested as an approach to 
protecting the privacy of the patients whose health information is put on display. More 
information about how several de-identification techniques were explored with respect to 
both usability and legislative properties, is available in another article [3]. The quality of the 
user interfaces of the prototypes were of such that they could easily be mistaken for fully 
functional systems (in contrast to paper prototypes), when in fact they only consisted of series 
of images and were non-interactive. 

Although the information provided by the prototypes and the scenario that we used in the 
experiments were fictive, the role-play session was considered realistic as it was based on the 
previous experience of one of the authors (BL) as a student, intern and resident at surgical 
departments in three different hospitals. One pilot experiment was done to ensure that 
laboratory equipment functioned as planned and to practice on the experimental script. 
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Participants were recruited from the surgical clinic of a university hospital. All participants 
were nurses and had several years of experience with surgical patient care (25-35 years old). 
The participants were recruited by one of the authors (BL) personally visiting their respective 
departments. A total of four nurses participated one hour each. 

The experiments took place in the usability lab of the Norwegian Electronic Health 
Record Research Centre. Each experiment consisted of three parts: Introduction (10 min.), 
role-playing (15 min.), and a structured focused interview (35 min.). This experimental 
design was chosen to enable realistic contextualisation of the prototypes, in order to validate 
information needs and to get more thorough feedback from the nurses compared to what we 
already knew from field observations and field interviews. The lab was configured as a 
surgical ward with patient rooms, a corridor and a central desk. The main prototype was 
available on a desktop computer located at the central desk, and in the corridor – on a wall-
mounted large monitor – the de-identified prototype was visible. 

All experiments were videotaped and the conversations were later transcribed. 
Participants gave their informed, written consent before the experiment started. The 
experiments were approved by the Norwegian Social Science Data Services. 

3.  The role-play 
The role-play started with a simulated meeting were one of the authors acted as the 

departing nurse and the test subject as the next shift nurse. During this meeting information 
about the eight patients at the ward was given both orally and written. The written 
information was given as a patient list, almost identical to the one that is actually used at the 
hospital the nurses were recruited from. The test subject could also ask for supplementary 
information about the patients, at his/her own request. 

After the meeting, the nurse was presented with the main prototype for the first time. The 
prototype provided full access to all recent care events2 of all the eight patients (figure 1). 

Having explored the main prototype, the nurse was told to visit patient rooms to carry out 
regular ward work. Instead of actually doing such work (since our patient rooms were empty) 
the nurse was instructed to pretend that this work was done and that time went by. 
Furthermore, he/she was instructed to leave the patient room and have a look at the de-
identified prototype in the corridor. The first time the nurse used the de-identified prototype, 
no new patient care events had occurred, compared to what the nurse already had seen on the 
main prototype. The nurse had never seen this prototype before, and was therefore given a 
simple explanation of the features of the de-identified view. 

The nurse was also told to verify the information provided in the de-identified prototype 
by cross-checking with the main prototype. After this the nurse was supposed to visit a 
second patient room and the same story repeated: no patient, time went by, and the nurse was 
instructed to look at the screen in the corridor. This time the de-identified prototype contained 
new patient care information – “troponin and haemoglobin test results were available for one 
of the eight patients 1 minute ago” (figure 2). 

 
2 In this context “care event” denotes what we considered to be an important event for coordination of 
care. 
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Fig. 1.  The main prototype 

 
The nurse could cross-check this information with the main prototype to be certain of 

which patient this event pertained. On request BL would also give supplementary medical 
information related to that particular event. This was done because clinical information such 
as a health records were not included in the experiment. A common work-flow in the 
experiment would thus be: Nurse entered patient room, time went by, the de-identified 
prototype indicated e.g. “Radiologist's X-ray description available”, the main prototype 
specified “Radiologist's X-ray description available for patient John Smith”, supplementary 
medical information given orally was “Air under the diaphragm [serious condition]”. 

After four such cycles with new event information updates of different kinds (and 
approximately 1.5 hours of simulated time) the test was ended. Through the subsequent 
interview the nurses were asked to validate information needs and describe how the prototype 
could influence their work. They were also shown alternative de-identification techniques and 
requested to assess whether or not the alternatives would be understood under normal 
working conditions. 
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Fig. 2.  Prototype with de-identified information 

  

4. Preliminary results 
All four nurses declared that the prototypes would facilitate the work they do at the ward 

to ensure proper patient care. They claimed that the prototypes would reduce their current 
dependence on phone calls and time-consuming routines for coordination of care. They 
imagined how they could avoid looking up various clinical information systems (CISs) 
repeatedly just to find out that no more information was available yet. Instead they wanted to 
use the prototypes to get notified when new information was available and use specific CISs 
only when they know that new information existed. 

The nurses were also positive about the de-identified prototype, and the idea of having a 
de-identified notification tool that they could use without having to personally log in and out 
of it all the time, was regarded useful. They considered their current authorization methods 
(ID card and user-names and passwords in multiple clinical information systems) to be very 
inefficient. The nurses argued that they most likely would understand what patient a de-
identified event would concern by knowing the context – especially if that patient was 
relatively important to follow up on. However, the experiment was too limited to say 
anything about this in general. More importantly, though, the nurses were concerned about 
maintaining the confidentiality of the patient. They feared that even if the information was 
presented without specific identifiers, the patients could be identified by others – for instance 
by observing other clinical activities at the ward. 

Some suggestions for improvement where also given by the participants. The de-
identified view could for instance be replaced with a personal mobile device, or the multi-
patient, de-identified event log in the de-identified prototype could be replaced with a nurse-
specific event log including only the events subscribed to specifically by the nurse. 

5.  Conclusion 
The results from this study indicate – as a proof of concept – that real-time information of 

patient care activities has the potential to improve coordination of care. The prototypes have 
evidently faced validity with the nurses. However, the study design has major limitations, and 
all results must be interpreted cautiously. It has nevertheless provided certain hints on 
potential effects of a novel hospital patient care system, and it has also given fruitful insight 
into the information needs of surgical ward nurses. 

The results warrant more research on this topic to validate that the perceived usefulness 
will prevail, using real patient care events in a real hospital environment. Additionally, other 
outcome measures should be added to the study, such as number of unnecessary patient 
record accesses, time from new results are made available until they have been accessed by 
nurse and/or physician, and time until proper diagnosis has been made and therapy is 

-  5  - 
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initiated. In a broader perspective this study illustrates how some aspects of health 
information systems could be evaluated with minimal impact on hospital activities. We think 
more research should be done on achieving valid preimplementation evaluation of health 
information systems, before clinical implementation is done. 

We are currently preparing to run a similar small-scale experiment in a real hospital 
setting with real patient care events that are supervised and updated manually by one of the 
researchers. 
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Abstract. This paper focuses on access control approaches usable for
information sharing through large screens where several individuals are
present at the same time. Access control in this setting is quite different
from traditional systems where a user logs on to the system. The paper
outlines a number of possible approaches to access control, and evaluates
them based on criteria derived from risk analyses of a planned coordi-
nation system for the perioperative hospital environment. It concludes
that future work should focus on extending the location-based approach
with situation awareness, and add support for using pop-ups or handheld
devices for sharing of the most sensitive information.

Keywords: Access control, privacy, health care, information security

1 Introduction

There are a number of systems available whose main purpose is to inform the
public about status and status changes. Examples are screens showing incoming
flights at airports, or overviews of meeting room occupancy at hotels. In these
example systems the information on the screen is unlikely to be sensitive, and
thus there is no need to control information visualization. But imagine such
information displays being used in healthcare or in other businesses where some
status information should be considered internal.

In this paper we focus on access control solutions for wall-mounted screens
that show status information in a perioperative hospital environment (before,
during and after surgery). This environment is characterized by multidisciplinary
teams, the need to react to unanticipated events, and utilization of expensive
resources. Planning and coordination are difficult but important in such a set-
ting [1]. To improve coordination, wall-mounted screens visualizing progress and
current status can be placed at waiting rooms, wards, operating rooms, recovery
rooms etc. where health care personnel is likely to see them. As a result it be-
comes easier to understand how the patient care is progressing and adapt own
behaviour.

Access control in systems communicating via large public wall-mounted dis-
plays is quite different from traditional access control where a single user logs
on to a system. First, it is difficult to know at a given point of time who is able



to view the information on screen. In the perioperative environment, there can
be a number of health care personnel having access to the location of a screen,
in addition to patients, their next-of-kin, and other types of personnel such as
cleaners or technicians. Still, if we were able to know who were present, it is not
a straight-forward task to determine how this knowledge should affect what in-
formation to display. Access policies are normally defined on a single-user level,
while the coordination system may just as well have none or several users to
consider in its decisions on what to display. Second, the information - though
it may be sensitive - is displayed because it is needed for a purpose. What to
display in a given situation must be based on proper trade-off decisions between
privacy on one hand and efficiency and patient safety on the other. This calls
for access control solutions that are dynamic and context-aware, and that fit the
way of work in the perioperative domain. To further complicate matters, there
is in general no time for users to login to the system, as information should be
available by just by taking a quick look at the screen.

In our previous work [1] we have decided on a strategy in order to overcome
these challenges, termed flexible de-identification. With flexible we mean that
decisions on what to display should not be static but adapted to the situation
and current context. De-identification leads to solutions that go beyond the
more traditional consideration of whether to display identifying information or
not. Instead we assume that information needs not be at the highest level of
granularity to be useful for coordination purposes.

In this paper we focus on providing flexible access control, while de-identification
is left out1. We do not consider access to information by single users, but instead
how to determine access rights for a dynamically changing group of individuals.
This group is likely to consist of personnel with different professions and dif-
ferent needs and rights for information, who - though they work together - will
have different opinions as to what information gives meaning and is useful. We
present several approaches to access control in this setting. Our main contribu-
tion is a preliminary evaluation of these approaches based on criteria derived
from a risk analysis of a the COSTT system2 - a planned coordination system
for the perioperative hospital environment.

The paper is organized as follows: Section 2 outlines relevant approaches for
access control. Section 3 explains the method used to perform the risk analyses
and to deduce evaluation criteria. Section 4 gives the results of the risk analyses,
explains the evaluation criteria and applies them in order to evaluate the differ-
ent access control approaches. Section 5 discusses the validity of the evaluation
result, and suggests directions for future research, before section 6 presents our
concluding remarks.

1 See Gjære et al. [2] for more information on de-identification solutions for this kind
of systems.

2 Developed by the Co-operation Support Through Transparency (COSTT) research
project. http://www.costt.no



2 Relevant Approaches to Access Control

Access control related to shared disiplays have been given some attention from
researchers, and proposed solutions include using special types of glasses to allow
different people to see different types of information [3] and using visualizations
(e.g. colors) instead of text to present the most sensitive information [4] (simi-
lar to our de-identification approach). Available research on how to determine
access rights of dynamically changing groups of users is however sparse. We are
only aware of one publication [5] that addresses this issue to some extent. This
publication lists three different approaches that can be used in combination. The
first approach is aggregation where the access rights of a group correspond to
the sum of the access rights of the individuals in the group. As a result, larger
groups are likely to get access to more resources than smaller groups. The second
approach is maximum/minimum where the individual with the highest/lowest
access rights determines access rights for the whole group. Third, the group
structure approach computes access rights based on the structure of the group,
e.g. ensures that at least two users with a certain access level are needed in order
to gain access to a specific resource.

Current access control solutions developed for healthcare are mainly based
on Role Based Access Control [6] where users are granted access based on their
profession [7][8]. A study of an up-and-running Electronic Patient Record system
at a Norwegian hospital [9] identified the need for access control solutions more
tailored to the needs of health care personnel. Solutions should be better able
to handle dynamic events, workflow and collaboration.

Dynamic context-aware access control solutions have been suggested in vari-
ous forms, some also specifically addressing health care (e.g. Hu et al. [10]). We
will not go into specifics on the different models, but rather point to parameters
that can be used when creating more dynamic access control solutions in a health
care setting. Hu et al. mention time, location, trust-level of authentication, re-
lationship to patient, and specialist area. Most of these are also mentioned by
Alam et al. [11], who add device type, duration, purpose, number of accesses,
user consent, presence of the patient, delegation and emergency situations to the
list. Risk and benefit are also factors that can be taken into account in access
control decisions. Examples of access control solutions that include the concept
of risk is the work of Cheng et al. [12], Dimmock et al. [13] and Diep et al. [14].

Below we present the main access control approaches considered in this paper.
It is assumed that we have technology available for authenticating and locating
users3.

Location-based: Only the screen’s location applies, which means that all
screens have a given default view that can not be affected by persons being
present. Access control to the screen is managed through physical access con-
trol; people being allowed to be at a certain location are also allowed to see all
information displayed on the screen at the given location.

3 The purpose of locating users will NOT be surveillance of all their movements and
actions.



Minimum [5]: A group’s access rights will correspond to the lowest level
of access rights present in the group. This will clearly ensure patients’ privacy,
as nobody in the group will see more information than they are allowed to.
However, the usefulness may be low, as the persons with higher levels of access
rights will not always see all information meant for them.

Maximum [5]: A group’s access rights will correspond to the highest level
of access rights present in the group. This will ensure usefulness, as all health
care workers will see all the information meant for them. However, the patient’s
privacy may be compromised.

Group structure [5]: The access level is decided by computations on the
group structure. An average value is calculated based on who is present, including
weighting of who is closest to the screen and considerations of how many is
present with limited access rights vs. wide access rights.

Facilitator: One of the users in the group acts as a facilitator. The facilitator
is authenticated, and makes decisions as to whether to include new users into the
group and which information is needed/appropriate based on the users present.

Situation aware: The system is aware of the situation in which it operates,
e.g. it combines information on type of patient and diagnosis with time of day
and an understanding of whether this is an emergency or normal operation.
Situational awareness is then used to decide access rights of the group.

Possible extensions: Pop-up window and handheld devices: All the
suggested approaches can be extended with solutions that grant individual users
access to more information. This can be done by utilizing small pop-up windows
where e.g. surgeons can authenticate themselves and get access to more details
shown in a limited part of the screen, or get the information sent to a handheld
device. Getting access to information in a pop-up window limits the reading
access for other people being within proximity, information is only readable
for the one/those standing really close to the screen. Sending information to a
handheld device further reduces the risk of confidentiality breaches.

3 Method

In this work, we use the results of two risk analyses of the planned COSTT
system to identify criteria that the access control solution need to fulfil, and use
these criteria to evaluate and compare the alternative access control approaches.
The main motivation for using risk analysis in this respect is twofold. First, the
results of the risk analyses are already available and provide valuable insight
into the environment in which the access control solution will be put to use.
Second, access control aims to protect (some of) the system assets by reducing
risks, but may also introduce new risks. Performing a risk analysis is a good way
to identify both the assets and the risks towards these assets. We recognise that
using risk analysis of systems to evaluate access control policies is uncommon.
Still, we uphold that the results of a risk analysis are useful for performing a
preliminary evaluation of alternatives in order to decide which should be further
investigated and evaluated.



Two risk analyses have been performed, and both were carried out in two
stages: 1) Asset identification4: “What are the most valuable assets in the COSTT
system? What do you want to protect?”, and 2) Risk identification and ranking:
“What are the most important risks for COSTT? What are you most afraid
of happening?”. In each stage the participants were given five minutes to write
down their answers to the questions posed. Both stages were summarized by
organizing the brainstorming results into groups that the participants agreed
upon. The risk identification stage also included ranking of the risks. Each par-
ticipant was given three votes they could use to prioritize risks. The risks were
then ranked according to votes in total.

The COSTT project group was used as participants. Together they represent
a broad spectrum of specialist areas; IT, sociology, medicine, and technology
management. The first risk analysis was performed at the stage where the system
itself existed only as a concept and many decisions that would affect the outcome
had not been made yet. The purpose of this preliminary analysis was to get an
initial sense of what are the key risks as perceived by the project team. The
second risk analysis of the future COSTT system was performed 10 months
after the first one. The system itself still existed only as a concept but some
research, including literature studies and empirical studies, had been performed.
The purpose this time was to see if the results would differ a lot from earlier,
and to identify the major changes, if any.

4 Results

In this section we present the results of the risk analyses, and use these results
as a basis for identifying evaluation criteria. Then we show to what extent the
identified access control approaches are able to meet the criteria.

4.1 Results of the risk analyses

The findings from the first risk analysis represent a starting point and a snapshot
of the project status at that point of time. The second risk analysis revealed the
same results, but both broader and in more depth. One of the main differences,
was the ranking of the risks related to sensitive information and access control;
as the participants increased their understanding of what the COSTT system
will be, they also increased their worries of sensitive information leakage, while
they decreased their worry of the access control mechanisms not being strong
enough. We choose to present the results from the latter only, because that is
sufficient in order to cover all identified issues.

Table 1 presents all assets and risks identified. Note that the categories of
assets and risks are not considered to be mutually exclusive. The participants
themselves sorted the input from their brainstorming process and gave names
to the categories of information. The assets mainly include types of informa-
tion available in the system; both to be displayed on the screen and underlying

4 Inspired by the asset identification method described by Jaatun and Tøndel [15].



Table 1. Identified assets and risks

Category Assets

Patient information Identification, medical data, secret relations, irrelevant health
history

Employee information Name, role, actions, personal data

Location data Position for all tagged persons, info about rooms, movements

Aggregated/reasoned
data

Efficiency of employees, process statistics, surveillance of proce-
dures

Deviations Unwanted incidents, info on operations, system errors in hospital

Usefulness Utility value by using the COSTT system

Category Risks

Poor quality of data
(9)

Drawing wrong conclusions on what info means, inaccurate
catching of events, misinterpretation of events, coordination
trouble due to erroneous data, patient injury

Surveillance of em-
ployees (6)

Management monitoring efficiency of employees,
wrong/incomplete statistics on employees, employees feel
they are being monitored, public negative exposure of some
employees

Sensitive personal in-
formation (6)

Info displayed to persons not concerned, deduction of patient
having a sensitive diagnosis, unintended access to sensitive info,
hacking/data theft, info is taken out from the hospital

Unintended/erroneous
use (5)

Location tag theft, active bypassing of access control lists in
other systems, bypassing physical access control, unhealthy
changes in work processes, employees working against the system
or refusing to use it, conflicts due to low efficiency

Patient (2) Patients choosing a different hospital, theft of patient data, pa-
tient info known to public press

Access control (1) Limitations hide important data when it should be available,
bugs giving illegitimate access

Wrong focus (1) Fussbudget, loss of efficiency, debates on prioritizing, critical
questions due to insignificant errors

Relatives (0) Creating unnecessary feelings, unhappy relatives calling fre-
quently on health personnel

Public (0) Negative newspaper headlines

information needed to make the system work properly. Also, parameters that
can be deduced from information in the system are considered valuable assets.
The risks span from concerns of the underlying sensors not being able to catch
events to breaches of both patients’ and employees’ privacy. The numbers listed
in parenthesis in the column of categories indicate the prioritizing done by the
process participants. In the table, the risks are presented in prioritized order.

4.2 Identification of Evaluation Criteria

In the process of identifying evaluation criteria, we focused on the highest ranked
risks. The criteria are referred to as C1, C2 etc., which constitutes a mapping
to table 2 where they all are summed up.



Poor quality of data: The main risk was considered to be poor quality
of data. As shown in table 1, this is mainly a concern about the underlying
system not being able to catch and/or interpret events correctly. In the COSTT
project, the coordination information that is to be displayed on the screens are
built by capturing events in other information systems [16]. Simple events (e.g.
access to the medical record of patient A by a given health care personnel)
are combined into composite events (e.g. cardiology assesment of patient A has
been performed), and it is these composite events that will be displayed on the
screens. It is however important to be aware of the uncertainty involved in the
event enrichment process. As an example, access to medical record of patient A
can indicate that the health care personnel that accessed the record is performing
an examination of the patient, but it can also be that the health care personnel
is preparing for the examination. Thus, events in the COSTT system will be
associated with a quality attribute that is a measure of the validity of the event
[16]. This quality attribute should ideally influence the access control decision,
as presenting information that is correct is an important part of the information
security of any system (integrity). This is reflected by the data quality awareness
criteria (C1).

Surveillance of employees: The next highest ranked risk was that of
surveillance of employees. This covers the employees’ fear of being monitored
and the possibility for management to misuse registered data about their em-
ployees to measure efficiency or other statistics. Data registered for the purpose
of COSTT may not give the complete and correct picture of employees’ actions,
which means that it should be used with high caution, if at all, for management
purposes. Thus it is relevant to consider whether the solutions increase the need
for surveillance, e.g. by requiring location information (C2). Employee surveil-
lance is also related to what information is published on the screens (further
addressed for the risk of sensitive personal information).

Sensitive personal information: The third highest ranked risk is that of
displaying sensitive personal information in ways that makes the information
available to unauthorised persons. It is important that solutions are able to
maintain privacy of both patients and employees, and strive towards the ideal
solution where everybody gets access to what they need - and no more. This is
reflected by the privacy preserving criteria (C3).

Unintended/erroneous use: The risk related to sensitive personal infor-
mation should also be considered together with the risk of unintended/erroneous
use (rated fourth) and also the much lower prioritized risk related to access con-
trol. The concern that access control does not support the work flow is reflected
in all these three risks. Failure in this respect can lead to active bypassing of
access control due to important information not being available (C4). To meet
this challenge it is important to consider dynamic and/or user controlled access
control solutions that is able to fit into the way people work. It is also important
to consider the effort required from users in order to use the systems in a secure
manner (C5), as expectations on user involvement may require changes in work
processes in itself in addition to requiring time and effort from the users. This



Table 2. Identified criteria based on risk analysis

Nr Criteria Explanation

C1 Data quality
awareness

The ability of the solution to take the data quality into account
in the access control decisions.

C2 Minimisation
of employee
surveillance

The need for use of employee surveillance techniques, e.g. for mon-
itoring the location of employees.

C3 Privacy
preservation

The ability to restrict sensitive/private information to those that
are authorized for access.

C4 Availability
ensurance

The ability to ensure that information important for safe and ef-
ficient treatment of patients are available when needed. This can
e.g. be ensured by using dynamic approaches able to adapt to the
situation , or to ensure that users can override the access control
decision.

C5 Workload re-
duction

The ease of use for users. Solutions that rely on user cooperation
will require some time and effort on behalf of the users.

C6 Complexity The more complex the access control mechanism is the higher risk
of mistakes that may render the access control solution vulnerable.

Table 3. Evaluation of access control approaches with respect to the selected criteria

Approach C1 C2 C3 C4 C5 C6
qual. surv. priv. avail. workl. compl.

Location-based - + ? ? + +

Minimum - - + - +* +

Maximum - - - - + +* +

Group structure - - ? ? +* -

Facilitator - + -/+ + - +

Situation aware ? + ? ? + -

Extension: Pop-up/handheld - -/+ + + - +

influences the perceived system efficiency and is likely to have an impact on the
employees’ attitudes towards the system; employees working against the system
or refusing to use it. Risks related to access control can also increase with com-
plexity (C6). With complex access control solutions it is easier to make mistakes
e.g. during implementation or during policy specification.

4.3 Evaluation of access control approaches

Table 3 summarises the evaluation of the suggested access control approaches
with respect to the evaluation criteria. A ‘+’ indicates a positive score while a ‘-’
indicate a negative score. A score of ‘-/+’ indicates that the approach is able to
meet the criteria to some extent, but not fully. A ‘?’ is used in situations where
the evaluation result will depend on trade-offs made when defining access control
policies. A ‘*’ is used to illustrate that the score depends on the mechanism used
to determine who is present.



The location-based approach is in many ways the most simple approach. Its
ability to meet the needs of COSTT is however dependent on how easy it is to
determine beforehand which information should be available in given locations.
As several of the envisioned locations (e.g. corridors and examination rooms)
are likely to be accessed by a number of different groups of users, we envision
that it will be difficult to make such pre-set trade-offs that are able to meet the
criteria for both privacy and availability.

The minimum approach is unlikely to meet the availability requirements of
the users in need for most information. The same way, the maximum approach
will probably result in too many privacy breaches, as everybody will get access
to whatever information should be available to the one present with the highest
access rights. Considering group structure is likely to perform better than using
the minimum/maximum access rights, but is complex and its success depends
on the ability to make proper trade-offs between the access rights of the highest
and lowest ranked users present.

Relying on a facilitator seems to be a solution that could fit COSTT well, as
it is able to meet the majority of criteria to some extent. The privacy achieved
will be dependent on whether we can trust the facilitator to make good decisions
as to what information to display in given situations. In a study of clinicians’
experiences related to privacy and security of health information systems [17]
Fernando and Dawson noticed that most clinicians used measures such as lower-
ing their voices and omitting to ask relevant questions in order to protect privacy
and security when residing in a shared workplace. At the same time they found
that privacy and security implementations on electronic health information sys-
tems often took time from patient care, and were therefore considered to hamper
patient care. Sharing of passwords was mentioned in this study, as well as in a
study by Vaast [18]. In his study he also found that physicians were concerned
that employees on wards were overwhelmed with work and therefore were likely
to forget to close programs or patient charts. To be able to reach a conclusion
as to whether the facilitator approach is adequate in the COSTT setting, more
research is needed on the situation in which the COSTT system will operate
when it comes to the work process and the general attitude of the employees.

Making the access control solution more situation aware is also likely to
improve the trade-off between privacy and availability, but at the cost of com-
plexity. This is the only approach that has the potential to meet the data quality
awareness criterium.

The pop-up/handheld extension also seems promising, and is able to meet the
majority of criteria. By implementing this extension one is able to introduce more
flexibility and user involvement without sacrificing privacy. It should however not
be used as the only approach.

To sum up, none of the access control approaches studied is able to meet all
evaluation criteria. However, the ones that seem most promising are either using
the facilitator role or using an access control solution that is situation aware.
Alternatively, one of the more simple automatic approaches, e.g. the location-
based approach, can be combined with the pop-up/handheld extension.



5 Discussion

The preliminary evaluation performed is based on a risk analysis of the COSTT
system at an early stage and with participants from the project group. At this
stage the project participants are the ones most likely to have the best under-
standing of how the COSTT system will work and what are the main challenges
and risks. The results of the risk analysis would however be more reliable if it
had included project-external representatives as well.

Basing the preliminary evaluation on the results of a risk analysis is useful in
that the evaluation criteria will be risk-based and likely to reflect the top issues.
The criteria derived are however high level and have not been evaluated by the
intended users of the system. It is also not possible from this initial evaluation
to state how the different access control approaches will perform in real life.
User evaluations are needed in order to assess how the alternative approaches
are able to fit the work processes of the perioperative domain. In particular we
suspect that the facilitator-based approach, though getting good scores in the
evaluation, will fail in this respect.

In the evaluation of the alternative access control approaches, we have stud-
ied the approaches individually and evaluated how they perform related to the
identified criteria. It is however possible to combine several of the approaches
into a final solution and in this way achieve a solution that better fits the needs
of COSTT. To illustrate, screens in waiting rooms may have a preset access level
(location-based approach) while screens at other locations may have a maximum
access level that is determined by their location but where the group structure,
the general situation or a facilitator determines the access level at a given point of
time. It is also possible to use the extension suggested where individual employ-
ees can get access to more information by utilizing pop-up windows or handheld
devices. The preliminary evaluation of the approaches suggests that future work
looks into combinations of the location-based approach, the facilitator approach,
the situation aware approach and the pop-up/handheld extension approach. The
location-based approach is a simple one with the possibility of offering good base-
line security. The facilitator approach is able to meet the majority of the criteria.
The situation aware approach is the only one able to meet the data quality cri-
terium, and has the potential to also perform well on most of the other criteria.
The pop-up/handheld extension approach has good scores on both the privacy
and availability criteria.

As the location-based approach is in many ways the most feasible solution,
we plan to use this solution as a starting point and look into how it can be
combined with risk-based access control approaches in order to add situation
awareness. Making proper trade-offs between the risk of privacy breaches and
the risk that information is not available is central to the success of the COSTT
solution. Risk-based access control solutions can utilise knowledge of the screens’
location in order to determine the probability of privacy breaches, as well as the
availability requirements for an information item. Other context information,
like the time of day and who is likely to be present, can influence the risk
evaluation as well. This way, the combined solution will likely perform better



on the criteria related to privacy (C3) and availability (C4). In addition, the
quality of the information can be taken into account (criterion C1). Though the
facilitator approach gets quite high scores on the criteria used in our evaluation,
we believe that this solution will not be usable for this type of systems, as it
requires quite a lot of interaction with the users. Instead we recommend using
handheld devices in combination with large wall-mounted screens in cases where
highly sensitive information is needed (to better meet criteria C3 and C4).

6 Conclusion

The main contribution of this paper is a preliminary evaluation of several ap-
proaches to access control for public screens used in a perioperative setting. The
evaluation criteria used are derived from a risk analysis of the COSTT system.
In the evaluation, the facilitator based and the situation aware approaches re-
ceived high scores, and so did the possible extension of using pop-up windows
or handheld devices to get access to additional information. Of the simpler and
most feasible approaches, the location-based approach turned out to be the best
candidate. As none of the approaches were able to perform well on all evaluation
criteria, the results motivate to look further into combining access control ap-
proaches. As there are major usability concerns with the facilitator approach in
this setting, we recommend focusing on extending the location-based approach
with situation awareness, and add support for pop-ups or handheld devices.
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Appendix D

Specification of collaboration

This appendix describes in detail the relationship between the work done by the author

of this thesis, and the contributions made by Ph.D. candidate Børge Lillebo. Ph.D.

candidate Børge Lillebo is from now on denoted as “BL”.

The rapid field tests

Before starting the testing phase, BL wrote the application to Norwegian Social Science

Data Services (NSD), in order to get permission for accessing the informants. BL was

moreover responsible for creating three of the four prototypes that were used in the

rapid field tests, while the one designed by me, including its refined edition, is included

in chapter 4. Recruiting informants was done on the fly when we were roaming in the

hospital corridors, but BL was the one doing the talking. The interview guide for

the tests was mainly written by BL, but I added two questions of my own to it, as

described in chapter 4. We both recorded personal field notes, and wrote out each our

own transcription document for every interview.

The lab experiment

The common interpretation of the results from the field tests led to BL’s creation of

three new prototypes of a system, one of which he decided to proceed with for a test

in the usability lab. Together, we then populated the prototype with realistic data,
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which in turn a fictive patient overview sheet was based on, as seen in appendix H.

This part was done in mutual collaboration. I then designed de-identified views of

this information using the graphical icons from his work, and proceeded with writing

a scenario for a role play, suggested a physical layout for the lab, and wrote a doc-

ument describing the experiment as a whole. BL was on the other hand responsible

for recruiting test persons for the experiment. Finally, each of us wrote our own in-

terview guide for the focused interview set up stright away after the role play, mine

of which is included in appendix F. The two pilot tests we done together, and so were

three of the real tests as well. I unfortunately missed out on one myself, due to illness.

Transcribing the video recordings was split in half, so that we did two of them each.



Appendix E

Role-play scenario

This appendix shows how the scenario proceeded, that supported the role-play session

in the lab experiments.

Figure E.1: The intial list of events displayed on the hallway screen (stage 1)

Figure E.2: The hallway prototype after 16 minutes have “passed” (stage 2)
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Figure E.3: The hallway prototype after another 10 minutes has “passed” (stage 3)

Figure E.4: The hallway prototype after another 10 minutes has “passed” (stage 4)



Appendix F

Interview guide

This appendix contains the interview guide that was used in the lab experiments.

Introduksjon

Vi er . . . og arbeider med . . .

I denne testen skal vi vurdere . . .

Vi tester ikke deg. Vi ønsker å lage et godt og nyttig verktøy, og har derfor utarbeidet

et scenario som du forhåpentligvis vil kjenne deg igjen i.

Du har full anledning til å avbryte dersom du blir ukomfortabel eller ikke vil gå videre

med en bestemt oppgave. Beskrivelse av videoopptak.

Beskrive utstyr i rommet: Sengetun med arbeidsstasjon og skjerm i korridoren. To

pasientrom.

Tenke høyt underveis er bra.

Beskrivelse av prototypen og dens begrensninger.

Introduksjon av produktet. (Gi en overordnet punktliste over hva som skal skje.)

Er det noe du lurer på?

Begynn med oppgaver!
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Rollespill

Simulert vaktrapportmøte — bruk pasientoversikten. Etter vaktrapporten: “Nå skal du

få mulighet til å gjøre deg litt bedre kjent med et nytt system som kan gjøre det lettere

å se hva som skjer med pasientene dine.”

Følgende spørsmål stilles når testpersonen passerer foran den av-identifiserte skjer-

men:

• Kan du se om det har hendt noe nytt?

• Kan du si noe om hvem du tror dette har hendt med?

• Hvor sannsynlig tror du at hendelsen gjelder den du tror den gjelder?

Fokusert intervju

Legg fram oversiktsark med alternativer. Start med alternativ II som allerede er kjent,

samt alternativ I som er enda mer begrenset, og fortsett så nedover. Analyser hvert

enkelt informasjonsnivå:

• Gjør den nye informasjonen du får det enklere å identifisere pasienten hendelsen

gjelder?

• Hvis nei: Kan du likevel ha nytte av informasjonen på dette nivået?

• Er den nye informasjonen problematisk å henge opp i en gang med tanke på

taushetsplikt/personvern, sett i sammenheng med hendelsen den identifiserer?

• (Alternativ V blir sannsynligvis forkastet). Presenter da til slutt alternativ VI som

et like nøyaktig identifiserende alternativ, der det er ved hjelp av pasientoversik-

ten at man kan identifisere pasienten (legg fram pasientoversikt med påskrevne

pasientkoder):

• Kunne du akseptere dette alternativet selv om du da kanskje må sjekke pasien-

toversikten når du skal se om en ny hendelse gjelder en av "dine" pasienter eller

konkret hvem det gjelder?

Be testpersonen om å velge ett av alternativene som han/hun ville foretrekke å ha

på en slik skjerm. (Eventuelt kan alternativer kombineres, dersom det er hensiktsmes-

sig.)



Appendix G

Informants agreement

This following is the document that the was signed and hence witnessed the test per-

sons’ informed consent to participation in the lab experiment.
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Samtykkeerklæring

Prosjekt: .......................................................................

Ansvarlig: .....................................................................

Denne samtykkeerklæringen gjelder for et forsøk som gjennomføres i brukbarhetslab-

oratoriet til Norsk senter for elektronisk pasientjournal. Forsøket dreier seg om å vise

prototyper av fremtidige kliniske informasjonssystem for personer som har erfaring

som gjør dem i stand til å vurdere nytteverdi av slike informasjonssystem.

Detaljer om denne studien og denne prototypen gis muntlig og skriftlig (i eget skriv).

Du bes med dette å erklære følgende før vi starter forsøket:

• Jeg deltar av fri vilje.

• Jeg forstår formålet med forsøket.

• Jeg vet at det blir gjort lyd- og bildeopptak, og at anonymiserte versjoner av

dette kan bli benyttet i forskningsartikler.

• Jeg vet at jeg kan trekke meg når som helst og kreve at all data som stammer fra

meg slettes (med unntak av publiserte data).

Sted/dato Underskrift

................................................................. .................................................................



Appendix H

Patient list

This document is a fictional representation of the document that is in reality being

used at wards in the hospital where the lab experiment participants were recruited

from.



Pasientoversikten for Sykepleier – KGAS2 – Tun 4 

510  Thomas Aas, 03.12.82 PlTyngde: 
 Diag. Magesmerter 
 Beh. ÷ 

 Rap. Normale blodpr. Normal UL. 
 

511  Marianne Berg, 12.04.76 PlTyngde: 
 Diag. Ca. coli   
 Beh. Op. 20/1. 
 Rap. UL nyrer 15/1. Perm. 
 

512  Mona Lie, 27.06.46 PlTyngde: 
 Diag. Pankreatitt   
 Beh. Drenasje.  
 Rap. .glor9s es.9yRa+eRRR/e9lort oKR 1/91 MRCM  

 

 

513  Jorunn Moe, 13.12.44 PlTyngde: 
 Diag. Kolangitt   
 Beh. Blærekat. Ampicillin intravenøst. 
 Rap. UL abd 17/1. Kvalme, oppkast. 

 

 

514  Gerd Dahl, 05.02.38 PlTyngde: 
 Diag. Crohn  Opr. 16.01.2011 
 Beh. TPN fra 13/1. 
 Rap. CT 14/1. Med.tilsyn bestilt. 
 

515  Morten Haugland, 30.08.64 PlTyngde: 
 Diag. Appendicitt   
 Beh. Op. 18/1. 
 Rap. Rtg oversikt abd 18/1. FF fra kl 12, NK fra kl 21. 
 

516  Odd Hanssen, 31.01.50 PlTyngde: 
 Diag. Akutt abdomen + brystsmerter   
 Beh.  
 Rap. Faste inntil videre. 

 

 

518  Gunnar Vik, 19.05.23 PlTyngde: 
 Diag. Rektalblødning   
 Beh.  
 Rap. Kjent AAA. Gastroskopi 17/1 
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